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Abstract

This thesis presents the first systematic experimental investigation into the influence of
boattail radius on the aerodynamics of Hammerhead Fairings (HHFS) in the transonic regime.
The Coe and Nute Model 11, a well-documented academic HHF configuration, was selected
as the test platform due to its ability to replicate key flow features of full-scale designs. The
turbulent boundary layer thickness at separation was estimated using the reference temper-
ature method and a flat-plate approximation, enabling selection of boattail radii spanning
ratios from near unity to an order of magnitude greater. Two experimental campaigns were
conducted: (i) high-speed schlieren imaging for all radius configurations, complemented by oil-
flow visualisation at selected cases to document mean flow patterns, and (ii) particle image
velocimetry (PIV) at selected configurations, optimised for high spatial resolution. Post-
processing incorporated proper orthogonal decomposition (POD) and spectral POD (SPOD)
to identify dominant flow structures and their spectral characteristics.

The results showed that introducing a boattail radius generates a third expansion region, often
terminated by a third shock. Configurations were classified as exhibiting either weak radius
effects (minimal third shock) or strong radius effects (prominent third shock and A-shock
structure). Strong radius cases promoted shock-induced separation, producing small separa-
tion bubbles at the A-shock foot. Boattail curvature reduced separation length by 10-25%
relative to the baseline; however, it also lifted the shear layer and increased reattachment-point
oscillations.

Modal analysis revealed two dominant unsteady modes similar to backward-facing step flows:
a flapping mode, controlling reattachment-point motion and strongly influenced by boattail
geometry and shock structures, and an undulation mode, linked to periodic momentum ex-
change within the separation bubble. Spectral characteristics showed good agreement with
BFS literature at lower Mach numbers but exhibited shifts at higher Mach numbers due to
tunnel-induced frequency locking. SPOD confirmed that flapping behaviour in radius cases
at M = 0.8 was closely associated with the third shock.

Overall, increasing boattail radius can beneficially shorten the separation region but intro-
duces additional shock systems that intensify unsteady separation dynamics, with potential
implications for launch vehicle stability and structural loading. The findings contribute novel,
open-access experimental data on HHF boattail curvature effects and provide a foundation
for future high-speed PIV measurements, computational studies, and load quantification to
support design optimisation.
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a Effective unblocked beam
width

B;(f) SPOD temporal amplitude
at frequency f

) Boundary layer thickness
[mm]

Af Frequency resolution [Hz]
AI/T Relative schlieren intensity
change

At Pulse separation time [s]

0z Depth of field [mm]

€y Deflection angle in schlieren
system

Ratio of specific heats

oo Dynamic viscosity [Pa - s]

@i (Z) Spatial POD mode j

;i (Z, f) SPOD spatial mode at fre-
quency f
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Nomenclature

Poo

& s

~

Static density [kg/m?]

Singular value (energy con-
tent) of POD mode j

Particle response time [s]
Particle slip velocity
Pinhole diameter [mm]

Temporal coefficient  of
POD mode j

Blockage ratio

Fairing (payload) diameter
[mm]

Vehicle body diameter
[mum]

Image distance [mm]
Object distance [mm]
Energy of POD mode j

Focal length of schlieren
mirror [mm]

Frequency [Hz]

f-number (lens aperture ra-
tio)

Sampling frequency [Hz]
Acquisition frequency [Hz|
Boattail step height [mm)]
Image size [mm]

Object size [mm]

Height of test section [mm]
Gladstone-Dale constant
Mach number

Magnification factor (op-
tics)

Freestream Mach number

Critical Mach number
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Ny

Nperseg

P(f)

Do

Xswi

Refractive index

Number of samples per
block

Samples per segment in
Welch’s method

Welch-averaged PSD

Total (stagnation) pressure
[Pa]

Static pressure [Pa]
Power spectral density

Specific gas constant for air
(287.057 J/kg - K)

Autocorrelation function

Boattail radius to BL thick-
ness ratio

Reynolds number

Reynolds number based on
diameter D

Total (stagnation) temper-
ature [K]

Static temperature [K]
Velocity fluctuation field

Velocity field as function of
space and time

Freestream velocity [m/s]

Time-averaged velocity
field

Width of test section [mm]

Fourier transform of time
signal

Mean reattachment loca-
tion from boattail bottom
corner [mm)]

Streamwise position of first
shock from nose [mm]
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Introduction

In recent years, the global space industry has experienced an exponential rise in rocket
launches, driven by the growing demand for satellite deployment, lunar and planetary explo-
ration, and the increasing involvement of private sector ventures in space exploration. This
surge has been fueled by advancements in miniaturised satellite technologies, such as cube-
sats and smallsats, which have significantly lowered the barriers to space access, making it
more affordable and accessible. Furthermore, the advent of reusable rockets and cost-efficient
launch vehicle innovations by commercial entities like SpaceX, Rocket Lab, and others has
further accelerated the pace of space missions. As the frequency of launches continues to
grow, the importance of sustainability within the space launch industry has become increas-
ingly prominent. One approach to promoting sustainability in spaceflight involves the use of
"Hammerhead” or "Bulbous” fairings. These fairings are characterised by a payload compart-
ment with a diameter larger than the rest of the launch vehicle (LV). This design provides
greater flexibility in accommodating payloads with higher volumes without a corresponding
increase in payload weight. By eliminating the need for developing entirely new LVs to han-
dle larger payload volumes, Hammerhead fairings contribute to cost efficiency and resource
conservation in the launch industry.

A generic geometry of a Hammerhead Fairing (HHF) is illustrated in Figure 1.3. The design
consists of three primary components: a nose cone, a cylindrical payload compartment with
a larger diameter than the rest of the LV, and a tapered boattail section that integrates
the payload compartment with the main body of the LV. The nose cone, positioned at the
forefront, is designed to streamline the oncoming airflow around the LV, minimising turbulence
and drag. Conical or ogive-shaped nose cones are commonly used due to their superior
aerodynamic performance in reducing resistance during ascent. Following the nose cone is
the payload compartment, which features a constant diameter and houses the main cargo.
This section is specifically designed to protect the payload from aerodynamic forces and
environmental conditions during the vehicle’s ascent through the atmosphere. The boattail,
located at the rear of the payload compartment, provides a smooth transition between the
larger diameter of the payload section and the narrower main body of the LV. Hammerhead
Fairings have been widely adopted in contemporary launch vehicle designs, including the
Falcon series by SpaceX (Figure 1.1(a)), the LVM MKk-III (Figure 1.1(b)), and the Vega family
(Figure 1.2). Their innovative geometry allows for the accommodation of larger payload
volumes while maintaining aerodynamic performance, making them a preferred choice for
modern space missions.
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Figure 1.3: A generic HHF geometry [4]

Though HHF designs increase the LV’s flexibility and aid in its sustainability, this design has
inherent aerodynamic problems. This design exposes the vehicle to unsteady aerodynamic
loads caused by flow separation at the boattail and Shock-Wave Boundary Layer Interactions
(SWBLI) at transonic speeds. Such phenomena pose significant concerns for the stability of
the LV, as managing unsteady aerodynamic effects is often more critical in their design than
minimising drag. It has been under investigation since the 1960s, with most of the effort
focused on developing a buffet-free design guideline for the HHF.

1.1 Scope of the Thesis

This thesis investigates the aerodynamic effects of varying the boattail geometry in HHF
configurations, with a particular emphasis on the influence of boattail radius. The work builds
upon the study by Romero [49], who examined the impact of geometric variations in nose and
boattail angles under transonic flow conditions. While Romero’s findings provided valuable
insights into the role of boattail angle, the effect of boattail curvature has remained largely
unexplored. A review of the literature conducted at the outset of this research revealed that,
to the best of the author’s knowledge, no open-access study has systematically evaluated the
aerodynamic consequences of modifying boattail radius for HHF configurations. Furthermore,
there is a notable absence of detailed characterisation of the unsteady flow field around HHF
geometries, particularly in the context of shock—shear layer interactions and wake dynamics.

To address these gaps, this work combines multiple experimental techniques—schlieren imag-
ing, surface oil-flow visualisation, and particle image velocimetry (PIV)—to capture both the
steady and unsteady features of the flow. Schlieren imaging enables the visualisation of shock
wave patterns and their temporal evolution, oil-flow visualisation provides surface streamline
patterns and separation topology, and PIV offers quantitative velocity field data for assessing
shear layer development and wake structures. By applying these complementary methods to
a range of boattail radii, the study aims to establish a comprehensive understanding of how
curvature influences flow topology, shock interactions, and wake dynamics.

The motivation for focusing on boattail radius stems from its prevalence in real-world LV de-
signs. Many contemporary LVs incorporating an HHF adopt a rounded boattail configuration
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(Figures 1.1 and 1.2). Despite its widespread use, this design choice is significantly under-
represented in open-access aerodynamic databases, which tend to focus on sharp transitions
in boattail geometries. Consequently, this research is both timely and relevant, offering novel
experimental data that can inform the design process for future LV configurations. The find-
ings are expected to benefit both industry and academia by providing new insights into the
influence of boattail curvature on unsteady flow behaviour.

1.2 Report outline

This report is organised into five chapters, including the present one. Following the Intro-
duction, Chapter 2 summarises the key findings from the literature review conducted at the
outset of this research, establishing the current state of knowledge and identifying research
gaps. Chapter 3 describes the experimental methodology in detail, including the motivation
for the model design, the variations investigated, the experimental setup, measurement tech-
niques, test matrix, and post-processing procedures. Chapter 4 presents and analyses the
experimental results, providing a comprehensive discussion of the observed flow phenomena
and their implications. Finally, Chapter 5 concludes the report by summarising the principal
outcomes of the study and offering recommendations for future research in this field.
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This chapter presents the findings of the literature review conducted at the outset of this
research. It begins with an overview of the general flow features associated with HHF', followed
by an examination of the influence of geometric variations and flow conditions. The discussion
then extends to broader aerodynamic phenomena relevant to the present study. Finally, the
identified research gaps are outlined, from which the research questions are formulated.

2.1 Flow pattern over Hammerhead Fairings

High-speed aerodynamic flows are classified using a dimensionless quantity known as the Mach
number (M). It is defined as the ratio of the local flow velocity to the speed of sound in the
given medium. The classification of flow regimes based on Mach number is shown in Equation
2.1 [2]. Among these regimes, the transonic flow is regarded as the most complex due to the
simultaneous presence of both supersonic and subsonic regions in the flow field, particularly
when the flow interacts with a solid object. The distinction of transonic flow from subsonic
and supersonic flow is due to the occurrence of supersonic pockets when M < 1, and subsonic
pockets when M > 1, in the freestream as shown in Figure 2.1. For Mach numbers slightly
below unity, flow acceleration over any object can make the flow supersonic, which is typically
ended by a weak shock wave to recover to freestream conditions. For Mach numbers slightly
above unity, a bow shock is formed in front of the object, with a subsonic region behind it,
which eventually accelerates to supersonic conditions over the object. The flow is terminated
by a tailing edge shock|2].

M < 0.8 Subsonic,
0.8 < M < 1.2 Transonic,
12<M<5 Supersonic,
M >5 Hypersonic.

(2.1)
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2.1.1 Transonic flow

An LV transitions through subsonic, transonic, and supersonic flow regimes during its ascent
through the atmosphere, making aerodynamics a critical consideration in the design process.
It does reach the hypersonic flow regime, but the dynamic pressure at that altitude is minimal;
hence, aerodynamics has little impact.

The steady and unsteady aerodynamic loads encountered during flight have a significant influ-
ence on vehicle control, stability, and structural integrity. The transonic regime is particularly
challenging as it generates the highest levels of unsteadiness. This is further compounded by
the fact that transonic flow coincides with the phase of maximum dynamic pressure on the
vehicle, as illustrated in Figure 2.2. Unsteady aerodynamic loads in this regime can arise
from a variety of factors, including turbulence in the flow, wakes from surface protrusions,
shock wave movements, shock-boundary layer interactions, geometric flow separation and
reattachment, as well as wake flow at the vehicle’s base[5]. Hammerhead Fairings (HHF) are
particularly susceptible to many of these unsteady aerodynamic phenomena during transonic
flight. Therefore, studying the behaviour of HHF in this regime is critical for improving their
aerodynamic performance and overall design efficiency.

~"M>1
0.8 < Mx <1
— ~ M>1

1 <M< 1.2
ety

M>7

)i‘{md profile A K,“!_‘,'-"V:,/.

M=23
h~15km 54y

M=08-12 \'"(/,, » Typical Values (50 kPa-80 kPa)
h~10 km/y"

M=03 /7

n~1km /7 ¥ Vo Dynamic pressure

Transonic
Regime

Angle of
attack

Figure 2.1: Transonic flow over slender Figure 2.2: Flight profile of a launch ve-
bodies [2] hicle [5]

Mehta [39] presented a more detailed schematic, shown in Figure 2.3, illustrating the typical
flow phenomena occurring over an HHF at transonic speeds. At the nose cone tip, a stag-
nation point is formed due to the impingement of the freestream flow. Moving downstream,
expansion fans develop over the cone-cylinder junction, accelerating the flow to supersonic
speeds. These expansion waves lead to the formation of a supersonic pocket, which extends
along the cylindrical section until it is terminated by a shock wave. The terminal shock in-
teracts with the boundary layer, leading to SWBLI. This interaction thickens the boundary
layer, reducing its momentum and ultimately causing flow separation at the boattail corner.
The separated flow forms a recirculation region, where low-energy fluid is trapped, leading to
increased aerodynamic drag and unsteady pressure fluctuations. This separated shear layer
continues downstream until it reattaches at the reattachment point, forming a closed wake
structure. The length of this separated region is influenced by the geometry of the boattail
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and the flow conditions, as will be discussed in section 2.2.2
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Figure 2.3: Schematic of transonic flow field over HHF [39]

Around a freestream Mach number of 0.8, Suresh and Sivan [5] found that sonic conditions
are first reached over the HHF'; thus, approximately 0.8 is the critical Mach number, M,,.
As the free stream Mach number increases, local supersonic pockets are formed due to the
expansion of the flow at the cone-cylinder junction. This supersonic pocket is terminated by
a weak shock wave. Due to SWBLI, the already developed turbulent boundary layer(TBL)
can thicken, which can lead to shear layer separation at the foot of the shock wave, as shown
in Figure 2.4b. When the Mach number reaches 1.2, there will be clear expansion waves at
the cone-cylinder junction and boattail edge, and a bow shock in front of the vehicle. At this
free stream velocity, the flow over HHF is fully supersonic, except for the stagnation zone at
the nose of the HHF (Figure 2.4d).

2.1.2 Flow separation in HHF

Flow separation on a wall typically occurs due to an adverse pressure gradient, which refers
to an increase in pressure along the flow direction. Under such conditions, fluid particles in
the relatively slow-moving boundary layer must work against the rising pressure, causing a
further reduction in velocity. If the adverse pressure gradient is strong enough, these particles
can come to a complete stop, leading to boundary layer separation [2]. While this mechanism
is representative of separation over simple geometries such as flat plates, in more complex
configurations like HHF, the dominant cause of separation is the abrupt geometric transition
at the boattail (Figure 2.6.
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Figure 2.4: Transonic flow over HHF [5]

Flow separation in general can result from various factors, including geometric discontinuities,
SWBLI, and the wake formed behind a body [5]. In the case of HHF, separation primarily
arises from the boattail transition combined with shock—boundary layer effects. This sepa-
rated region downstream of HHF induces higher bending moments in the transonic regime, as
observed experimentally by Chou [12] and illustrated in Figure 2.5. A more detailed discus-
sion of the separation characteristics at the boattail under different Mach number conditions
is provided in Section 2.2.2.
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M
Figure 2.5: Effect of nose shape on buffet Figure 2.6: Flow separation in HHF [5].
response.

2.1.3 Unsteady loads

During transonic flight, shocks formed around the vehicle generate significant differential
pressure, leading to increased structural loading. The shock positions vary over time, resulting
in pressure fluctuations across the vehicle’s surface. Additionally, SWBLI can induce flow
separation, contributing to unsteady aerodynamic loads. Sources of unsteady loads on an
HHF are shown in Figure ?7?7. These unsteady loads encompass pressure fluctuations over
a wide range of frequencies, from low to very high. Low-frequency fluctuations, commonly
referred to as buffet loads, can excite the lateral flexible modes of the vehicle, potentially
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affecting its stability. On the other hand, high-frequency fluctuations, known as aeroacoustic
loads, can result in severe acoustic interference [5].

The nature of transonic buffet loads varies depending on the aerodynamic configuration of
the vehicle. Suresh and Sivan [5] classified buffet phenomena into three distinct types: tran-
sonic buffet, wake buffet, and shock-boundary layer separation buffet. Transonic buffet arises
from unsteady shock movements, wake buffet is caused by the unsteady wakes generated
by functional protrusions on the vehicle, and shock-boundary layer separation buffet results
from flow separation and subsequent reattachment. Each of these buffet types contributes
to time-varying pressure fluctuations, imposing unsteady aerodynamic loads on the vehicle.
These loads pose a significant risk to structural stability, potentially compromising perfor-
mance during flight. Notably, buffeting is not exclusive to HHF configurations; even simple
cone-cylinder sounding rockets, such as the Brazilian VS-40, experience similar unsteady
aerodynamic phenomena [3].

Failure to quantify these unsteady loads can have catastrophic consequences, as demonstrated
by past launch vehicle failures. Although no direct failure data are available for HHF', histor-
ical examples such as the Pegasus XL and Delta II Heavy highlight the risks of inadequate
aerodynamic characterisation [26]. In the case of Pegasus XL, engineers had underpredicted
the effectiveness of its fins, leading the control system to overcorrect and ultimately induc-
ing a divergent roll oscillation. Similarly, the Delta II Heavy, despite undergoing rigorous
industry-standard testing, failed to adequately characterize the unsteady aerodynamic loads
at the base of its solid rocket boosters [26]. However, unlike Pegasus XL, the Delta II Heavy
was not lost during flight, as the control system successfully managed the unsteady loads,
allowing the mission to be completed.

Given the risks posed by transonic buffet loads, accurately defining them is critical to ensur-
ing the structural stability of an LV. The classical approach involves conducting experimental
campaigns on scaled-down rigid models in wind tunnels, acquiring unsteady data using pres-
sure transducers, and utilizing this data to derive buffet forcing functions. These functions
serve as inputs for structural analysis programs, enabling engineers to assess and mitigate
potential structural instabilities in launch vehicles [44].
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Figure 2.7: Causes of unsteady loads [5]
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Figure 2.8: PLF shapes investigated by Coe [14, 15]

2.1.4 Benchmark configuration

A series of experimental studies conducted by the NASA Ames Research Center in the 1960s
investigated various PLF shapes to characterise their transonic performance [13, 14, 15]. This
campaign began with tests on the PLF shapes of the Centaur and Able-V vehicles, shown
labelled VI and VII in Figure 2.8, which feature straight and bulbous PLFs, respectively.
The studies revealed that the maximum pressure fluctuations at any Mach number and angle
of attack occurred in the region of the shockwave. Additionally, it was observed that the
fluctuations caused by shockwave oscillations were greater in the Able-V model than in the
Centaur model. Large regions of unsteady pressure were also identified on the converging
afterbody of the Able-V model, particularly at nonzero angles of attack, indicating flow
separation behind the shockwave [14].

In a subsequent study, Coe [15] tested five additional PLF shapes in the transonic regime to
investigate the influence of nose shape on pressure fluctuations. These shapes are shown in
Figure 2.8, labelled I to V. The results showed that the sharpness of the area reduction in
converging sections affects the Mach number range over which pressure fluctuations occur.
It was also noted that the boattailing in Model labelled as IV results in a separation region
with pressure fluctuations over extensive areas on the vehicle. However, due to the significant
differences in the models used, direct comparisons between them could not be made.

Having observed interesting flow structures associated with boattailing, Coe and Nute [13]
investigated three HHF geometries, shown in Figure 2.9, to examine pressure fluctuations
in the transonic regime. Among the configurations, Model 11—which features the largest
fairing-to-vehicle diameter ratio—exhibited the most significant pressure fluctuations within
the separation region. Owing to this behaviour, Model 11 has attracted substantial attention
in recent studies, serving as a reference case for understanding the unsteady aerodynamic
characteristics of HHF. This configuration, now commonly referred to as the Coe and Nute
Model 11, has been the subject of multiple investigations aimed at characterising the dominant
flow structures and associated pressure dynamics.
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Figure 2.9: HHF investigated by Coe and Nute [13]
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Figure 2.10: Dimensions of the Model 11 used by Panda et al. [43]

The specific geometry of Model 11, as employed by Panda et al. [42, 43], is shown in Fig-
ure 2.10. The fairing portion is referred to as the payload fairing (PLF). The cylindrical
section that follows the PLF is designated as the second stage, while the larger-diameter
cylinder at the end is referred to as the booster, which is connected to the second stage via
an adapter. A representative distribution of root mean square (RMS) pressure fluctuations,
as documented by Coe and Nute, is presented in Figure 2.11. In this distribution, fluctua-
tions caused by shock waves appear as localised peaks, whereas those associated with flow
separation span a broader region, with maxima typically occurring near the reattachment
location.

Figure 2.12 illustrates the flow structures at different Mach numbers as reported by Panda et
al. [42], where normal shocks are observed at M = 0.8, and only oblique shocks at M = 1.2.
Two shocks, each at the junction of geometric changes, were later verified by Romero [49] in
her study at M = 0.8. From the RMS pressure fluctuations shown in Figure 2.13, Panda
et al. [42] concluded that significant pressure fluctuations on the fairing occurred only in the
presence of transonic shocks, with increased unsteadiness in the separated region under these
conditions. Cross-correlating pressure transducer data revealed that fluctuations propagated
downstream along the second stage and upstream along the PLF, indicating that there might
be a coupling of the separation region and shockwave oscillations. However, this correlation
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Figure 2.11: RMS pressure fluctuations on the Model 11 at 0° angle or attack [13]
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diminished at supersonic speeds, indicating that the fluctuations were predominantly confined
to the transonic range and possibly acoustic in nature. Another key observation was that at
transonic speeds, the shear layer was lifted due to SWBLI, potentially increasing both the
separation length and overall unsteadiness. This study presented RMS fluctuations inclusive
of higher frequencies than Coe and Nute [13], who measured only in the range of 5 Hz to
1 kHz, resulting in a slight increase in the values.

A)M =085 a =49

Figure 2.12: Shadowgraph images from Figure 2.13: RMS pressure fluctuations
Panda et al. [42] on the surface and flow around HHF[42]

In recent years, Model 11 has gained attention in numerical studies as well. Rho et al. [48] ap-
plied a CFD-CAE (Computational Fluid Dynamics - Computational Aeroelasticity) coupled
method and compared their results with the experimental data of Coe and Nute [13]. While
both URANS and DDES successfully predicted the mean C),, the DDES model demonstrated
superior accuracy in capturing Cppms. Murman et al. [40] conducted Detached DES simula-
tions using NASA’s OVERFLOW solver with a hybrid RANS model. The identified POD and
DMD modes were found to closely correspond with those obtained from uPSP measurements.
However, only the mode shapes were provided without much description about them. These
shapes are shown in Figure 2.14. The maximum resolved frequency component was 1570 Hz,
which may also be constrained by the uPSP acquisition frequency of 5 kHz. Jamshed et al.
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[30] and Liu et al. [37] also carried out a DDES simulation on Model 11 and found good
agreement with the experiments, with the latter doing it for the whole model with the first
stage booster.

» V4
y y

(a) 170 Hz (b) 630 Hz (a) Mode 1 (b) Mode 2

- .

)

(€) 1570 Hz () Mode 2

(a) DMD modes (b) POD modes

Figure 2.14: Mode shapes obtained by Murman et al [40] from CFD simulations

Industrial configurations similar to Model 11, such as the VEGA launcher, have also been
subjected to numerical studies as part of their development. CIRA conducted extensive
simulations using its Zonal Euler Navier-Stokes (ZEN) simulation system and validated the
data against experimental results for the VEGA launcher [9]. Despite utilising only the
RANS turbulence model, the study achieved a strong correlation between simulations and
experiments across a wide range of Mach and Reynolds numbers.

2.2 Geometric effects

2.2.1 Payload Fairing Design

The shape of the PLF is typically either conical or ogive, as illustrated in Figure 2.15. The
ogive shape offers several advantages, including a larger payload volume for a given base di-
ameter and improved aerodynamic performance due to reduced drag and minimised unsteady
loads. However, it is challenging to manufacture because it requires high precision, and any
deviation from the intended shape can result in significant unsteady loads. In contrast, the
conical PLF, while aerodynamically less efficient than the ogive shape, provides greater flex-
ibility in manufacturing. The conical design is easier to produce and accommodates larger
tolerance levels without a sudden decline in performance, making it a more practical choice
in scenarios where manufacturing complexity is a concern [5].

The main design parameters for a conical HHF, as defined by Suresh and Sivan [5], are
illustrated in Figure 2.16:
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o Vehicle diameter (d) decided by the propulsion unit

o Payload fairing diameter (D) decided by the satellite requirements
o Nose bluntness (R)

o Nose cone angle (47)

o Nose cone length ()

o Cylindrical length (I2)

o Boattail angle (d2)

o Boattail length (I3) — fixed once d2, D, d are known

S
Figure 2.15: (a)Ogive and (b)Conical Figure 2.16: HHF design parameters by
PLF shapes [5] Suresh and Sivan[5]

Buffet-free design guidelines

Due to the growing interest in the use of HHF in launch vehicles in the 1960s, NASA de-
veloped a handbook that provides guidelines for a buffet-free design [41]. These guidelines,
summarised in Table 2.1, are based on the results of a series of experimental campaigns. How-
ever, strict adherence to these guidelines is not always feasible due to payload constraints.
Consequently, a stable buffet condition is also provided, under which buffeting loads must be
analysed and accounted for in the structural design of the vehicle. The Model 11, with a D/d
of 1.6, falls in the upper extreme of stable buffet design space.

2.2.2 Boattail aerodynamics

In many launch vehicles, the PLF, which has a larger diameter than the rest of the vehicle,
is connected via a boattail. Due to the sharp reduction in cross-sectional area, this region

MSc. Thesis Mathesh Babu Jaguva Krishnamoorthy



16 Literature Study

Table 2.1: Guidelines for geometrical parameters of PLF and buffet criteria [41]

Geometrical parameters of launch vehicle Criteria
forebody (payload fairing) Buffet free Buffet prone & stable (stable buffet) Unstable buffet
h/D >0.8
la/D >15
01 < 15°
D/d <11 <16 > 1.6
do Not critical

CLASSIFICATION OF BOAT-TAIL FLOWS

A
T I

Separation at the boat-tail corner (Type I) Shock-induced separation (Type II)
_./\_
I I
Shock
B =315 deg. : B =15 deg. : p=15 deg.
s
R R R
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Figure 2.17: Types of separation at boattail [33]

plays a dominant role in the unsteady aerodynamic characteristics of vehicles employing
such configurations. Initial computational studies conducted by the Vikram Sarabhai Space
Centre (VSSC) in 1988 indicated that for boattail geometries based on the PSLV and ASLV,
flow remained separated up to a Mach number of 2.47. A dual-shock system was observed
and subsequently validated through experimental studies. However, these investigations were
primarily axisymmetric due to computational limitations at the time [45].

Kumar et al. categorised the separation at the boattail into two types: separation at the
boattail corner and shock-induced separation. The former occurs in most cases with
relatively high boattail angles and has also been observed on the Coe and Nute Model 11,
which features a boattail angle of 34° [49, 42, 43].

Reducing the boattail angle allows the flow to stay attached to the surface of the boattail and
enables it to expand into another supersonic pocket, which is terminated by a shock and may
lead to separation, depending on the angle and flow conditions. This third shockwave oscillates
and momentarily merges with the second shockwave as well[49]. Instantaneous schlieren
images and the standard deviation of pixel intensities depicting shockwave oscillations for
different boattail angles are shown in Figure 2.19 and Figure 2.20. The baseline Model 11
shows two shocks, whereas the other two at 15° and 5° show three shockwaves. At 15°,
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the flow accelerates to sonic conditions past the boattail corner and is terminated by a third
shockwave, which is strong enough to cause shear layer separation at its foot. The third shock
is also observed for 5° boattail angle, but the flow remains attached in this case. Reducing the
boattail angle has also been shown to mitigate the pressure fluctuations in the low-frequency
range in the separation bubble [35]. Figure 2.18 illustrates this effect of reducing the boattail
angle on the circumferentially averaged distribution of pressure fluctuations, where a drop in
fluctuations is noted near the reattachment location.

Buffeting on
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Figure 2.18: Circumferential average of pressure fluctuations on the surface of three variations
tested by Li et al.[35]

Although studied on different models, Kumar et al. [33] and D’Aguanno et al. [19] both
observed that the separation length increased with higher boattail angles. For boattails with
larger angles, the flow was not sufficiently deflected downward before separation, causing the
shear layer to follow a longer path before reattaching to the surface. For Model 11, Panda
et al. [42], Romero [49], and Costa [17] consistently reported separation occurring at the
boattail corner. Among the cases tested by Kumar et al. [33], a boattail angle of 31.5°
exhibited flow separation characteristics similar to those observed in a backward facing step
(BFS). Consequently, further discussion on BFS-related literature is presented in Section 2.6.

Costa [17] investigated the flow around the HHF of the European VEGA-E launcher. This
model featured a 30° boattail angle, yet shockwave-induced separation was observed. This
was attributed to the smooth rounding of the boattail in VEGA-E, which also exhibited
weaker shockwaves, smaller separation regions, and fewer oscillations compared to the Coe
and Nute Model 11. D’Aguanno et al. [19] tested different boattail angles on this model and
found that the flow remained attached for a 15° boattail angle, while at a 55° boattail angle,
no second shock was observed, indicating separation at the boattail edge. The fluctuations in
the separated region were found to increase with both an increase in boattail angle [19] and
an increase in d/D radio [33].

An optimisation study by Sunil et al. [59] investigated the boattail geometry of a generic
launch vehicle with the objective of minimising drag coefficient, boattail length, and separa-
tion length. Using RANS simulations with a k—w turbulence model, the authors identified the
ramp-stepped boattail as the optimal configuration (see Figure 2.21). In addition to satisfying
all optimisation objectives, this configuration was also found to reduce the turbulent kinetic
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'c) Boat-tail of 34 degrees (BC34 run 5 at the Schlieren test matrix in the appendices) o

Figure 2.19: Instantaneous images of Figure 2.20: Pixel intensity standard de-
Schlieren visualisation by Romero [49] for viation of schlieren images for 5°, 15°, 34°
5°, 15°, 34° boattail angle at M = 0.8 boattail angle at M = 0.8[49]

energy in the wake.

2.2.3 Fairing Length

Cole and Henning [16] investigated the buffet response of an aeroelastically scaled Atlas-
Centaur I launch vehicle, which has a length-to-diameter (L/D) ratio of 1.0, at the NASA
Langley Transonic Dynamics Tunnel. A parametric study was conducted to examine the effect
of model configuration on buffet response, using L/D ratios of 0.3, 0.6, 0.8, 1.0, and 1.2, as
shown in Figure 2.22. By analysing the buffet response coefficient, the study provides evidence
that lower L/D configurations tend to induce higher amplitudes in buffet responses. While this
trend was not clearly observed for the first bending moment, the L/D = 0.3 configuration
exhibited significantly higher values for the second bending moment at transonic speeds.
Another key finding from this study is that the dynamic response of the model was more
sensitive to variations in Mach number than to changes in angle of attack, shown in Figure
2.23. This suggests that transonic buffet behaviour is primarily influenced by compressibility
effects rather than by changes in flow incidence.

While conducting second-moment closure Detached Eddy Simulations (DES), Liu et al. [35]
found that increasing the fairing length resulted in a reduction of pressure fluctuations across
the entire frequency range. This effect was attributed to a decrease in shear strength within
the boundary layer for higher L/D configurations, which in turn reduced the fluctuation
energy in the separation region. It was also noted that the perturbation backscatter was
lower in higher fairing length cases, which could reduce the coupling between the separated
region and shock wave oscillation.
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Figure 2.21: Ramp-stepped boattail [59]

L/D=0.3
- Flow

/D = 1.
Extension skirt —_ e L— 0

pivot point pivot point

Figure 2.22: L/D variations of Atlas —
Centaur | vehicle [16]

Figure 2.23: Effect of Mach number and angle of attack on bending moment for L/D = 1.0 [16]
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(a) Bi-conic nose (BC34 run 5 at the Schlieren test matrix in the appendices)

(c) Ogive nose (SH34 run 13 at the Schlieren test matrix in the appendices)

Figure 2.24: Nose shapes tested by Romero [49]

2.2.4 Nose shape

Romero [49] investigated the effect of nose shapes on the flow structure around Model 11,
testing three configurations: conic, bi-conic (Model 11), and ogive noses. Expansion wave
and shockwave structures were observed at locations of geometric change, resulting in two
shockwaves for the bi-conic nose and a single shockwave for both the conic and ogive noses.
The expansion fan on the conic nose exhibited a similar structure to that of the bi-conic case,
whereas the ogive nose produced a more dispersed expansion fan, as shown in Figure 2.24.
The conic nose exhibited the highest oscillations in the shockwave, followed by the ogive and
then the bi-conic nose. However, since the bi-conic configuration generates two shockwaves,
it may actually induce higher buffet loads than the ogive nose.

2.3 Angle of attack effect

The introduction of an angle of attack disturbs the low symmetry. While comparing a straight
and bulbous PLF, Coe [14] found that the pressure fluctuations were generally larger on the
leeward side than on the windward side. In their unsteady pressure-sensitive paint (uPSP)
measurements at a 4° angle of attack, Panda et al. [43] identified two axial vortices on either
side of the vehicle, which altered the shear layer reattachment point on the second stage.

D’Aguanno et al. [19] observed that the fluctuation of the first shock on the leeward side of
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Figure 2.25: Effect of AoA on mean C,, [40]

the VEGA-E model at an angle of attack of 4° was more energetic and had shifted slightly
upstream. They also found that the fluctuations of schlieren image pixel intensities in the
separation region decreased on the leeward side while increasing on the windward side. In
contrast, Romero [49] reported that the shock waves on the leeward side of Model 11 ap-
peared stabilised; however, she also noted that experimental errors could have influenced this
observation.

Murman et al. [40] similarly found that the mean pressure coefficient (C)) corresponding to
the shock locations was lower on the windward side than on the leeward side. Conversely,
the reattachment location exhibited the opposite trend. This indicates that the flow velocity
within the supersonic pockets on the windward side is higher than that on the leeward side.
No significant difference was observed between the port and starboard sides, as noted from
the Figure 2.25

2.4 Mach number effect

Mach number is a critical parameter in launch vehicle aerodynamics. Multiple studies have
reported that shock waves begin to appear over Model 11 at a Mach number of approximately
0.7 [13, 14, 15, 42, 19], although Suresh and Sivan [5] considered M = 0.8 as the critical Mach
number for HHF. Pressure fluctuations increase progressively as the flow transitions from
low to high transonic speeds. At supersonic speeds, these fluctuations become negligible,
indicating the presence of fully developed shock waves and expansion fans.

The unsteady pressure-sensitive paint (uPSP) map in Figure 2.26 identifies the reattachment
location as a broad band of elevated ()}, yms. The measured separation length increases up to
M = 0.92 and then decreases as the flow becomes supersonic, a trend attributed to lifting
of the shear layer at the shock foot due to SWBLI [43]. Consistent with this behaviour,
Ericsson [24] reported a shorter separation length at M = 1.0 than at M = 0.81.
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Romero [49] observed that with increasing Mach number on Model 11, shock waves shifted
downstream and exhibited increased intensity and unsteadiness. The reported separation
length ranged from 4.8h to 5.33h from the boattail corner. However, discrepancies arose
between measurements obtained from oil flow visualisation and PIV, primarily due to the
smeared reattachment region evident in the oil flow data. The width of this smeared region
was found to grow from 0.1 D at M = 0.7 to 0.14 D at M = 0.8, indicating an increase
in the range of oscillation. Liu et al. [35] observed that the reattachment location moved
downstream until M = 1, and then shifted back upstream at M = 1.08. This effect was
attributed to higher levels of shear layer lifting at the foot of the shock at M = 1.

Similarly, D’Aguanno et al. [20] reported a slight reduction in separation length at M = 0.7
compared to M = 0.8 on the VEGA-E model. The absence of pressure fluctuations at the
lower Mach number was noted, indicating more stable flow behaviour. The study further
documented a 4% increase in the separation area when the Mach number rose from M = 0.7
to M = 0.8, underscoring the increasing influence of SWBLI at higher transonic speeds.

Thus, overall, increasing the Mach number up to M = 1 tends to amplify the unsteadiness of
shock waves and shifts the reattachment point progressively downstream, driven by enhanced
shear layer lifting and stronger SWBLI. Beyond M = 1, the flow exhibits increased stability,
characterised by well-formed expansion fans and shock structures, resulting in a noticeable
reduction in unsteady behaviour across both the PLF and the reattachment region.
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Figure 2.26: Distribution of Cpps on Model 11 [43]
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2.5 Shockwave Boundary-Layer Interaction

It has been noted that at Mach numbers slightly below unity, stronger SWBLI leads to shear
layer lifting, affecting the location and range of the reattachment point. Thus, an effort to
describe the physics behind SWBLI is made in this section. In an inviscid fluid, the pressure
rise across a shock wave is discontinuous. However, when a shock impinges on a viscous
boundary layer, this pressure increase becomes significantly smeared. The subsonic channel
within the boundary layer permits upstream propagation of pressure information; as a result,
the incoming flow is notified of the downstream pressure rise before reaching the shock. The
boundary layer responds to this information by thickening, or under sufficiently strong adverse
pressure gradients, by separating [50].

Different forms of SWBLI are classified based on their interaction with geometry, such as a
compression ramp, an oblique impinging shock, or a normal shock wave. Since normal shock
waves are observed in the schlieren images of Model 11, only that case is discussed here.

As described by Babinsky and Harvey [6], two SWBLI topologies can be distinguished based
on shock strength: weak and strong interactions. These are sometimes referred to as attached
and separated shock interactions as well [50]. For sufficiently low adverse pressure gradients,
the boundary layer impinged by a normal shock over a flat plate is able to remain attached.
This is referred to as a weak interaction and is shown in Figure 2.27(a). The subsonic channel
transmits pressure signals upstream, leading to thickening of the boundary layer before the
shock. The associated curvature in the streamlines generates a series of compression waves,
which eventually coalesce into the normal shock. These waves produce a smeared shock foot,
and the pressure rise begins at the first compression wave itself. This smearing reduces the
adverse pressure gradient at the shock foot and helps the boundary layer remain attached.

normal

compression slip
. shock waves
compression X surface
weakened )
sonic M-
boundary — line
layer v separatio reattachment

(a) Weak interaction (b) Strong interaction

Figure 2.27: Strong and Weak SWBLI [50]
When the adverse pressure gradient is high enough, a thin separation bubble is observed. As

shown in Figure 2.27(b), the presence of a separation bubble curves the streamlines upward
and produces a series of compression waves. These waves coalesce into an oblique shock wave.
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To realign the flow streamlines with the wall after the reattachment of the separation bubble,
a second shock wave is formed downstream. These two oblique shock waves connect with the
normal shock outside the boundary layer at a triple point. Due to this unique configuration,
the resulting structure is referred to as a A (lambda) shock wave. Since the decrease in total
pressure across the normal shock is larger than that across the two oblique shocks—while the
static pressure remains the same—a slip line emanates from the triple point.

In summary, both weak and strong SWBLI mechanisms result in energy loss and boundary
layer thickening, thereby increasing their vulnerability to downstream separation. However,
strong interactions—characterised by shock-induced separation bubbles and A shock struc-
tures—exert a more profound influence on flow unsteadiness and reattachment behaviour.
This explains the observed lifting of the shear layer and the variation in reattachment length
seen in experimental studies at M < 1.

2.6 Backward Facing Step

Since boattail angles exceeding 30° exhibit flow behaviour similar to a backward-facing step
(BFS), relevant literature on BFS flows was reviewed. BFS flow is a fundamental separation
model in fluid dynamics with substantial theoretical and engineering relevance. It appears
in various applications such as airfoils at high angles of attack, spoiler-induced flow separa-
tion, wake regions behind vehicles, and flow around buildings. BFS flows capture essential
characteristics of separated flows, including shear layer detachment, vortex evolution, and
reattachment [11]. In the context of launch vehicles, BF'S models are frequently employed to
approximate base flow conditions [7, 8, 52, 58, 62, 55].

One of the early BFS studies, conducted at NASA Ames Research Centre in the late 1980s [22],
quantified unsteadiness in the reattachment region using laser doppler velocimetry (LDV),
thermal-tuft visualisation, and pressure transducers at M = 0.128. A schematic illustrating
the separation zone, shear layer, and reattachment region is shown in Figure 2.28. The
reattachment location was found to fluctuate between 5.3H and 6.8H, exhibiting a low-
frequency flapping motion with a Strouhal number (Stgz) of 0.06 based on step height. A
second dominant frequency at Sty = 0.2, attributed to vortex shedding, was also identified.
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Figure 2.28: Schematic of BFS flow [22]
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Figure 2.29: Streamlines for BFS with inclination angles 90°, 45°, and 25° [38]

A significant portion of the BFS literature focuses on low Reynolds number flows. Gen-
tile [gentile__symmetry_ nodate] experimentally investigated the influence of varying af-
terbody diameters and observed that increasing the diameter reduced the separation region
and promoted the formation of a secondary recirculation zone. Reattachment lengths ranged
from 2.5h to 4.2h at Rep = 67,000. Similarly, Hudy et al. [28] reported that the reattachment
location shifted downstream with an increase in Reynolds number. A comparison between
2D and 3D cases revealed a shorter reattachment length in the 3D configuration, attributed
to a thinner boundary layer and increased Reynolds stress levels.

To clarify how step inclination shapes the separation and reattachment topology in BFS flow,
Louda et al. [38] performed a numerical study of incompressible turbulent channel flow at Re =
15,000 with systematically varied step angles. They found the primary reattachment point to
be largely insensitive to inclination, whereas the secondary recirculation region disappeared
when the inclination was reduced to 45°. Figure 2.29 presents computed streamlines for 90°,
45°, and 25°.

Scharnowski and Kéhler [51] reported that at M = 0.7, the reattachment location was approx-
imately 1D downstream, corresponding to 3.52h. In the high transonic regime, Vikramaditya
et al. [62] observed reattachment distances ranging from 4.4 to 6 step heights. In the super-
sonic regime, the reattachment location was significantly shorter, typically around 3 to 4 step
heights [8, 34, 10, 27, 36].

Modal analysis of BFS flows in the transonic regime reveals the presence of two dominant
structures, as previously noted by David et al. [22]. The most significant is commonly referred
to as the flapping mode, which contributes to the oscillation of the shear layer. The second
mode is associated with the shedding of vortical structures. Schrijer et al. [55] attributed these
modes to Strouhal numbers of Stp = 0.14 for flapping and Stp = 0.4 for vortex shedding,
based on the model diameter. These modes are shown in Figure 2.30. In BFS literature,
the flapping mode is also referred to as the step mode [7], and the vortex shedding is often
referred to as the undulation mode.
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Figure 2.30: POD modes identified by Schrijer et al. [55]
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Figure 2.31: DMD modes in the launcher base flow [58]

Scharnowski et al. [58] carried out experimental and numerical investigations of the turbulent
wake behind a generic launcher model at M = 0.7. They identified two dominant DMD
modes, characterised by Strouhal numbers St; = 0.01 and St;, = 0.07, corresponding to wake
flapping and vortex shedding, respectively. These modes, superimposed on the mean flow, are
illustrated in Figure 2.31. The modes were referred to as the pumping and flapping modes
instead.

Gentile [gentile__symmetry_ nodate] also identified similar structures at lower speeds. She
observed that increasing the afterbody diameter decreased the intensity of the flapping mode.
As expected, the size of the vortical structures also reduced and moved upstream with larger
afterbody diameters. The Strouhal number associated with flapping ranged between 0.001
and 0.01, while that for vortex shedding was approximately 0.2.

2.6.1 Control strategies

Since it is commonly observed in various scenarios, extensive research has been conducted on
controlling the flow around a BFS. In their review of BFS flows, Chen et al. [11] discussed
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Figure 2.32: Trailing edges used by Scharnowski et al.[52]
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Figure 2.33: Mean streamwise flow for different trailing edges on a launcher base[52]

various passive and active flow control techniques; however, most were only related to low
subsonic speeds. Prominent passive control strategies for transonic BFS flows include stream-
wise grooves [52], staggered steps [7], and porous surfaces [32]. These passive flow control
strategies have been shown to effectively reduce both pressure fluctuations and separation
length in transonic BFS configurations.

While advancing research on launcher base flows, Scharnowski et al. [52] investigated the ef-
fects of circular and rectangular grooves in reducing wake unsteadiness and separation length.
Their study found that the separation length decreased from 1.05D in the clean case to ap-
proximately 0.48D behind the peak and 0.41D behind the valleys for the circular groove
configuration, where D represents the diameter of the launcher model. Figure 2.32 illustrates
the different trailing edge configurations used in this study, while Figure 2.33 presents the
mean streamwise velocity distribution. The study also observed an increase in flow fluctua-
tions within the separation layer near the BFS. However, the reduced fluctuations at a longer
momentum arm contributed to lower overall loads on the reattaching surface.
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Figure 2.34: Flow control devices used by Bolgar et al.[7]

A study by Bolger et al. [7] investigated passive flow control techniques, specifically circular
and rectangular convoluted trailing edges on a BFS, and found them to be significantly
more effective than active flow control methods. Three configurations of convoluted trailing
edges were examined: Fully Circular (FC), Fully Square (FS), and Half Circular (HC) steps,
as illustrated in Figure 2.34. Among these, the Fully Square - Large (FSL) configuration
demonstrated the highest efficiency, achieving an 80% reduction in mean separation length
and approximately 50% reduction in fluctuations within the separation region under transonic
conditions. The study further found that, with proper sizing, certain configurations could
completely eliminate the step mode associated with BF'S. Figure 2.35 presents the frequency
spectrum for the baseline configuration, while Figure 2.36 displays the frequency spectrum
for cases with flow control devices, clearly highlighting the significant reduction in dominant
frequencies. The researchers also suggested that the ability to suppress step mode may be
linked to whether the protrusion of the flow control devices is greater or smaller than the
boundary layer thickness, though this hypothesis remains unvalidated.
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2.7 Research Gap

The Coe and Nute Model 11 has become a benchmark configuration in recent efforts to
characterise the buffet phenomenon over HHF, particularly in the transonic regime. While
much work has focused on analysing the flow field under different operational conditions—such
as changes in Mach number and angle of attack—significant attention has also been given
to modifying design parameters including nose cone shape, fairing length, and boattail angle
(see Section 2.2). These studies provide valuable insights into the flow separation mechanisms
and unsteady pressure loads acting on launch vehicle fairings.

For example, the works of Romero [49], Kumar et al. [33], and Li et al. [35] explored how
reducing the boattail angle or altering fairing length can attenuate pressure fluctuations and
modify the shock structure. Analogously, research into BFS flows [7, 52] has shown that edge
geometry—such as grooves or ramps—can dramatically reduce unsteadiness by altering the
reattachment characteristics of the shear layer.

However, a critical geometric parameter remains conspicuously underexplored in both HHF
and BFS literature: the boattail edge radius. Most studies consider sharp corner at the
boattail transition, but none systematically investigate how varying the curvature at this
location affects the onset of flow separation, SWBLI, or the development of the unsteady
wake. In BFS configurations, studies such as those by Scharnowski et al. [52] demonstrated
that altering trailing edge geometry strongly influences the modal structure of the wake. This
raises the question of whether similar improvements can be realised in HHF configurations
by tuning the boattail edge curvature.

In addition to geometric factors, another notable shortcoming in existing literature is the lim-

ited use of advanced flow decomposition tools. While flow visualisation and surface pressure
measurements have been widely used, very limited studies have applied data-driven techniques
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such as Proper Orthogonal Decomposition (POD) or Spectral POD (SPOD) or Dynamic Mode
Decomposition (DMD) to analyse HHF unsteadiness. These modal techniques, successfully
used in BFS studies [gentile_symmetry__nodate, 58, 55|, offer powerful insights into co-
herent structures, dominant frequencies, and energy content of the flow. Their application to
HHF cases, particularly in high-fidelity experimental setups, could provide an unprecedented
understanding of unsteady aerodynamic behaviour.

In summary, this thesis identifies two primary research gaps:

1. The lack of systematic investigation into the effect of the boattail edge radius on flow
separation and unsteady loading in HHF and BFS-type flows.

2. The absence of modal analysis techniques in current HHF studies to characterise
and isolate dominant unsteady flow structures.

The work presented in this thesis is aimed at addressing both these gaps through a combina-
tion of targeted geometry variations and advanced post-processing of flow dataset.

2.8 Research Question

Guided by the foregoing review, this study addresses two unresolved issues: (i) the aerody-
namic role of the boattail edge radius in HHF, and (ii) the use of data-driven modal
analysis to characterise the associated unsteadiness. These aims motivate the following
research questions:

« RQ1: How does the boattail edge radius affect the flow in a hammerhead
fairing configuration?
— What happens to the overall flow field?
— Does the edge radius promote shock-induced separation?

— How does it affect the separation length and reattachment location?
¢ RQ2: Characterization of the unsteady flow field

— What spatial modes govern the unsteadiness in the separation region?

— Can these modes be linked to specific features, such as boattail curvature or shock
motion?

— Can these modes be linked to specific frequencies?

Together, these research questions aim to both quantify the aerodynamic implications of
boattail edge radius and enhance our understanding of flow physics through state-of-the-art
analysis techniques. The answers will contribute to designing more robust and stable launch
vehicle fairing geometries for transonic regimes.
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This chapter details the experimental methodology adopted in this thesis. First, the re-
search facility and test conditions are outlined. Second, the experimental setups used in
each campaign are described together with the underlying theory of the measurement tech-
niques. Third, an uncertainty analysis is presented. Finally, the chapter concludes with the
post-processing workflow applied to the acquired datasets.

3.1 Wind Tunnel Facility

All experiments presented in this thesis were conducted in the TST-27 wind tunnel, shown
in Figure 3.1, at TU Delft. The TST-27 is a transonic-supersonic blowdown wind tunnel,
capable of operating across a broad range of Mach numbers from 0.5 to 4.2. This is made
possible through the use of two distinct variable-geometry mechanisms that enable either
transonic or supersonic operation.

The wind tunnel is composed of five major sections(refer to Figure 3.2):

1. Pressure vessel

[\)

. Settling chamber

w

. Adjustable convergent-divergent nozzle for supersonic conditions
4. Test section

5. Variable-area throat with rods and central wing for transonic conditions

Transonic conditions (M = 0.5-0.85) are achieved using a variable-area throat located down-
stream of the test section. This mechanism consists of eight biconvex rods extruding from
the top and bottom tunnel walls, along with a central wing that provides fine control (Figure
3.3. The central wing, with a thickness of 6 mm, is rotatable between 0° and 60°. For each
run, the rod extrusion height (denoted as H in Figure 3.3) is pre-set based on the target
Mach number. The final Mach number adjustment is accomplished via feedback-controlled
rotation of the central wing using a LabVIEW program, enabling precision control to the
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Figure 3.1: TST-27 wind tunnel at TU Delft
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Figure 3.2: Schematic of TST-27
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Figure 3.3: Transonic throat visualisation(left) and schematic(right)
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Figure 3.4: WT Model viewed through the optical window

third decimal place. Supersonic conditions (M = 1.15-4.2) are attained using a variable
convergent-divergent nozzle located upstream of the test section. By modifying the throat
area of this nozzle, the tunnel can generate a range of supersonic Mach numbers.

Air is supplied to the tunnel from a high-capacity pressurised vessel with a volume of 300 m?,
which can be charged up to a maximum pressure of &~ 41 bar. The vessel is filled using a
multi-stage compressor, which typically operates overnight prior to testing. Due to system
limitations, the total run time is restricted to approximately 300 seconds per day, maintaining
vessel pressure above 20 bar to ensure adequate flow quality.

The settling chamber pressure is adjustable independently from the vessel pressure and can
be varied between 1.5 and 4 bar. This allows for testing at different Reynolds numbers. Under
transonic operation, the tunnel can reach Reynolds numbers up to 38 million per meter, while
under supersonic conditions, this can increase up to 130 million per meter.

The TST-27 features a modular test section design and offers three configurations: closed
wall, slotted wall, and perforated wall. Fach test section is mounted on wheels for ease of
interchangeability and is connected to the rest of the tunnel using quick-lock couplings. These
couplings incorporate safety trip switches, which prevent the tunnel from operating unless all
connections are secure. All experiments in this thesis were carried out using the closed-wall
test section, which includes 300 mm diameter quartz glass windows for optical access, shown
in Figure 3.4. The test section itself measures 255 mm in height and 280 mm in width.

3.2 Flow conditions

The wind tunnel’s flow conditions are determined primarily by the Mach number in the test
section and the total pressure and total temperature inside the pressure vessel. The total
temperature (7p) is measured prior to the experiment, and the tunnel operator has control
over the total pressure(pg). The flow conditions at the test sections can be derived using the
isentropic relations if the conditions in the pressure vessel are known. Specifically, the static
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conditions at the test section can be calculated using the total pressure and total temperature
values and the set Mach number:

1 -1
T = Tp <1 + 72M§o> (3.1)

-

_ -1
Poo = PO <1 + 721M§O> ! (3.2)
with v = 1.4, Ty and T, the total and static temperatures, pg and p., the total and static
pressures. From these static conditions, the density at the test section can be derived assuming
a calorically perfect and ideal gas using Equation 3.3 with R = 287.057J/kg.K. The flow
velocity is calculated from the set Mach number and static temperature at the test section

using the Equation 3.4

Do
Poo = pp (3.3)

Uso = Moo/vRT 5 (3.4)

The dynamic viscosity is calculated using Sutherland’s law given in Equation 3.5, where
Hrep = 1.7616 X 10~5kg/ms, Tiref = 273K and S = 111K. With the dynamic viscosity,
density and flow velocity, the Reynolds number at the test section can be calculated using
the fairing diameter, D = 50mm, as the reference length.

3
Too 2 T'ref +5
= Hre 3.5
floo = 1t f<Tref> (Too+S> ( )
Usopoo
Rego = -2 (3.6)
fhoo

Within this thesis, tests were conducted at three different Mach numbers: 0.6, 0.7, and 0.8.
The total pressure was set at 2 bar to maintain a lower mass flow rate, thus aiding in longer
runtimes. The total temperature is 288 K. Table 3.1 shows the flow conditions for all the
tested Mach numbers.
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Parameter Symbol Mach 0.6 Mach 0.7 Mach 0.8  Unit
Total Temperature T 288.00 288.00 288.00 K
Total Pressure Do 2.00 2.00 2.00 bar
Static Temperature Too 268.66 262.29 255.32 K
Static Pressure Poo 1.57 1.44 1.31 bar
Flow Velocity U 197.15 227.69 256.26 m/s
Density Poo 2.03 1.91 1.79 kg/m?
Dynamic Viscosity Joo 1.74 x 107 1.71 x 1075 1.67 x 107® kg/m.s
Reynolds Number Re 1.15 x 105 1.28 x 105  1.37 x 106 —~

Table 3.1: Flow properties at different Mach numbers

3.3 Test models

The wind tunnel model used in this study is based on the upper section of Model 11, originally
investigated by Coe and Nute [13]. Model 11 has a bi-conic nose and a 34° boattail at the
end of the fairing and is widely referenced in the literature for validating the transonic buffet
phenomenon in HHF. The model was initially developed for Romero’s thesis [49], who explored
the aerodynamic effects of varying nose shapes and boattail angles. Accordingly, the model
features a modular design that allows testing with three different nose shapes—bi-conic, conic,
and ogive—as well as three boattail angles—5°, 15°, and 34°. All nose variants are spherically
blunted. The bi-conic nose with a 34° boattail angle corresponds to the original Model 11
configuration tested by Coe and Nute, and it serves as the baseline for this thesis.

The model was scaled such that the PLF diameter is 50 mm, matching the FESTIP configu-
ration previously tested at TU Delft [55]. A schematic of the wind tunnel model is provided
in Figure 3.5, highlighting the interchangeable nose and boattail sections. To promote a fully
turbulent boundary layer, a trip strip was placed at approximately 5% of the model length,
as shown in Figure 3.6. This placement is consistent with the recommendation by Pope and
Goin [noauthor__high-speed_ nodate|, who identified it as the most favourable transition
location. This is further supported by Garbeff et al. [25], who observed laminar-to-turbulent
transition wedges near the sphere-cone junction—coinciding with the 5% location.
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148

<
66.26 ; \W
AS
Figure 3.5: Schematic of the wind tunnel model assembly Figure 3.6: WT
model with trip strip
on the nose

To investigate the first research question, a series of boattail segments with varying radii
was designed. A systematic approach was employed to determine appropriate radius values.
Approximating the model as a flat plate, the turbulent boundary layer thickness at the sep-
aration point (located 85 mm downstream along the model surface) was estimated using the
Reference Temperature Method|[2] for the highest Mach number of interest, M = 0.8. The
resulting turbulent boundary layer thickness was approximately 1.719 mm. Based on this, a
range of boattail radii was selected, starting near the boundary layer thickness and extending
to an order of magnitude larger. The selected radius values and their corresponding R/
ratios are provided in Table 3.9. It should be noted that these are approximate values, and
no effort was made to compute the actual boundary layer thickness for each condition.
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Figure 3.7: Model dimensions in mm
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Radius models

Base model
3.06

Radius [mm| R/ [-]
3 1.745
6 3.490
10 5.817
Figure 3.8: Design of the radius model in 15 8.725
comparison with the base model 20 11.633

Figure 3.9: Boattail radii and corre-
sponding R/§ values based on estimated
boundary layer thickness § = 1.7190 mm

The dimensions of the R10 model are presented in Figure 3.7. The radius models were
manufactured as extensions of the base model rather than as edge fillets, in order to allow
straightforward integration with the existing base model produced for Romero’s thesis [49].
Figure 3.8 illustrates the comparison between the radius models and the base configuration;
shown specifically is the R10 model.

3.3.1 Blockage

The presence of a model in a wind tunnel introduces blockage effects that alter the effective
freestream velocity experienced by the model compared to the set tunnel velocity. These
blockage effects arise from two main sources: solid blockage and wake blockage. Solid blockage
occurs because the physical volume of the model reduces the available flow area. To satisfy the
continuity equation, the flow must accelerate around the model, increasing the local velocity.
Wake blockage, on the other hand, arises from the low-velocity region that forms behind the
model. Since the wake reduces the average velocity downstream, the overall tunnel flow must
accelerate to maintain mass conservation. Together, these effects result in a higher effective
freestream velocity at the model than initially intended, necessitating appropriate corrections
during data analysis. In this thesis, only an estimate of the solid blockage is given, and the
wake blockage is neglected.

At a = 0°, the maximum solid blockage ratio (B, ) relative to test section area is given by:

- D?
B, = —— =0.02750 3.7
" 4-Hp-Wr (3.7)
where D is the fairing cylinder diameter of the windtunnel model, and Hyr and Wr are the
height and width of the test section, respectively. The blockage is further increased for o = 4°.
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The cross-section of a cylinder under an angle becomes an ellipse, with minor axis of length
D/2 and a major axis length D/2 - sec(«). This results in a solid blockage ratio of

7 - D? - sec(4°)

B, =
A-Hp-Wr

= 0.02757 (3.8)

which is about 0.2% increase. However, the introduction of the angle of attack leads to the
model being situated off the centre of the test section, producing different levels of blockage
on the windward and leeward side of the model. On the leeward side, a diverging section is
created, whereas on the windward side, a converging section is created. Due to the angle,
the wake blockage increases, and since the force distribution is asymmetric, other blockage
effects, such as buoyancy due to lift, may also come into play. Note that the model probe
downstream of the test section will also induce blockage effects.

Earlier studies conducted in the same facility using Model 11 [49] and VEGA-E [20] have
shown that measurements at M = 0.8 correspond more closely with literature data at
M = 0.85. A simple verification of the +0.05 blockage effect reported by Romero and
D’Aguanno was performed using a one-dimensional flow assumption, yielding an estimated
AM between +0.04 and +0.07, as presented in Appendix ??. Since a systematic evaluation of
blockage effects has not been conducted, all data presented in this thesis remain uncorrected
for blockage.

3.4 Experimental setup

3.4.1 Schlieren

The term Schlieren refers to optical inhomogeneities in transparent media, and the Schlieren
method is an optical technique used to visualise these variations. Such inhomogeneities are
primarily caused by spatial changes in the refractive index of the medium, which arise from
local variations in density and temperature. As light rays traverse regions of differing re-
fractive index, they bend (refract), and the Schlieren system captures these deflections to
provide insight into the flow field. Since refractive index gradients are typically associated
with changes in pressure, density, or temperature, the technique is particularly well-suited for
studying compressible flows.

Although not the original inventor, August Toepler significantly advanced the schlieren tech-
nique into its modern form by introducing essential components such as mirrors or lenses,
slit light sources, and knife edges. Early systems employed objective lenses to collimate and
focus the light beam; however, these were later replaced by mirrors due to their lower cost
and ability to offer a wider, aberration-free field of view. Mirror-based schlieren systems must
operate off-axis to prevent the reflected beam from retracing its path, a configuration that
introduces optical aberrations such as coma and astigmatism.
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Figure 3.10: Schematic of Z-type Schlieren

The most widely used configuration today is the Z-type Schlieren system, illustrated schemat-
ically in Figure 3.10. The name derives from the characteristic Z-shaped path followed by
the light rays. This setup employs two identical parabolic mirrors, each slightly tilted off-axis
in opposite directions and placed on either side of the test section. By tilting the mirrors
symmetrically, optical aberrations introduced by one mirror are effectively cancelled by the
other. On the source side, a light source (typically a lamp), a condenser lens, and a slit or
pinhole are used to create a point source of light. The collimated beam reflects off the first
parabolic mirror and passes through the test section. On the opposite side, the second mirror
focuses the beam onto a knife edge located at its focal point. A camera positioned behind
the knife edge records the schlieren image.

The knife edge partially obstructs the focused light. When refractive index gradients are
present in the test section—typically due to density gradients in the flow—the light rays
are deflected. These deflected rays are either blocked or transmitted past the knife edge,
resulting in variations in image brightness. Dark regions form where light is blocked, while
bright regions appear where light passes through. This contrast enables the visualization of
key flow features such as shock waves, boundary layers, shear layers, and vortices.

Sensitivity

To quantify the sensitivity of the schlieren system, it is useful to evaluate the ratio of the
change in light intensity on the sensor due to refraction to the baseline intensity, expressed
as AI/I. Let a be the diameter of the pinhole and a the effective unblocked beam width
perpendicular to the knife edge. For a homogenous test section with no density variation,
the intensity on the sensor is uniform and proportional to a. When inhomogeneities are
present, the change in light intensity AI is linked to the beam deflection angle €,, and the
corresponding beam shift Aa can be written as:

Aa = ftan(ey) (3.9)

Assuming the knife edge is oriented horizontally and the beam is deflected vertically, the
relative intensity change becomes:
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AL _ Aa

tan(ey) (3.10)

1 a

ISTERS

where f is the focal length of the schlieren mirror. The deflection angle can be related to
refractive index gradients across the test section:

Al f [ 10n
=L - A1
1 a/, noy dz (3:-11)

Here, z is the depth-wise direction through the test section, and n is the refractive index,
defined as:

n=— (3.12)

where c is the speed of light in vacuum and ¢, in the medium. The refractive index relates
to fluid density via the Gladstone-Dale equation:

n=1+kp (3.13)

where k is the Gladstone-Dale constant (for air, ka; ~ 0.23 cm?/g), which depends on tem-
perature and light wavelength. Substituting into Equation 3.11, the expression simplifies
to:

Al fk [*0p
—— —=d .14
1 a /Z1 oy : (3.14)

assuming n ~ 1. For a vertical knife edge, the sensitivity changes direction:

Al fk [* 0p
-7 - 1
I a Ox dz (3:15)

Z1

Equations 3.14 and 3.15 imply that the sensitivity of the system increases with larger mirror
focal lengths and smaller pinhole diameters. Since changing mirrors is impractical, sensitivity
is typically controlled by adjusting the pinhole size. These equations also highlight that
schlieren visualises a path-integrated effect of density gradients across the test section.
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Figure 3.11: KE filter to visualise density gradients in both directions

Knife Edge Orientation

The orientation of the knife edge is critical in determining the direction of the density gradients
that the system captures. While oblique orientations exist, the most commonly used are
horizontal and vertical.

In the vertical orientation, the knife edge blocks rays deflected horizontally, making the system
sensitive to horizontal density gradients, as described by Equation 3.15. Conversely, in the
horizontal orientation, the system detects vertical gradients, as described by Equation 3.14.
Although real deflection may occur in both directions, each orientation captures only one
component. To overcome this limitation, one may record schlieren images using both orien-
tations. Alternatively, a specialised filter, as shown in Figure 3.11, can be used to visualise
density gradients in both directions simultaneously.

Exposure Time

The optimal exposure time depends on factors such as flow velocity, light intensity, and mag-
nification. Longer exposures can improve signal-to-noise ratio under low-light conditions but
may introduce motion blur, smearing fine structures in the flow. For capturing instantaneous
features, shorter exposure times are preferred, though this may reduce image brightness.
Therefore, exposure time must be experimentally optimized for each configuration to balance
sharpness and intensity.

Campaign

A high-speed schlieren campaign was conducted using a Photron Mini AX100 camera to
capture unsteady flow phenomena. Since the full sensor can only operate at 4 kHz, achieving
higher acquisition rates required cropping the sensor, which reduced the effective Field of
View (FoV). Additionally, the FoV depended on the focal length of the lens used. A shutter
speed of 1/100,000 s was employed to reduce motion blur while maintaining sufficient image
brightness.

The schematic of the setup is shown in Figure 3.12. A Z-type Schlieren configuration was

employed, consisting of two parabolic mirrors. The light source was focused through a pinhole
to produce a beam approximately 6 mm in diameter. This configuration enhanced sensitivity
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to pressure fluctuations while preserving an adequate observable range of flow features. The
setup featured a 360° rotatable knife edge. Preliminary tests were conducted at 5 kHz to de-
termine the optimal knife-edge orientation. As illustrated in Figure 3.13, both horizontal and
vertical orientations were evaluated. While the vertical orientation provided greater clarity
for shock and expansion features, the horizontal orientation offered better visibility of both
shock structures and the shear layer. Consequently, the horizontal knife-edge configuration

was selected for the main campaign.
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Figure 3.12: Schematic of the Schlieren setup

Window

Three distinct FoVs were used throughout the campaign, each tailored for specific observa-
tions. These are illustrated in Figure 3.14 and summarised in Table 3.2:

FoV 1: Standard configuration to simultaneously capture shock waves and the separa-
tion region (Figure 3.14(a)).

FoV 2: High-sampling view (60 kHz) focused on the separation zone to detect high-
frequency structures (Figure 3.14(b)).

FoV 3: Close-up visualisation of shock-induced separation interactions (Figure 3.14(c)).

o FoV 4: Wider FoV for trial runs (Figure 3.14(d)).

According to the Nyquist criterion, the maximum resolvable frequency fmax is given by:

fmax = 87R (316)
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(a) Horizontal KE (b) Vertical KE

Figure 3.13: Different KE orientations

where SR is the sampling rate. For instance, a 25 kHz acquisition rate allows for resolving
frequencies up to 12.5 kHz.

FoV Lens [mm] Acquisition Frequency [kHz] Resolution [pixels]

FoV 1 180 25 384 x 256
FoV 2 300 60 256 x 128
FoV 3 500 25 384 x 256

Table 3.2: Acquisition and setup parameters for different FoVs used in Schlieren visualisation

3.4.2 Oil Flow Visualisation

Oil flow visualisation is a valuable technique for obtaining a preliminary understanding of
the surface flow field. It enables visualisation of how the external airflow interacts with the
surface of a solid body and reveals key mean flow features such as the laminar-to-turbulent
transition point, shockwave footprints, separation and reattachment points, surface vortices,
and the direction of wall streamlines [18].
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(a) FoV 1 (b) FoV 2
(c) FoV 3 (d) FoV 4

Figure 3.14: Fields of view employed in Schlieren visualisation
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Figure 3.15: Boundary layer profile with a thin oil layer [56]

To implement oil flow visualisation, the model surface is coated with a thin layer of oil mixed
with a dye to enhance contrast and visibility. The typical boundary layer profiles in both air
and oil layers are presented in Figure 3.15. The no-slip boundary condition is applied at the
solid wall, and at the oil—air interface, both velocity and shear stress are continuous. Due to
the significantly higher viscosity of the oil compared to air, the velocity gradient within the oil
layer must be very small to satisfy shear stress continuity[56]. This relationship is expressed
in Equations 3.17 and 3.18.

ou ou
Toil = Tair = HMoil <> = Hair <> 3.17
8y oil 6y air ( )

ou ou
oi > air = ~ < - 3.18
ot = 1t (83/)011 <8y>air ( )

Since the oil velocity at the wall is zero due to the no-slip condition, and the velocity gradient
is minimal, the oil layer moves extremely slowly compared to the freestream air. Combined
with the oil’s high viscosity and very small film thickness, the resulting flow is in the creeping
(Stokes) flow regime, where viscous and pressure forces dominate. In the absence of sep-
aration, pressure gradients in the oil layer are negligible, and oil streaks closely follow the
direction of the wall shear stress, effectively visualising surface streamlines.

Oil accumulation patterns provide valuable insights into the local wall shear stress distribu-
tion. The height of accumulated oil is inversely proportional to the local shear stress: regions
with high wall shear stress appear darker due to the oil being swept away, while areas with
low shear stress retain more oil and thus appear lighter. An example of a laminar-to-turbulent
transition visualized using oil flow is shown in Figure 3.16. In the laminar boundary layer,
oil tends to accumulate due to the relatively low shear stress. Upon transition to turbulence,
the wall shear stress increases, causing the accumulated oil to be rapidly displaced. Further
downstream, as the turbulent boundary layer develops and wall shear stress begins to de-
crease again, oil accumulation increases once more. Flow separation is typically identified by
a region of oil accumulation, whereas flow reattachment is characterised by a zone where oil
is depleted.
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Figure 3.16: Oil flow visualisation over a wing model showing laminar-to-turbulent transition [56]

Campaign

In this thesis, oil flow visualisation is used primarily to study the mean separation behaviour of
different boattail radii. A subset of configurations was selected based on preliminary Schlieren
results. The R6 and R15 radius configurations were excluded from further oil flow testing;
the reasoning behind this exclusion is discussed in Section 4.2.

All runs were recorded using a Nikon D3400 DSLR camera equipped with a 24.2 megapixel
CMOS sensor with a pixel size of 3.89 pm, illuminated by a bright LED light source. The
camera was positioned facing one of the optical windows of the wind tunnel to capture the
temporal evolution of oil streak patterns. In addition to video capture, a high-resolution image
was taken at the end of each run to identify and analyse mean flow features such as separation
region, reattachment point, and shock locations. Figure 3.17 shows the experimental setup
for the oil flow campaign.

3.4.3 Particle Image Velocimetry (PIV)

Particle image velocimetry (PIV) is a widely used, non-intrusive, and quantitative measure-
ment technique in experimental fluid dynamics. Unlike point-based methods such as hot-wire
anemometry (HWA) or laser doppler velocimetry (LDV), PIV provides a full-field represen-
tation of the velocity over a two-dimensional (planar or stereoscopic) or three-dimensional
(tomographic) region of interest. While HWA and LDV can be employed to obtain spa-
tially distributed data by traversing the measurement point, they cannot match the spatial
resolution and coverage achievable through PIV.

The primary limitation of PIV lies in its temporal resolution. The high-energy pulsed laser
systems required to illuminate the flow often constrain the sampling rate, making PIV less
suitable for capturing high-frequency unsteady phenomena when compared to techniques like
HWA or LDV. A typical PIV setup consists of three integrated subsystems: illumination,
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Figure 3.17: Experimental setup for Qil flow campaign

seeding, and imaging. Figure 3.18 illustrates a standard two-dimensional, two-component
(2D2C) PIV arrangement used in a wind tunnel. The core principle of PIV is based on
acquiring two images of the seeded flow field in rapid succession by illuminating a laser sheet
across the region of interest. From the image pairs, the displacement of particles over a known
time interval can be tracked, resulting in a velocity vector field.

The laser illumination provides sufficient energy to make the particles visible to the camera
by inducing light scattering. Seeding particles are carefully selected to ensure that they are
neutrally buoyant and faithfully follow the local flow motion. The scattered light from the
particles is recorded using a high-resolution camera, typically synchronised with the laser
pulses. The captured image pair is divided into smaller interrogation windows, within which
cross-correlation techniques are applied to determine the average particle displacement. Given
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Figure 3.18: Schematic of 2D2C PIV setup
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Figure 3.19: Schematic of PIV setup: Top view (left) Front view(right)

the time interval between the two exposures and the magnification factor of the imaging sys-
tem, the velocity field can be accurately computed. This process results in a high-resolution,
quantitative velocity map across the illuminated plane or volume.

Campaign

Since the model is axisymmetric and previous studies [19] have shown that the flow around
HHF exhibits axisymmetric behaviour, a planar PIV campaign was conducted. A low-
repetition-rate configuration was chosen to allow for higher spatial resolution, as the schlieren
dataset already provided sufficient temporal resolution. To further enhance spatial resolution,
two cameras with overlapping FoVs were employed. The complete PIV system, barring pro-
grammable timing unit (PTU), is illustrated in Figure 3.19, while the optical window setup
used during the PIV campaign is shown in Figure 3.20. PIV measurements were carried out
for only the R0, R10, and R20 configurations.

Laser system

The laser employed for this PIV campaign is a double-pulse Nd:YAG laser (Spectra Physics
Quanta Ray PIV-400), delivering an energy output of 400m.J per pulse with a pulse duration of
6ns. This short pulse duration ensures that particle displacement during illumination remains
below 0.4 pixels, thereby enabling accurate velocity measurements without any motion blur
in the particles. The laser operates at a wavelength of 532nm and a repetition rate of 10H z
between double pulses.

To deliver the laser into the wind tunnel test section, a custom-designed laser probe is used.
This probe, designed by F. J. Donker Duyvis[23], is inserted downstream of the test section
through an access port in the upper wall of the wind tunnel. It transforms the collimated
laser beam into a thin laser sheet approximately 1.5mm in thickness, which is then directed
to illuminate the region of interest on top of the model. The impact of the probe on the
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Figure 3.20: PIV setup

flowfield has been evaluated in prior schlieren tests conducted by Romero [49], who confirmed
that its presence does not introduce significant disturbances.

Imaging system

The imaging system is governed by the thin lens equation, expressed as:

1 1
=4+ 1
to (3.19)

)

| =

where f is the focal length of the lens, d; is the image distance, and d, is the object distance.
Together with the magnification factor M, this equation determines the appropriate camera
positioning relative to the test section for a given lens specification. The magnification factor
maps entities from object space to image space and is defined as the ratio of image distance
to object distance. It is equivalently expressed as the ratio of image size to object size:

M=-t=2 (3.20)

where h; and h, denote the image and object sizes, respectively. The object size is dictated
by the required FoV, while the image size is determined by the image sensor resolution and
pixel size:
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_ pixel size X Npixels

M
FoV

(3.21)

The choice of lens is directly dependent on the FoV requirements for the investigation. The
oil flow measurements provided the necessary input to define the FoV for the PIV campaign.
Since the boattail region is the primary region of interest, the FoV was centred accordingly
to capture the relevant flow features. The objective was to include the shock wave structures,
the boattail, and the mean reattachment location to obtain a comprehensive velocity field
that complements the schlieren and oil flow measurements. Given the axisymmetric nature
of the HHF flow field, only the upper portion of the model was investigated.

The FoV extends upstream of the first shock wave to downstream of the farthest reattachment
location identified from the oil flow results, including an additional margin. This resulted in
a FoV length of 135 mm. As two cameras were used for the campaign, two individual FoVs
were acquired, with an overlap of approximately 5 to 7 mm to facilitate stitching during post-
processing. This overlapping configuration ensured continuity and prevented data loss due to
potential misalignment or experimental uncertainties.

Two LaVision Imager sCMOS cameras were used in this campaign, each required to achieve
an FoV of 70 mm in length. The height of the FoV is relatively flexible, provided it extends
beyond the supersonic pockets over the HHF model with sufficient margin. Each LaVision
Imager sCMOS camera has a resolution of 2560 x 2160 pixels, with a pixel size of 6.5 um x
6.5 pm. This results in a magnification factor of:

6.5 x 1075 x 2560

M
0.070

= 0.2377 (3.22)

The corresponding FoV per camera is thus 70 mm x 59 mm. Figure 3.21 shows the two FoVs
with the overlap. Though the cameras could operate at a maximum frame rate of 50 fps at
full sensor resolution, the acquisition rate was restricted to 10Hz by the laser. The images
have a colour depth of 16-bit and image acquisition was performed in double shutter mode
with an interframing time of 120 ns.

Another important optical parameter is the f-number (fx), which is the ratio of the focal
length of the lens to the aperture diameter. A higher fx corresponds to a smaller aperture,
resulting in reduced incident light on the sensor and consequently darker images. Moreover,
the fu strongly influences the depth of field, defined as the extent of the region that remains in
focus. Increasing fx increases the depth of field but may compromise overall image sharpness
due to diffraction effects.

In order to ensure that the tracer particles illuminated by the laser sheet remain in focus for

accurate cross-correlation, the depth of field must exceed the laser sheet thickness of 1.5 mm.
The depth of field dz for a given magnification M and illumination wavelength X is given by:
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Figure 3.21: FoVs employed in PIV

M 1>2 (3.23)

6z—4.88><)\><fi< i

Rearranging the above expression allows estimation of the required f4 as:

0z
fu> \/ 5 =4.6 (3.24)
4.88 x A (ML)

Thus, to ensure the laser sheet remains in focus, the fyu must be at least 4.6. During the
campaign, the laser sheet was initially focused at fu = 2.8 and later increased to fyx = 8 to
provide a sufficient safety margin.

Seeding system

The seeding system consists of a seeding generator, a seeding rake, and tracer particles.
For this campaign, a PIVPART 45 seeding generator (PIVTEC GmbH) was used. The
generator was directly connected to the seeding rake, which contains multiple nozzles for
particle injection and is positioned in the settling chamber of the wind tunnel. The seeding
density can be regulated by adjusting the number of active nozzles through an external control
box. In this study, all 45 nozzles were activated to ensure sufficient seeding density throughout
the test section.

The tracer particles used were DEHS (Di-Ethyl-Hexyl-Sebacat) droplets, selected for their
favourable flow-tracking characteristics. These particles had a median diameter of 1 ym and
a particle response time 7, of 2 us, which quantifies the time required for a particle to adapt to
changes in the surrounding flow velocity. A low response time ensures that the particles closely
follow rapid velocity fluctuations, making them suitable for time-resolved measurements. To
guarantee consistent seeding quality, the generator was operated at a pressure of 3 bar.
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Figure 3.22: Timing diagram for PIV double frame recording

PTU

A programmable timing unit (PTU) was used to synchronise the trigger signals between the
cameras and the laser system, controlled via the LaVision DaVis 8.1 software. Since the
PIV measurements were conducted in double-shutter mode, two primary parameters needed
to be specified: the acquisition frequency f,cq, which defines the interval between successive
double pulses, and the pulse separation time At, which governs the time delay between
the two exposures in each double pulse. The corresponding timing diagram illustrating the
coordination between the camera exposure and laser illumination is shown in Figure 3.22. It
is important to note that the laser illuminates the tracer particles only for a brief moment
within the camera’s exposure window, ensuring crisp capture of particle displacement.

The acquisition frequency was limited by the laser hardware to 10 Hz, while the selection
of the pulse separation time At involved a trade-off. An excessively large At would cause
significant particle displacement, potentially resulting in particles leaving the laser sheet and
becoming undetectable. Conversely, an excessively small At would produce insufficient par-
ticle displacement, degrading the cross-correlation accuracy due to the low signal-to-noise
ratio. Practical guidelines suggest that a particle displacement of approximately 20 pixels
yields optimal cross-correlation accuracy, considering an uncertainty of around 0.1 pixels and
the interrogation window size[57]. The optimal pulse separation time can be estimated using
the magnification factor M and the expected maximum velocity U, according to:

Az, ixel si
At = xp”‘e;xxpgfe S (3.25)

where Axpixels is the target particle displacement in pixels, and the pixel size is 6.5 um. The
image length consists of 2560 pixels, corresponding to a field of view length of 70 mm. For the
Coe and Nute Model 11 configuration, the maximum velocity in the flow field, as reported by
Romero [49], was approximately 350 m/s. Substituting these values yields a pulse separation
time (At) of approximately 1.5 us.
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3.5 Uncertainty analysis

Uncertainty analysis is a critical component of experimental investigations and must be care-
fully considered to ensure both the validity and repeatability of the measurements. Therefore,
multiple runs were conducted for each configuration to ensure sufficient statistical conver-
gence.

An evaluation was carried out to determine the required number of image pairs necessary to
ensure that the statistical uncertainty remained within acceptable limits for the PIV cam-
paign. The following expressions were used to estimate the uncertainty in the mean velocity
U and the velocity standard deviation o:

oy k oy
and €, = —

k
€= ——— — 3.26
U VN U Van (3.26)
where o017 /U is the turbulence intensity, k is the coverage factor associated with the confidence
interval, and NN is the number of samples acquired.

A turbulence intensity of 10% was assumed, with a target uncertainty of 1%. A Gaussian
probability distribution was assumed, and a confidence level of 95% was selected, correspond-
ing to k = 2. From these expressions, it is evident that the uncertainty in the velocity standard
deviation imposes the stricter constraint. Setting €, to 1% yields a minimum required sample
size of N = 200. To ensure robust statistics, this limit was conservatively increased to 350
samples per run. However, for subsequent modal analyses, a larger dataset was desirable.
To balance practical constraints on wind tunnel operation and to verify repeatability, three
independent runs of 350 samples each were conducted for every configuration, resulting in a
total of 1050 samples per case.

It is also important to note that not all uncertainty arises from statistical sources alone. For
oil flow measurements, the base configuration was repeated twice to check for consistency.
Similarly, for schlieren imaging, each configuration was tested over a wider field of view to
ensure measurement reliability.

In high-speed flows, an important source of PIV uncertainty arises from the finite response

time of the seeding particles. The particle slip velocity — defined as the relative velocity
between the fluid and the particle — can be estimated following Melling [1]:

—

Uslz'p N Tp - C‘ip (327)

where 7, is the particle response time, estimated as 2 ps for DEHS particles (Ragni et al. [47]),
and @), is the particle acceleration:
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duy, Up — U
_ _ S 3.28
p dt Tp ( )

—

Assuming small particle lag and quasi-steady flow, this may be approximated by the convec-
tive derivative:

- -~ = (Ou Ov
>~ —U-([Z=4+= 2
ap~U-VU=U <8m+8y> (3.29)
Thus, the slip error becomes:
5 - [(Ou Ov
Eslip = Tp - Qp = Tp * U - (8113‘ + ay) (330)

This slip uncertainty becomes most significant near shock waves and separation zones where
velocity gradients are large.

The cross-correlation process used in PIV also introduces uncertainty in the individual velocity
vectors, estimated following Humble et al. [29]:

€corr
cc = 31
Cee = Mot (3:31)

where €. is the correlation uncertainty, typically assumed to be 0.1 pixels for planar PIV,
M is the magnification factor, and 6t is the pulse separation time.

The interrogation window size introduces spatial resolution limitations, as only wavelengths
larger than twice the window size can be accurately resolved. For single-step PIV processing,
the measured-to-true velocity ratio can be expressed as [54]:

% = sinc (V[;S> (3.32)

This error is minimised when multi-step correlation is used, particularly for WS/\ < 0.5.
Since the smallest resolvable scale in the flow is approximately twice the interrogation window
size [31], an uncertainty of eyys < 1% is typically assumed [61, 18].

Schlieren measurements are also subject to uncertainty, particularly because shock waves
appear as projections rather than cross-sectional features. The schlieren image represents
the integrated refractive effects across the test section, resulting in the visual appearance of
a thicker shock than physically present. This can be quantified as half the measured shock
thickness tsy [18]:
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t
€Sch = % ~ 1.5 mm (3.33)

Finally, additional uncertainty arises from wind tunnel operation and model setup. The angle
of attack was controlled with a precision of £0.2°, and minor fluctuations in Mach number
were observed across individual runs.

3.6 Post Processing

3.6.1 Schlieren images processing

Schlieren datasets enable extraction of both qualitative and quantitative information about
the general flow field. Given their high temporal resolution, these datasets are particularly
well-suited for spectral analysis. However, due to the presence of static noise from dust on
the optical windows and lenses, a set of 200 background images (acquired without flow) is
recorded before each run. The median of these images is computed and subtracted from each
flow image to minimize static artifacts.

Following background correction, several post-processing steps are performed. To extract
general flow features, the mean and standard deviation of pixel intensities are computed.
For efficient memory usage, each image is processed sequentially in a loop where the pixel
intensities are accumulated. This allows only a single image to be stored in memory per
iteration. The resulting summed intensity matrices are used to compute the mean (I) and
standard deviation (o) as defined in Equations 3.34 and 3.35:

_ 1
I:NZI (3.34)

2
o S S €5 50 (359

Here, I represents the pixel intensity and N denotes the total number of images in the dataset.
The unsteady motion of shockwaves can be analysed using spectral techniques, as demon-
strated by d’Aguanno [18] and Romero [49]. These methods also provide insight into domi-

nant frequencies present within the flow domain. Given a time-domain signal z(t), its Fourier
Transform is given by:

X(f) = / z(t) - e 2t gt (3.36)
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However, real-world signals are discrete and finite in length. The corresponding Discrete
Fourier Transform (DFT) is therefore defined as:

N-1
X = Z Ty - e~ N (3.37)
n=0

While the DFT suffices for noise-free signals, experimental data often contain significant
random variations. In such cases, it is preferable to compute the Power Spectral Density
(PSD), which describes how signal power is distributed across frequency. Formally, the PSD
is defined as the Fourier Transform of the autocorrelation function:

P(fy= > r(k) e " (3.38)

k=—o00

where r(k) denotes the autocorrelation function:

r(k) = E [z(t) - z(t — k)] (3.39)

Although this is the formal definition, it is seldom used in practice due to computational
complexity. A more practical approach involves computing the squared magnitude of the
Fourier Transform and applying appropriate normalisation. For a single-sided PSD using N
samples and a sampling frequency fs, the PSD is given by:

2

PSD(f) = 37

X (NP (3.40)

In this work, Welch’s method is adopted to improve statistical robustness and reduce the
variance of the PSD estimate, albeit at the cost of frequency resolution. The signal is divided
into overlapping segments, each of which is multiplied by a window function (commonly
Hanning) to mitigate spectral leakage. The fast Fourier transform (FFT) is computed for
each windowed segment, and the resulting periodograms are averaged to yield the final PSD:

L
P(f) =+ 5 Pi(f) (3.41)
j=1

|

Here, P;(f) represents the PSD of the j-th segment, and L is the total number of segments.
A typical overlap of 50% is used. This averaging process significantly reduces the noise in
the spectral estimate and is particularly useful when analyzing experimental datasets. To aid
interpretation in log-log plots, the PSD is also premultiplied by frequency in this thesis.

The Welch parameters used for spectral analysis in this study are summarized in Table 3.3.
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Table 3.3: Welch method parameters used for PSD computation.

Parameter Value
Window function Hanning
Segment length (nperseg) | 1024 samples

Overlap percentage 50%

3.6.2 PIV processing

As discussed in section 3.4.3, the post-processing involves cross-correlating an interrogation
window between the image pairs, resulting in one velocity vector for that interrogation win-
dow. The processing of PIV data is performed in DaVis 8.4 software. To optimise the
cross-correlation, a set of pre-processing steps is done. First, a time-minimum subtraction
filter is applied to reduce the background contribution across all the images. Further, a min-
max filter with a filter size of 10 pixels is used to normalise the intensities of the particles
and increase contrast. This pixel size was found to yield the best results for the dataset
under consideration. The pre-processed image pair is shown in Figure with the interrogation
window.

The acquired image pairs were processed using cross-correlation to extract the velocity field.
A multi-pass approach was employed, wherein progressively smaller interrogation windows
were used to improve spatial resolution. This method is particularly effective when particle
displacements are large, as it mitigates limitations imposed by the quarter-window rule, which
constrains the maximum resolvable displacement.

The first pass was performed using a 128x128 pixel square interrogation window with 50%
overlap. This provided an initial coarse estimate of the displacement field. Subsequently, three
refinement passes were conducted using 32x 32 pixel circular windows with 75% overlap. The
use of overlapping windows ensures that particle displacements extending beyond the size of
a single window are adequately captured.

This configuration yielded approximately 42 velocity vectors per step height, providing suf-
ficient resolution to accurately characterise the flow field. The complete set of processing
parameters is summarised in Table 3.4.

Parameter Value
Vector spacing 43/h
Final window size | 32x32 px
Window overlap 75%

Table 3.4: PIV processing parameters. h is the boattail step height

Finally, a post-processing step is applied to the velocity fields to detect outliers. A universal
outlier detection was applied with a threshold value of 2, which was chosen following the
results from Westerweel and Scarano [63], who observed 90% of spurious data being filtered
with such a value. A filter size of 7x7 pixels was used in this step. After filtering the outliers,
the average and standard deviation of the velocity fields were obtained, and the velocity field
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Figure 3.23: Instantaneous velocity field from PIV

was also used for modal analysis. One such velocity field is shown in Figure 3.23; it has been
cropped to remove regions with inconsistent seeding in the FoV.

3.6.3 POD

Turbulent flow data is often challenging to interpret due to its inherent complexity. To address
this, data-driven techniques—most notably proper orthogonal decomposition (POD)—have
been widely used in fluid dynamics, with successful applications to both experimental and
numerical datasets for extracting coherent structures in turbulent flows [53]. In this thesis,
the PIV dataset is analysed using POD to identify the dominant spatial modes present in the
flow field.

Let u(Z,t) represent the velocity field as a function of both time ¢ and spatial coordinates
Z = (z,y,2). The velocity field can be decomposed into a time-averaged component and a
fluctuation component:

M
() = s () 0 (7, 6) = s () D 5(8) 04(2) (3.42)

Here, ¢;(Z) denotes the spatial POD mode, a;(t) is the corresponding temporal coefficient,
and M is the total number of modes. This spatio-temporal decomposition allows the flow to
be expressed as a linear combination of orthogonal modes.

In this thesis, POD is implemented using the Singular Value Decomposition (SVD) method.
The fluctuation velocity data on a two-dimensional grid is flattened and arranged such that
each column in the data matrix U € RV¥»*Ne represents the spatial field at a given timestep.
Here, N,, is the number of spatial grid points, and V; is the number of time snapshots.
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The SVD of U is given by:

U=2axA" (3.43)

In this formulation, ® € RV >Nt contains the spatial POD modes in its columns, 3 € RNtx Nt
is a diagonal matrix of singular values o; sorted in descending order, and A € RNeXNt contains
the time coefficients in its columns. The spatial mode matrix ® is constructed by placing the
left singular vectors of U (i.e., the eigenvectors of UU') in descending order of their associated
singular values. Similarly, the matrix A is formed by placing the right singular vectors of U
(i.e., the eigenvectors of UTU) in the same descending order.

The energy content of each mode is proportional to the square of its corresponding singular
value:

E; =07 (3.44)

This energy ranking allows for dimensionality reduction by retaining only the dominant
modes, which capture the most significant features of the flow. The temporal coefficients
stored in the columns of A describe how each spatial mode evolves in the dataset.

POD may also be used to reconstruct the velocity field using only a subset of the most
dominant modes, thereby realising a reduced order model. For a snapshot at time step i,
when M is the number of modes used for the lower rank approximation, the reconstruction
is given by:

M
urecon(fa ti) = uavg(f) + Z g Aij ¢j (f) (345)
j=1

3.6.4 SPOD

Spectral Proper Orthogonal Decomposition (SPOD) is an extension of classical POD that
incorporates spectral information to extract coherent structures. These structures are both
energetic and temporally correlated at specific frequencies. While classical POD treats all
time snapshots equally, SPOD leverages the temporal coherence by applying POD to Fourier-
transformed data.

The construction of the data matrix is similar to POD, but rather than performing DFT
on the whole dataset, it is segmented into overlapping windows and DFT is performed over
these blocks and averaged to produce the DFT. Though this process reduces the resolution,
it better handles noise. POD is then applied independently at each frequency, leading to
frequency-dependent modes and their corresponding energies being extracted. This allows the
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decomposition to isolate the spatial modes that oscillate at well-defined frequencies, making
it particularly useful for statistically stationary flows [60].

The decomposition takes the form:

M
W@, f) =Y Bi(F)wi(E, f) (3.46)
Jj=1

Here, 4(Z, f) is the Fourier-transformed fluctuating velocity field at frequency f, ¥;(Z, f)
denotes the spatial SPOD mode at frequency f, and §;(f) is its corresponding complex
amplitude. SPOD enables a frequency-by-frequency analysis of flow dynamics, making it
an ideal tool for studying periodic or quasi-periodic phenomena such as vortex shedding,
shockwave oscillation, tonal noise generation, and coherent wavepacket evolution.

Multiple parameters affect the output of SPOD, which includes the number of blocks and
sampling frequency. The number of blocks is affected by the number of samples per block,
the overlap percentage and the total number of samples in the dataset. In this thesis, 29116
schlieren images, sampled at a frequency of 25 kHz, were segmented into 27 blocks containing
2048 samples per block with a 50% overlap. This inherently restricts the frequency resolution
Af to 12.2 Hz:

fs/2  25000/2
1 R4

Af = = 12.2Hz (3.47)

where f; is the sampling frequency and Ny is the number of samples per block. The corre-
sponding resolution in terms of Strouhal number with respect to step height is provided in
Table 3.5. With this block size, 1025 frequency bins are resolved over the range 0 to 25,000
Hz, in accordance with the Nyquist criterion.

Mach ASt,
0.6  0.0006
0.7  0.0005
0.8  0.0004

Table 3.5: Resolution of SPOD analysis in terms of St
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Results and Discussions

This chapter presents and analyses the results obtained from the experimental campaigns.
The discussion begins with an overview of the general flow field over Model 11 at M = 0.8,
as observed in the present study, and a comparison with reference data from the literature to
provide validation. The influence of the boattail radius on the flow is then examined, with
particular emphasis on the variation of reattachment length. In addition, the effects of Mach
number and angle of attack are briefly addressed to highlight their role in shaping the flow
behaviour.

The subsequent sections focus on the dynamics of the shock system for both the base
(Model 11) and the radius-modified configurations, providing insight into the mechanisms
governing their unsteadiness. Finally, the chapter explores the dominant spatial modes ex-
tracted from the data in Section 4.6, followed by an analysis of their spectral content in
Section 4.7.

4.1 General Flow Field

This section presents the general flow field over Model 11 at Mach 0.8, which forms the
foundation for further analysis in subsequent sections. Figure 4.1 displays a representative
schlieren image that reveals the primary flow structures around the Model 11 HHF. The
most prominent features observed include: (i) two shock waves originating over the PLF, (ii)
expansion regions preceding these shocks, and (iii) a separated flow region aft of the boattail.

Model 11 consists of two conical segments connected in series, producing two geometric junc-
tions between the first and second cone (referred to as the biconic junction), and between
the second cone and the cylindrical section (referred to as the cone-cylinder junction). At
both these junctions, the flow encounters a local increase in cross-sectional area, resulting in
expansion fans that are clearly visible in the schlieren image. The flow is accelerated to super-
sonic speeds through these expansion regions and subsequently terminated by a normal shock
wave. Downstream of the cone-cylinder junction, due to the sharp change in geometry, the
flow separates at the boattail edge, generating a shear layer. This shear layer ultimately reat-
taches further downstream, enclosing a recirculation region that characterises the separated
flow behind the boattail.
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Figure 4.1: Schlieren image showing the general flow features at M = 0.8

Figure 4.2, which shows the mean horizontal velocity component (%) superimposed with mean
streamlines, provides deeper insight into the flow field at M = 0.8. Velocities exceeding the
speed of sound, with peak values of approximately 370 m/s and 340m/s in the first and
second expansion regions, respectively, are observed downstream of the bi-conic and cone-
cylinder junctions. The shock waves that terminate these supersonic pockets are not sharply
defined in the mean velocity field, indicating their unsteady nature. Flow separation occurs
at the boattail edge, forming a prominent recirculation region characterised by reversed flow.
Within this zone, the flow reaches a maximum reversed velocity of approximately 70 m/s.
The shear layer reattaches further downstream and remains attached as the flow gradually
recovers pressure.
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Figure 4.2: PIV mean horizontal velocity field at M = 0.8 with streamlines superimposed

The mean shock locations and separation characteristics can be inferred from the surface oil
flow patterns. Figure 4.3 shows the oil flow visualisation over Model 11 at M = 0.8. One of
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Figure 4.3: Oil flow pattern over the RO case at M = 0.8

the most prominent features is the first shock wave immediately downstream of the bi-conic
junction, identifiable by a sudden accumulation of oil. This is caused by a local pressure rise,
leading to an abrupt deceleration of the boundary layer and oil stagnation. The first shock is
located at a distance of 0.954D from the nose of the model, where D = 50 mm is the diameter
of the cylindrical section of the HHF. While traces of the second shock are visible near the
boattail edge, it is much less defined than the first shock.

Beyond the boattail, a separated flow region forms, characterised by recirculation. The reat-
tachment point is inferred from a zone where the oil streaklines appear anchored, with streaks
fanning outward in both directions. The smeared appearance of this region suggests an un-
steady reattachment location that varies over time. Flow recirculation is evident from the
upward-swept oil pattern on the boattail and the significant accumulation of oil at its bot-
tom edge. The mean reattachment location, measured from the boattail top corner, is about
5.1h, where h is the boattail step height. In the Figure 4.2, the mean reattachment is at the
x = 31mm mark.

A particularly interesting observation emerges near the cone-cylinder junction. Just down-
stream of it, a small patch of oil accumulation is visible before being swept downstream. This
swept-away pattern indicates a localised acceleration of the flow—characteristic of an expan-
sion region, where the increase in velocity causes the oil to be rapidly displaced, leaving a
cleaner surface. The localised oil build-up prior to this region is indicative of a possible small-
scale separation bubble, which may not be readily discernible in schlieren or PIV imagery but
is suggested by the oil flow visualisation.

The shock waves and separation region exhibit a highly oscillatory nature, as illustrated by
the schlieren images at different time steps in Figure 4.4. These images are spaced 6 ms apart
and clearly demonstrate the unsteady behaviour of both shocks. Additionally, the varying
shape of the shear layer across the frames further indicates the presence of unsteadiness in
the separated region.

To better visualise this unsteadiness, the standard deviation of pixel intensities across the

schlieren image sequence is computed. Regions with high standard deviation values corre-
spond to areas of significant unsteady motion. Figure 4.5 shows the standard deviation field
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tg+12ms

Figure 4.4: Instantaneous images showing shock movement. The red lines indicate the most
downstream positions of the corresponding shocks.

0.15
]

Figure 4.5: Standard deviation of Schlieren image at M = 0.8

at Mach 0.8, where the slight asymmetry between the upper and lower shock structures is
attributed to the schlieren knife edge not being positioned at exactly 50% blockage, rather
than to any physical asymmetry in the flow. This plot highlights the intense unsteadiness
present in both the shock system and the separated shear layer. Higher standard deviation
values in the separation region are also an indication that the reattachment location oscillates.

The standard deviation of the horizontal velocity component obtained from PIV measure-
ments, shown in Figure 4.6, reveals elevated RMS values within the shear layer and separation
region. While schlieren-based standard deviation images also indicate unsteady behaviour in
these regions, the magnitudes are notably lower compared to those observed near the shock
waves. This apparent discrepancy arises from the fundamental differences in the physical
quantities visualised by each method. PIV measures the velocity components of the flow,
providing a more quantitative assessment of momentum fluctuations. In contrast, schlieren
visualisations represent the integrated deflection of light rays due to refractive index gradi-
ents along the optical path. As a result, three-dimensional effects and out-of-plane gradients
may contaminate the schlieren signal, reducing its sensitivity in regions of weak density vari-
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ation. Moreover, the flow velocity in the separation region is significantly lower, leading to
diminished compressibility effects. This further limits the effectiveness of schlieren imaging in
capturing unsteadiness within low-speed separated zones. While the unsteadiness is concen-
trated in both the shocks and shear layer, the Reynolds shear stress(—u/v’) distribution at M
= 0.8, shown in Figure 4.7, indicates turbulence production to be concentrated in the shear
layer, with peaks in turbulence production noticed near the mean reattachment location.
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Figure 4.6: Standard deviation of horizontal velocity at M = 0.8
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Figure 4.7: Reynolds shear stress at M = 0.8
Comparison with Literature

To validate the results, a brief comparison is made with data available in the literature.
Specifically, the Model 11 test data from Romero [49] and the experiments by Panda et al. [42]
are used for this purpose. Instantaneous schlieren images from these sources are shown in
Figure 4.8, which includes Mach numbers M = 0.8 and M = 0.85 from Panda et al., M = 0.8
image from Romero’s dataset and M = 0.8 image from the current study. Interestingly, the
schlieren image at M = 0.85 from Panda et al. resembles the M = 0.8 images from Romero
and the current study. As discussed by Romero [49], this agreement is likely a consequence
of blockage effects in the TST-27 facility [18, 63], as further detailed in Section 3.3.1 and
Appendix A.

The reattachment location, measured from the top of the boattail corner, is 5.1h, where h
is the boattail step height. Gentile [gentile__symmetry__nodate] reported a reattachment
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Figure 4.8: Instantaneous Schlieren images from (a) Panda et al. at M = 0.8, (b) Panda et al.
at M = 0.85 [42], (c) Romero at M = 0.8 [49], and (d) current study at M = 0.8.

length of 4.1h for a d/D ratio of 0.6 at low subsonic speeds. Model 11, with a similar d/D
ratio of 0.625, exhibits a more downstream reattachment point at 5.1h, likely due to the
higher flow speed. Other studies on BFS flows have reported shorter reattachment lengths:
Kéhler and Scharnowski [51] measured 3.5h at M = 0.7, Thoringy and Deck [21] reported
3.6h, and Schrijer et al. [55] observed 3.0h. The longer reattachment length of 5.1h obtained
for Model 11 may be attributed to the interaction of the separated shear layer with the second
shock. It should also be noted that the models used in the latter three studies had a d/D
ratio of 0.4, which influences the reattachment location.

A key difference between Romero’s schlieren data (Figure 4.8(c)) and the present results
(Figure 4.8(d)) is the presence of motion blur in Romero’s image. This arises from the lower
shutter speed of 1/20,000s used in Romero’s experiment, compared with the higher shutter
speed of 1/100,000s employed in the present study. The shorter exposure time yields a
sharper visualisation of the shock structures. This influence of shutter speed is also evident
in the standard deviation fields: the RMS values in Romero’s results (Figure 4.10(c)) are
noticeably higher than those obtained in the current study (Figure 4.9). This discrepancy
can be attributed to the blurred shock features in Romero’s data, which artificially enhance
pixel intensity fluctuations during the statistical analysis.
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ation at M = 0.8 from the present study. viation at M = 0.8 for boattail an-
gles (a) 5°, (b) 15°, and (c) 34°, from
Romero [49].

4.2 Radius effects

To investigate the effect of boattail radius on the flow field, five boattail geometries with
different radii were manufactured, as described in Section 3.3. The radii were selected based
on a turbulent boundary layer analysis using the reference temperature method and were
chosen to provide a well-distributed range of R/§ values. The five radii considered are:
3mm, 6 mm, 10mm, 15mm, and 20 mm; and are referred to as R3, R6, R10, R15, and R20
respectively. The base Model 11 is referred to as RO.

Figure 4.11 presents instantaneous schlieren images for all five configurations, along with the
baseline (no-radius) configuration at M = 0.8. As observed, the boattail radius promotes
the formation of a third expansion region, which is subsequently terminated by a shock. The
specific frames shown in Figure 4.11 were selected based on the distinct visibility of this
third shock structure. After the second shock wave, the flow expands into another supersonic
pocket over the boattail curvature, which is subsequently terminated by a shock wave, such
that the introduction of a boattail radius promotes the formation of a third expansion—shock
pair.

The frequency of occurrence of the third shock and the range of its oscillation can be examined
by looking at the standard deviation plots of the schlieren images shown in Figure 4.12. The
third shock is more visible from the R6 case, and its size and oscillation range increase with
radius. The first shock, as expected, is unaffected by the introduction of radius; however,
the second shock shows noticeable changes in its RMS values with the occurrence of a third
shock. With an increase in radius, the range of oscillation for the second shock also increases,
sometimes merging with the third shock. This increase in range is also attributed to the way
the boattail radius is introduced in the test model. As detailed in Section 3.3, the boattail
radius is not an edge fillet, but rather an extension.
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(d)R10 (e)R15

Figure 4.11: Instantaneous schlieren images across all radii configurations at M = 0.8

The slight change in the RMS values of the base case with the radius cases is purely due to
minor variations in the knife-edge positions.
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Figure 4.12: Pixel intensity standard deviation plots of all radii configurations at M = 0.8

An interesting observation can be made by examining the R3 configuration in both Fig-
ures 4.11 and 4.12. The fact that an R/¢ value of 1.745 is sufficient to generate a third
expansion—shock system provides a reverse indication that the boundary layer thickness at
the boattail edge is on the order of 3mm, since the flow is able to sense and respond to
geometric curvature at that scale. However, the third shock is typically weak and rarely
observed. Its presence is more likely when the second shock is located upstream. A plausible
explanation is that as the second shock strengthens, it thickens the boundary layer at its
foot, preventing the flow from conforming to the 3 mm curvature and thereby suppressing
the formation of the third expansion region.

A similar trend is observed in the R6 configuration, as shown in Figure 4.13. The figure
displays both the upstream position of the second shock—where the third shock appears—and
the downstream position, where it is absent. While the third shock remains weak in the
R6 case, it occurs more frequently than in the R3 configuration. Since both cases exhibit
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Figure 4.13: Configurations showcasing weak radius effects at M = 0.8

comparable flow behaviour, they are classified as exhibiting weak radius effects.

Starting from the R10 configuration, the third shock becomes more prominent and begins to
significantly influence the overall flow field. Figure 4.14 shows instantaneous schlieren images
for the R10, R15, and R20 boattail configurations, both with and without the presence of
the third shock. In all three cases, a distinct third expansion region forms over the curved
section of the boattail. The associated shocks grow in size with increasing radius and interact
with the boundary layer, leading to shock-induced separation. Owing to the strong influence
of the third shock on separation dynamics, these configurations are classified as exhibiting
strong radius effects. However, it is important to note that shock-induced separation occurs
only when the third shock is present. As is also evident from Figure 4.14, in the absence of
the third shock, flow separation is driven primarily by the geometrical change. More detailed
discussion on the dynamics of the third shock is provided in Section 4.5.2.

Based on the preliminary schlieren results, only the most representative configurations are
selected for detailed analysis. The base case, as the name suggests, serves as a reference
for comparison with boattail configurations featuring various radii. The R3 and R6 cases,
which exhibit only weak radius effects, are excluded from further discussion. However, the
R3 configuration is retained for oil flow visualisation studies aimed at evaluating changes in
separation length. Among the three configurations that demonstrate strong radius effects,
only the R10 and R20 cases are carried forward. The R15 case is excluded as it displays flow
characteristics similar to the R10 and R20 cases, but with intermediate shock strength and
separation features. The R10 configuration is particularly important as it marks the onset of
SWBLI at the separation point, while the R20 case is selected for its representation of the
most extreme flow conditions within the tested range. Thus, a major portion of the following
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(e) R20 - Third shock (f) R20 - No Thrid shock

Figure 4.14: Configurations showcasing strong radius effects at M = 0.8

analysis will only focus on the RO, R10 and R20 cases.

4.2.1 Oil flow pattern

The mean reattachment locations for the base configuration, as well as for the R3, R10, and
R20 boattail radius cases, were determined from surface oil flow visualisation. In addition to
providing information about the location of the shocks and mean reattachment points, these
experiments also offer insights into key flow features that evade observation in other flow
diagnostic techniques. Figure 4.15(c) shows the oil flow pattern for the R10 case at M = 0.8.
The irregular streaks observed over the nose region are due to the cooling of the model after
repeated runs, which causes the oil to become more sticky to the surface and less prone to
being swept away by the flow.

A comparison with the base case (Figure 4.15(a)) reveals that flow features over PLF remain
consistent between the two configurations. The base case exhibits significantly lower oil
accumulation near the boattail, indicating weaker separation activity in that region. In
contrast, the R10 case shows distinct oil streaks along the boattail curvature, suggesting
that the boundary layer remains attached for a short distance, following the curvature as the
flow expands. This expansion is then terminated by a shock, which induces separation. The
heavy oil accumulation at the shock location may also be indicative of a localised separation
bubble forming at the shock foot, a feature not easily captured in schlieren or PIV diagnostics.
The presence of this separation bubble is further discussed in Section 4.5.2.

The R20 case also shows similar flow structures, with the longer attached flow over the
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curvature, and larger oil accumulation near the separation location, further adding to the
claim that these configurations experience strong radius effects.

(c)R10

(d) R20

Figure 4.15: Effect of radius of mean reattachment point at M = 0.8
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Top corner

Bottom corner

Figure 4.16: Definition of boattail corners on the base case.

4.2.2 Reattachment location

One of the key sub-research questions in this study is to evaluate the effect of boattail radius
on the separation length. To address this, the mean reattachment location is determined from
surface oil flow visualisation. As previously discussed, the reattachment region is inherently
unsteady and spatially distributed. Therefore, the midpoint of the observable reattachment
zone is taken as the representative mean reattachment location.

To this end, two reference corners of the boattail are defined in Figure 4.16. Since the radius
models were constructed as extensions of the base model, they can be aligned either with
the top corner or with the bottom corner in order to establish a consistent reference for
measuring the reattachment location. The implications of these two alignment approaches
are shown in Figure 4.17, where representative separation locations are indicated by the red
circles. As noted earlier, separation on the radius models occurs over the curved section
rather than at a sharp corner, and it should be emphasised that the red markers only provide
an indicative representation of the separation location for the radius models, rather than an
exact position. If the top corner is used as the alignment reference, an artificial progressive
increase in the measured reattachment length arises with increasing radius, as the effective
separation location shifts further downstream relative to the reference point. In contrast,
when the bottom corner is used as the reference, the separation location of the radius models
remains much closer to that of the base case, and the relative offset does not grow significantly
with increasing radius. For this reason, the bottom corner alignment is adopted in the present
study and is used as the origin for PIV measurements.

The reattachment length, Xpg, is defined as the distance between the mean reattachment
point and the bottom corner of the boattail. Additionally, the position of the first shock
wave, denoted as Xgwq, is measured from the model nose. Both Xp and Xgw; are non-
dimensionalised using the boattail step height, h = 9.375 mm.

Figure 4.18 illustrates the influence of boattail radius on the reattachment length, Xz, and
the location of the first shock, Xqw1, for the configurations investigated. As expected, the

position of the first shock remains nearly constant across all cases, at around 5h, with a
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Figure 4.17: Schematic illustrating the alignment of the base and radius models. Representative
separation locations are marked in red.

Case Mach Xpr Xg/h

RO 0.7 273 29
RO 0.8 31 3.3
R10 0.7 196 2.1

Table 4.1: Mean reattachment length extracted from PIV data

maximum variation of approximately 0.1h (=~ 1mm). This small deviation likely arises from
the data extraction process, and thus, the first shock location can be assumed invariant with
respect to radius.

The surface oil flow patterns reveal that as a radius is introduced, the flow is able to follow the
curvature for a short extent before separating. This results in the shear layer at separation
being angled more toward the model body, effectively reducing the separation length. This
trend is clearly reflected in Figure 4.18, where a monotonic decrease in Xp is observed with
increasing boattail radius. Notably, the R3 configuration shows a reduction in separation
length of nearly 10%, suggesting that the flow is indeed sensitive to such a small geometric
change. The R10 and R20 cases exhibit even greater reductions, with Xp decreasing by
approximately 15% and 25%, respectively, compared to the base configuration.

Looking at the oil low patterns, shown in Figure 4.15, the reattachment location appears more
smeared in the R20 case than the R3 case, hinting that the unsteadiness in the separation
region increases with the radius, thereby increasing the range of oscillation of the reattachment
point(indicated using the red arrows). This is due to shear layer lifting by the third shockwave,
as will be discussed in Section 4.5.2.

The mean reattachment length is also extracted from the PIV results and are tablubalted in
Table 4.1. These values are lower than the ones observed from the oil flow data. Since this
data is only available for 3 configurations(Mach and radius included), it is not used in the
previous analysis.
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Figure 4.18: First shock and mean reattachment length for various radius cases at M = 0.8

4.3 Mach number effect

Figure 4.19 shows schlieren images and their corresponding standard deviation fields for all
tested Mach numbers in the RO case. At M = 0.6, no shocks are detected, and the expansion
is limited. The corresponding RMS field shows elevated values confined to the separated
region downstream, suggesting limited unsteadiness upstream. This may also be linked to
weaker compressibility effects at lower Mach numbers, which reduce schlieren sensitivity to
subtle disturbances. At M = 0.7, a single shock is observed at the bi-conic junction. Al-
though this shock exhibits oscillations, its motion is confined to a narrow range, and the
associated expansion region remains smaller compared to the M = 0.8 case. Consistently,
the RMS intensity in the separation region is concentrated more in upstream regions as the
Mach number decreases, indicating progressively shorter separation lengths. This trend is
corroborated by the oil flow data, shown later in Figure 4.21.

Figure 4.20 presents the corresponding results for the R10 case at different Mach numbers.
The overall trends are consistent with the base case. At M = 0.6, only the initial expansion
fans at the bi-conic and cone-cylinder junctions are visible, with no discernible shocks. A
distinguishing feature of the R10 geometry, however, is the emergence of a third expansion
region over the boattail curvature, which reflects stronger curvature-driven acceleration. At
M = 0.7, a weak shock forms at the bi-conic junction, accompanied by enhanced RMS levels
in the third expansion region, implying mild unsteadiness in that zone. At M = 0.8, the fully
developed three-shock system becomes evident.

Figure 4.21 provides a comparison of the Mach number effect on the reattachment length. In

both cases, the separation length increases nearly linearly with Mach number, with the R10
case exhibiting reattachment lengths roughly 15% shorter than RO across all conditions. This
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Figure 4.19: Effect of Mach number on the RO case.

suggests that the reduction in separation length due to the boattail radius is consistent across
the Mach numbers investigated, suggesting that Mach number and radius effects act largely
independently.
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Figure 4.21: Mach number effect on the mean reattachment length on RO and R10 case
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Figure 4.20: Mach number effect on the R10 case

4.4 Angle of Attack effect

To assess the effect of angle of attack (AoA) on the flow field, tests were conducted at an
AoA of 4°. This value was selected as it aligns with most prior literature and falls within the
typical operational range of launch vehicles, which generally fly at angles between —6° and
+6° degrees. Therefore, 4° is considered representative for such conditions.

Figure 4.22 shows the oil flow patterns for the base and R10 boattail radius configurations at
M = 0.8. The side facing the incoming flow (bottom side in the figure) is referred to as the
windward side, and the opposite as the leeward side. Introducing an angle of attack breaks
the symmetry of the flow field, resulting in a tilted shockwave trace, a skewed reattachment
location, and upward-bent streaklines near the reattachment zone. In particular, the position
of the first shock is altered: in the R10 case, it shifts upstream on the windward side to 4.95h,
and downstream on the leeward side to 5.4h, relative to its nominal symmetric location of
5.17h at 0° AoA. The reattachment region also deviates noticeably. While the 0° AoA cases
display nearly straight surface streaklines along the model, the 4° cases exhibit pronounced
asymmetry, with streamlines curving upward and the reattachment zone becoming skewed.

These changes are summarised in Figure 4.23. A consistent trend across configurations is
evident: the first shock shifts downstream on the leeward side and upstream on the windward
side, except for the R3 case. In most configurations, the separation length on the windward
side remains close to its 0° counterpart, while the leeward side shows a notable upstream shift.
Interestingly, the base case deviates from this trend, showing a similarly reduced reattachment
length compared to the 0° case on either side, although the flow patterns appear curved.

A plausible explanation for both phenomena lies in the asymmetric expansion of the incoming
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(a) 0° AoA

Leeward
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(b) 4° AoA

Figure 4.22: Oil flow patterns on R10 case at M = 0.8

flow. On the leeward side, the bi-conic junction and boattail curvature produce stronger ex-
pansion due to the larger geometric deflection (4+4°). This enhanced expansion delays shock
formation and shifts it downstream. At the same time, the stronger expansion around the
boattail postpones flow separation, resulting in a reduced reattachment length. Supporting
this interpretation, oil accumulation on the leeward boattail radius is observed slightly down-
stream of that on the windward side, consistent with delayed separation and reattachment.
An additional contributing factor could be asymmetric blockage: on the leeward side, the di-
verging cross-section reduces velocity, while on the windward side, the converging cross-section
increases it. This hypothesis, however, requires verification through PIV measurements on
both windward and leeward sides.
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Figure 4.23: Angle of attack effect on (a) First shock location (b) Reattachment length length
on RO, R3, R10 and R20 cases at M = 0.8

4.5 Dynamics of the Shock System

This section details the dynamics of the shock system in both the base and radius config-
urations. Examining the instantaneous schlieren images reveals patterns in terms of shock
movements and shear layer unsteadiness. When the second shock is located in its downstream
position—near the boattail edge—large structures are observed within the separation region,
suggesting a more downstream reattachment point. Conversely, when the shock is near its
upstream position, the separation region appears more compact. Looking at schlieren videos,
it is confirmed that a larger structure is shed whenever the second shock moves downstream.
This could be because of the shear layer being lifted at the foot of the shock.

Such coupling between the flow features provides detailed insights into the flow, and also

helps in analysing the spatial and temporal modal analysis discussed in later sections.

4.5.1 Model 11

The dynamics of the dual-shock system in the base configuration significantly influence the
development and behaviour of the shear layer. Figure 4.24 illustrates instantaneous schlieren
images that capture representative shock configurations. The system exhibits a repeatable
cyclic interaction between the two shocks, which can be described in the following four phases:

e Phase 1 — Initial state:
The cycle begins with both the first and second shocks located near their most up-
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stream positions. The expansion regions at the cone-cylinder and bi-conic junctions are
relatively small, and the separation region near the base remains limited in size.

e Phase 2 — Downstream movement of second shock:
As the expansion over the cone—cylinder junction intensifies, the second shock (SW2)
begins to shift downstream, while the first shock (SW1) remains essentially station-
ary. The downstream displacement of SW2 raises the pressure at the separation point,
reduces the local velocity, and enlarges the separated region.

e Phase 3 — First shock follows:
SW1 moves downstream, following the earlier shift of SW2, resulting in enlarged ex-
pansion regions. The separation zone remains broadly similar to the previous phase.

e Phase 4 — Upstream movement of second shock:
As SWI1 reaches its downstream position, the rise in pressure behind it lowers the
local velocity, reducing the extent of the expansion over the cone—cylinder junction.
Consequently, SW2 rapidly moves upstream.

¢ Cycle reset:
Finally, SW1 also shifts upstream, returning the system to its original configuration as
in Phase 1, thus completing the oscillatory loop.

This cyclic behaviour is also evident in Figure 4.25, which shows the temporal evolution of a
single pixel line intersecting both shock waves over the first 1000 frames. While the overall
pattern remains consistent, the oscillation cycles vary in both frequency and amplitude over
time. The corresponding cross-correlation between the positions of the first and second shocks,
together with its Fourier transform, is shown in Figure 4.26. In this analysis, the second-shock
signal is taken as the reference and the first-shock signal as the moving signal. A distinct
correlation peak is observed at a time delay of approximately 0.56 ms, indicating the time
required for a structure associated with the second shock to appear at the location of the
first. Approximating the separation between the two shocks as 20 mm yields an upstream
convective velocity of about 36 m/s. In comparison, the flow velocity in this region is roughly
270 m/s, while the local speed of sound is about 320 m/s. The estimated upstream convective
velocity, therefore, falls within the order of magnitude expected for acoustic-wave propagation,
suggesting that the coupling between the two shocks is mediated by acoustic waves. This
interpretation is consistent with observations by Panda et al., [42] who reported upstream
convection of disturbances over the PLF at velocities in the range —0.3 < U./U < —0.1,
which compares well with the normalised convective velocity of —0.14 obtained in the present
analysis. It was also noted that the upstream propagation of disturbances disappeared for
supersonic conditions, further strengthening the argument that the disturbances are acoustic
in nature. Finally, the Fourier transform of the correlation signal reveals a dominant frequency
at 423 Hz, which will be discussed in Section 4.7.
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(a) Phase 1

(b) Phase 2

(c) Phase 3

(d) Phase 4

Figure 4.24: Coupling between the shock waves and the shear layer for base case at M = 0.8
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Figure 4.26: Cross-Correlation between the First and Second shock positions (a) Correlation
coefficient (b) FFT of correlation coefficient

4.5.2 Radius effect

The introduction of boattail curvature significantly alters the dynamics of the shock system
by introducing a third shock that interacts with the shear layer. While the second shock pre-
viously modulated the separation behaviour in the base configuration, the addition of a third
shock leads to a more complex coupling mechanism. Figure 4.27 illustrates representative
schlieren snapshots that capture this modified interaction. The updated shock dynamics can
be characterised as follows:

¢ Phase 1 — Initial state:
The cycle begins with both the first and second shocks (SW1 and SW2) located near
their upstream positions, as in the base case. A third expansion region appears over
the boattail curvature. At this stage, the expansion regions are minimal, and the shear
layer remains relatively undisturbed.

e Phase 2 — Growth of third shock and shear layer disturbance:
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SW3 appears and grows in size, interacts with the separated region, and triggers the
shedding of a larger structure into the shear layer, indicating stronger coupling between
SW3 and the separation region.

e Phase 3 — Merging of second and third shocks:
The presence of a third supersonic pocket reduces the pressure downstream of SW2,
triggering it to move downstream. The downstream motion of the second shock limits
the expansion over the boattail curvature, forcing SW3 to weaken. Eventually, SW2
and SW3 merge. This merging is intermittent, though sometimes SW3 vanishes without
merging.

e Phase 4 — Collapse of second expansion and upstream motion:
A minor downstream shift of SW1 is sufficient to collapse the expansion region at the
cone-cylinder junction. This collapse drives SW2 rapidly upstream, while SW3 appears
a while later.

¢ Cycle reset:
SW1 begins to return to its upstream location. The system reverts to a configuration
similar to Phase 1, completing the oscillatory sequence.

Refer to Figure C.5 in Appendix C for the temporal evolution of a pixel line containing all
three shocks.

SWBLI

Figure 4.28 presents zoomed-in instantaneous schlieren images superimposed on mean oil
flow patterns for the R10 and R20 boattail radius configurations at M = 0.8, where the third
shockwave is most prominent. These images reveal clear signs of strong interaction between
the shockwave and the boundary layer. The third shock appears to exhibit a lambda-shock
structure—albeit with limited resolution—which is a hallmark of a SWBLI. This interpreta-
tion is further supported by the oil flow patterns, which show pronounced oil accumulation
along the boattail curvature, indicating a separation bubble at the shock foot, and reinforcing
the classification of this interaction as a strong SWBLI.

Additionally, in both images, the shear layer appears to lift immediately downstream of the
third shock foot. Within the separation region, a larger structure can also be seen forming.
This indicates that the presence of the third shock interacts strongly with the boundary layer,
inducing flow separation, elevating the shear layer, and promoting the shedding of larger
coherent structures. These dynamics contribute to increased fluctuations in the reattachment
location, as already shown in Section 4.2.2.
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(d) Phase 4

Figure 4.27: Updated shock dynamics for the Radius effect at M = 0.8
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(a) R10 (b) R20

Figure 4.28: Instantaneous schlieren and mean oil flow superimposed images depicting SWBLI
at M =0.8.

4.6 Spatial modal analysis

To extract the coherent flow structures, the PIV dataset is analysed using proper orthogonal
decomposition(POD). The fluctuations in horizontal(u’) velocity component are stacked on
top of the vertical(v’) velocity component, facilitating the extraction of co-interactive be-
haviour between the two. The results are then compared with the BFS literature to conclude.

The POD mode energy fraction, along with the cumulative energy sum, is plotted in Figure
4.29 for the first 50 modes at both M = 0.7 and M = 0.8. The distributions at both Mach
numbers are similar, with minimal variations. At M = 0.7, the first three modes contribute
approximately 23.5% of the total energy, with 50% of the energy captured within the first 18
modes. Similarly, at M = 0.8, the first three modes contribute about 23% of the total energy,
with 50% of the energy contained in the first 19 modes. The obtained energy spectrum is in
very good agreement with the BFS results of Schrijer et al. [55] who found similar values for
the energy distribution.

The first mode represents approximately 11% of the total energy at both Mach numbers, and
the second(6.5%) and third (5.5%) modes contribute about 12% together. These three modes
will be discussed in detail in the following sections. Notably, Mode 2 and Mode 3 are closely
spaced in the spectrum, forming a mode pair.

4.6.1 Mode 1: Flapping motion

The spatial distribution of the first POD mode at M = 0.7 is shown in Figure 4.30. It
exhibits a local maximum for the w component and a local minimum for the v component
in the separation region. When the amplitude of this mode reaches its positive maximum, it
induces a locally downstream and radially inward motion, increasing the velocity along the
shear layer and pushing it toward the second stage. Consequently, the first mode moves the
shear layer closer to the boattail corner, effectively reducing the separation region. At its
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Figure 4.29: POD energy spectrum for RO case.

negative maximum, the opposite occurs: the first mode pushes the shear layer away from the
second stage, enlarging the separation region. Thus, this mode can be associated with the
flapping motion of the shear layer and the corresponding cyclic shrinking and growth of the
separated region.

A physical explanation of the shear layer flapping mechanism was given by Driver et al. [22].
They associate the flapping phenomenon with an out-of-equilibrium shear layer that modifies
the rate of reverse flow. This occurs when a vortical structure carrying more forward mo-
mentum than its neighbours escapes the reattachment zone without much of its mass being
entrained into the separation region (momentum ejection from the separation region). The
resulting reduction in reverse flow causes the separated region to shrink, increasing the shear
layer curvature and its impingement angle. This, in turn, strengthens the pressure gradient
at reattachment, which retards more low-velocity fluid and reinflates the separation region.

This mechanism becomes evident when the mode structure, scaled with its maximum am-
plitude, is superimposed on the mean flow field, as shown in Figures 4.31 and 4.32. The
u-component plots provide the most notable observations. When the mode is added to the
mean u field, the shear layer exhibits increased curvature and downstream motion, resulting
in a smaller separation region. The corresponding v-component plot shows a high concen-
tration of radially inward motion upstream of the mean reattachment location (27 mm from
the boattail bottom corner), indicating the influence of shear layer curvature and suggesting
a higher angle of impingement on the second stage. Conversely, when the mode is subtracted
from the mean flow, the u-component plot reveals an expanded reversed-flow region extending
beyond the mean reattachment location. In the v-component plot, traces of radially upward
motion appear beyond x = 40 mm, further supporting the conclusion of an enlarged sepa-
ration region. These observations confirm that the shear layer flapping associated with this
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mode is a primary contributor to the unsteadiness observed at the reattachment location.
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Figure 4.30: Shape of the first POD mode at M = 0.7.
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Figure 4.31: u component of first mode superimposed on the mean flow at M = 0.7.
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Figure 4.32: v component of first mode superimposed on the mean flow at M = 0.7.

Interestingly, a contribution from the second shock is visible in the first mode shape at
M = 0.8, shown in Figure 4.33. It appears as a local minimum in the u-component shape
and as a local maximum in the v-component shape. Notably, this second shock contribution
is out of phase with that from the separation region. This means that when the separation
region is shrunk, the second shock is weaker and upstream, and when the separation region
is enlarged, the second shock is more prominent and downstream. The mode-superimposed
mean image in Figure 4.34 provides further insight into this coupling between the second
shock and the separation region. The separation region is smaller when the second shock is
near its upstream position, and larger when it is near its downstream position.
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Physically, this can be explained in relation to shock strength. At the downstream position
of the second shock, the expansion over the cone—cylinder junction causes the flow velocity
to reach approximately 360 m/s, producing a stronger shock. Due to the high pressure
behind the second shock, the shear layer loses energy, resulting in a larger separation region.
Conversely, when the second shock is at its upstream position, the expansion region is smaller,
producing a weaker shock. and leading to a smaller separation region.

20
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Figure 4.33: Shape of the first POD mode at M = 0.8.
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Figure 4.34: u component of first mode superimposed on the mean flow at M = 0.8.

4.6.2 Mode 2: Undulation motion

The spatial distribution of the second POD mode at M = 0.7 is shown in Figure 4.35. It
exhibits two local extrema in both the u- and v-component shapes: the first at x = 20 mm and
the second at = 50 mm. The region of negligible contribution between these two extrema lies
near the mean reattachment point at x = 27 mm. The local extrema in u are out of phase with
the corresponding extrema in v. The first local extremum causes a reduction in the horizontal
velocity component and an increase in the vertical velocity component, resulting in an upward
displacement of the shear layer. In contrast, the second extremum increases the horizontal
component and decreases the vertical component, producing a downward displacement of the
shear layer. Thus, the second POD mode is associated with an inflection of the shear layer
and can be linked to the undulating motion of the shear layer.

The amplitude-scaled mode shapes superimposed on the mean flow, shown in Figures 4.36
and 4.37, provide a clearer view of the flow structures associated with the second mode.
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The first local extremum, when at maximum positive amplitude, traps more fluid inside
the separation region. The second local extremum induces higher downstream and radially
downward motion, curving the shear layer toward reattachment. This represents momentum
injection into the separation region. Conversely, when at maximum negative amplitude, the
opposite occurs, and an inflection in the shear layer is visible in the u-component plot. In
this case, a region of slow-moving fluid is being shed, representing momentum ejection from
the separation region.

The local extrema in the second mode are located upstream and downstream of the mean
reattachment point. The v-component mode-superimposed image(Figure 4.37) shows the
undulation motion contributing to either side of the mean reattachment point. Therefore,
the undulation motion of the shear layer has minimal influence on the unsteadiness of the
reattachment location, but is primarily responsible for the momentum injection and ejection
processes in the separation region. The second mode at M = 0.8 shows a similar structure
with no significant contribution from either of the shocks and is therefore not presented here.
The reader is referred to the Appendix F for the mode shapes.
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Figure 4.35: Shape of the second POD mode at M = 0.7.

Mode 3

The shape of the third POD mode at M = 0.7 for the RO case is shown in Figure 4.38. This
mode exhibits a wavelength similar to that of the second mode, but with its extrema located
further upstream. Due to the alternating arrangement of local maxima and minima, this
mode also contributes to the undulation of the shear layer. Being closely spaced in the POD
spectrum, the second and third modes form a mode pair associated with the undulating mo-
tion of the shear layer and are responsible for the momentum injection and ejection processes
within the separation region.

4.6.3 Radius effects

To analyse the impact of the boattail radius on the spatial modes in the flow, the R10 and
R20 cases were planned to be tested at M = 0.7 and M = 0.8. However, due to operational
limitations in the TST-27, only one run for the R10 case at M = 0.7 was conducted. As
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Figure 4.36: u component of second mode superimposed on the mean flow at M = 0.7.
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Figure 4.37: v component of second mode superimposed on the mean flow at M = 0.7.
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Figure 4.38: Shape of the third POD mode at M = 0.7.
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Figure 4.39: POD energy spectrum for R10 case at M = 0.7

mentioned in Section 3.4.3, a total of 1050 PIV snapshots were planned for each configuration,
and this was achieved for the RO case, but only 350 snapshots were captured for the R10 case.
The POD energy spectrum for R10 at M = 0.7 is shown in Figure 4.39. Approximately 50%
of the total energy is captured in the first 13 modes, with the first three modes contributing
29% in total, compared to only 23.5% for the RO case at M = 0.7. This increase arises mainly
from the first mode, which alone contributes 18%, while the second and third modes account
for 6% and 5%, respectively. To ensure that this increase is not simply an artefact of the

smaller sample size, a reduced run of 350 snapshots was also analysed for the RO case at
M =0.7.

The first mode shape shown in Figure 4.40 shows a contribution from the third expansion
region over the boattail curvature. This appears as a positive contribution in the © component
and a negative contribution in the v component, in phase with the contribution from the
separation region in both cases. Further more the contribution from the separation region is
more curved on the upper part, indicating that the boattail radius affects the shear layer and
thus impacts the shape of the separation region.

The coupling between the separation region and the third expansion region can be inferred
from the mode-superimposed mean images in Figures 4.41 and 4.42. At its maximum positive
amplitude, there is expansion over the boattail curvature, causing the flow to be deflected
downward at separation resulting in a smaller separation region. This is precisely visible from
the v component plots, where a higher concentration of radially inward movement is seen over
the curvature of the boattail. At its maximum negative amplitude, there is no expansion over
the boattail radius and the flow separates almost before the curvature begins, leading to a
larger separation region. This mode contributes to higher oscillation in the reattachment
point than the RO case due to the flow following the boattail curvature. This is also seen as
an increase in the energy content of the flapping mode.

The undulating modes (Mode 2 and 3) are similar in structure as the ones for R0 case and
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the reader is referred to the Appendix F to look at the mode shapes.
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Figure 4.40: Shape of the first POD mode at M = 0.7 for R10 case.

Prediction for M = 0.8 case

For M = 0.8 case, it is expected that the contibution from the second shock for the flapping
motion will be taken over by the third shock. This is based on seeing a contribution of the
thrid expansion region to flapping mode at M = 0.7, and also due to the shear layer lifting at
the third shock foot seen in the schlieren images. Like the second shock in the RO case, the
contribution from the third shock in R10 and R20 is expected to be out of phase with the
separation region. This will cause the separation region to be larger when the thrid shock
is present and be smaller when its not present. This pattern is seen in Section 4.7, where
spectral POD modes from the schlieren images are discussed.
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Figure 4.41: u component of first mode superimposed on the mean flow at M = 0.7 for R10
case.
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Figure 4.42: v component of first mode superimposed on the mean flow at M = 0.7 for R10
case.
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4.7 Spatio-temporal Modal analysis

The use of a high acquisition rate of 25kHz in schlieren enables detailed spectral analysis
of the flow field, with a maximum resolved frequency of 12.5kHz. To this end, two comple-
mentary methods are employed. First, a pixel of interest is selected, and the pixel intensities
within a surrounding 4 x 4 window are averaged. The Fourier transform of this averaged
intensity time series is then computed to identify dominant energetic frequencies. Second,
the entire Schlieren image dataset is processed using a spectral proper orthogonal decompo-
sition (SPOD) algorithm, which extracts the dominant spatial modes associated with these
energetic frequencies. It is done in an effort to extract the frequencies at which the flapping
and undulation modes oscillate. The spectrum from SPOD is generated by summing the first
5 modes at each resolved frequency. As already mentioned in Section 3.6.4, the frequency
resolution of this analysis is 12.2H z and Strouhal number resolution ranges from 0.0004 to
0.0006. The frequency spectrum is presented in terms of the Strouhal number based on the
step height of the HHF', which is defined as follows:

fxh
u

Sty = (4.1)

where f is the frequency in Hz, h is the step height in m, and wu is the freestream velocity in
m/s.

Figure 4.44 presents the Strouhal number spectra obtained from pixel intensity signals at three
representative locations in the flow: the shear layer, the first shock, and the second shock
(as indicated in Figure 4.43). The first shock shows a single tonal peak at St;, = 0.0156,
indicating oscillation at a frequency of 410 Hz. This frequency has previously been identified
as a characteristic noise of the wind tunnel in earlier studies conducted in this facility [49, 19,
18]. Solana [46] performed Schlieren measurements in an empty test section and found that
the facility noise is concentrated at 415 Hz, remaining unchanged for the two Mach numbers
tested (M = 0.75 and M = 0.8). It is therefore inferred that the first shockwave couples with

Figure 4.43: Location of sample pixels for FFT
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(a) Shear layer (b) First shock (¢) Second shock
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Figure 4.44: FFT of pixel intensities at different locations for RO at M = 0.8

the tunnel’s pressure disturbances and oscillates at this same frequency.

Inspection of the pressure-tap frequency spectrum from Panda et al. [42] (Figure 4.45) suggests
the presence of peaks near 400 Hz and 800 Hz at M = 0.8 for the K05 location, downstream
of the bi-conic junction. Although these features were not explicitly discussed in their study,
they may indicate that the shock system in their configuration oscillated at a frequency close
to 400 Hz, distinct from the tunnel background noise reported around 1200 Hz. In the present
facility (TST-27), the tunnel background noise is centred at ~ 415 Hz. The close agreement
between this facility tone and the ~ 400 Hz peak observed in Panda’s spectrum suggests that
the shock oscillations become frequency-locked with the dominant tunnel disturbance.

The second shock shows two peaks—one at St;, = 0.0156 and another at St;, = 0.031. The
second peak corresponds to a frequency of 847 Hz, which is close to the first harmonic of the
410 Hz fundamental. These two peaks are also visible in the shear layer spectrum, although
with significantly lower intensity, and there is a much higher contribution from the higher
frequencies in the shear layer.

4.7.1 Mach number effect

The Strouhal number spectra for the RO configuration at different Mach numbers are pre-
sented in Figure 4.46. Panel (a) shows the premultiplied FFT spectra obtained from pixel
intensity fluctuations in the shear layer, while panel (b) shows the corresponding SPOD spec-
tra, summed over modes 1-5.

For the M = 0.6 case, the shear-layer FFT spectrum does not exhibit any distinct tonal peaks.
This is likely due to the weak compressibility effects at this low Mach number, combined with
the low convection speed of structures within the separated region, making their detection in
schlieren images more difficult. However, the SPOD spectrum for M = 0.6 reveals multiple
peaks, albeit at lower energy levels than those observed for the higher Mach number cases.
The first of these occurs at St;, = 0.027, followed by a harmonic at St;, = 0.052. The other
peaks observed in SPOD spectra could be artifacts from the processing algorithm, as the mode
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Figure 4.45: Frequency spectrum from pressure transducers reported by Panda et al.[42] (a) M
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shapes at those frequencies don’t exhibit coherent structure and show large contributions from
the freestream. Refer Appendix H, for the mode shapes at these frequencies.

In contrast, the M = 0.7 and M = 0.8 cases show well-defined spectral peaks at St, =
0.017(412Hz) and St, = 0.015(410H z), respectively. As discussed earlier, these correspond
to the characteristic facility noise of the TST-27 wind tunnel, which occurs at a fixed frequency
of approximately 415 Hz, independent of the flow Mach number. Because the Strouhal number
is normalised by the flow speed, the same absolute frequency manifests at different St; values
for different Mach numbers.

Both M = 0.7 and M = 0.8 also exhibit secondary peaks at their respective first harmonics
of the tunnel noise: St;, = 0.034 for M = 0.7 and St;, = 0.031 for M = 0.8. These harmonic
peaks are present in both the shear-layer FFT spectra and the SPOD spectra, but with
greater clarity and energy concentration in the SPOD results, indicating that contributions
arise from the overall flow field rather than just the shear layer. Both the spectra for M =
0.8 show a broadband peak in the range St;, = 0.01 to Sty = 0.08, inclusive of the two tonal
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peaks, unlike at other Mach numbers. This could be due to the intense pressure waves in the
windtunnel being spread across a frequency range.
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Figure 4.46: Strouhal number spectrum for RO case at different Mach numbers

The mode shapes corresponding to the flapping mode for the RO case are shown in Fig-
ure 4.47. For M = 0.7 and M = 0.8 [Figures 4.47(b) and 4.47(c)], the flapping mode exhibits
contributions from both the first and second shocks. As discussed in Section 4.6, at M = 0.8
the shear-layer flapping is primarily coupled to the oscillation of the second shock, and such
coupling is expected to be confined to the separation region and the second shock. However,
the SPOD modes also reveal contributions from the first shock. This arises because SPOD
extracts dominant spatial modes at specific frequencies, and therefore any component oscil-
lating at the same frequency—as in the case of the first shock—appears in the corresponding
mode, even if it is not physically coupled to the shear layer dynamics.

Interestingly, the SPOD mode shapes show the second shock and the shear layer to be in phase,
which is opposite to the out-of-phase behaviour observed in the POD results. This difference
is not due to a discrepancy or error, but rather a result of the physical quantity visualised
by schlieren imaging. Schlieren visualises gradients of refractive index, which in compressible
flows are directly related to pressure gradients. In the instantaneous images, the expansion
region and shear layer on the upper surface appear as lighter regions. The present mode shape
therefore indicates that when the expansion region over the cone—cylinder junction is larger,
the shear layer remains relatively straight, producing a larger separation bubble. Conversely,
when the second expansion is weaker, the shear layer angles downward into the second-stage,
thereby reducing the extent of the separation region. In other words, a downstream position
of the second shock corresponds to a straight shear layer, whereas an upstream position is
associated with a curved shear layer.
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As discussed earlier, the shocks are locked to the facility’s characteristic frequency. Since the
flapping mode promotes coupling between the second shock and the shear layer, the shear
layer flapping at higher Mach numbers is also locked to this frequency. For M = 0.6, where no
discernible shocks are present, the shear-layer flapping is free to occur at its natural frequency
of Sty, = 0.027 (567Hz). In the absence of tunnel frequency coupling, it is expected that
the flapping frequency of the shear layer (and associated shock oscillations) at higher Mach
numbers would also be close to this value. Notably, the first and the second shock appear
out of phase with each other, further strengthening the dynamics of the system discussed in
Section 4.5.1
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Figure 4.47: Flapping mode at different Mach numbers for RO case

The undulation modes for the RO case at different Mach numbers are presented in Figure 4.48.
In agreement with the POD mode shapes discussed earlier, the SPOD results show no signif-
icant contributions from either the first or second shock at the higher Mach numbers. The
mode shapes obtained from SPOD are also less spatially coherent compared to the POD
results, which can be attributed to the influence of background tunnel pressure waves con-
taminating the flow signal. In addition, the flow structure within the separation region is not
as clearly discernible. This is primarily because the slow-moving fluid in this region produces
relatively weak compressibility effects, making it more difficult for schlieren imaging to resolve
the features sharply.

The undulation mode at M = 0.6 occurs at a much higher Strouhal number, St;, = 0.99,
compared to the lower values observed at the higher Mach numbers (St;, = 0.076 for M = 0.7
and St, = 0.071 for M = 0.8). This discrepancy is again likely linked to the reduced
compressibility effects at M = 0.6.

4.7.2 Radius effect

The Strouhal number spectra for the RO, R10, and R20 cases at M = 0.8 are shown in
Figure 4.49. The peaks associated with the shock oscillations occur at the same Strouhal
number across all three boattail radius configurations, indicating that the dominant shock
dynamics remain locked to the tunnel’s characteristic frequency. However, as seen in Fig-
ure 4.49(a), the shear layer energy levels increase for the radius cases, suggesting stronger
large-scale unsteadiness in the separated flow.
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(a) M = 0.6, St; = 0.99 (b) M = 0.7, Stj, = 0.076 (¢) M = 0.8, St), = 0.071

Figure 4.48: Undulation mode at different Mach numbers for RO case
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Figure 4.49: Strouhal number spectrum for RO, R10 and R20 cases at M = 0.8
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The corresponding flapping and undulation mode shapes for the R10 and R20 cases are
presented in Figures 4.50 and 4.51, respectively. The most notable radius-induced changes
appear in the flapping mode structures. As predicted in Section 4.6.3, the radius cases show a
distinct contribution from a third shock wave, located along the boattail curvature. Consistent
with the prediction earlier, this third shock oscillates out of phase with the shear layer motion.

The coupling mechanism between the third shock and the shear layer can be interpreted
using the same analogy discussed earlier for the RO flapping modes. In schlieren images, the
third shock manifests as a darker region on the upper side of the model, over the boattail
curvature. The mode shapes indicate that when the third shock is present (darker region), the
shear layer on the upper surface becomes straighter (uniform lighter band), which correlates
with a larger separation bubble. Conversely, when the third shock disappears and the flow
follows the curvature to expand (lighter region over the boattail curvature), the shear layer
curves more steeply towards the second stage, reducing the size of the separation bubble.

The clear out-of-phase relationship between the three-shock structure and the shear layer

observed in these SPOD modes reinforces the dynamics described in Section 4.5.2, further
highlighting the influence of boattail radius on the shock—shear layer interaction.

250 l ’ y y T T g 250 X ’ . . . : g 0015
001 001
200 \ | .I 200 - l ' | ——— -I

0.005 0.005

0

Mode amplitude

100 F
0.005 " -0.005

L L 0015
50 100 150 200 250 300 350 50 100 150 200 25 300 350
pixel x pixel x

(a) R10, St;, = 0.0156 (b) R20, St, = 0.0156

Figure 4.50: Flapping mode at at M = 0.8 for R10 and R20 cases

4.7.3 Discussion

The Strouhal numbers for the flapping and undulation modes across all tested configurations
were extracted. The flapping mode maintains a consistent St for a given Mach number,
while the undulation mode shows noticeable variation across configurations at M = 0.7 and
M = 0.8, as illustrated in Figure 4.52. The corresponding Strouhal numbers for both modes
are summarised in Table 4.2, where the mean value is reported for Mach numbers exhibiting
configuration-dependent variation.

Scharnowski et al. [58], using DMD on a Zonal RANS-LES simulation of a planar BFS at
M = 0.8, reported St, = 0.01 for the flapping mode and St;, = 0.07 for the undulation

mode (termed “pumping” and “flapping,” in their article). In comparison, Schrijer et al. [55]
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Figure 4.52: Strouhal numbers of the undulation mode across all configurations.

employed high-speed PIV on an axisymmetric BFS at M = 0.7, obtaining higher values of
Stp, = 0.047 and St = 0.134 for the flapping and undulation modes, respectively.

At M = 0.6, the extracted flapping- and undulation-mode frequencies align closely with
Schrijer et al. [54], but differ from Scharnowski et al. [58], likely due to geometric and flow-
setup differences between axisymmetric and planar BFS configurations. At higher Mach
numbers (M = 0.7 and M = 0.8), the extracted flapping-mode frequencies deviate from
those reported in both planar [58] and axisymmetric [55] BFS studies; this discrepancy in Sty
is attributed to locking of the shocks to the tunnel’s characteristic frequency in the present
facility. By contrast, the undulation-mode frequencies show closer agreement with literature
values (e.g. St, ~ 0.07 in [58]). It is worth noting that the models in those studies had
d/D = 0.4, whereas Model 11 has d/D = 0.625, which may also contribute to the observed
differences. Overall, the present results compare well with the BFS literature, except for
modes directly influenced by shock—tunnel interactions.
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Mach Number Flapping St;, Undulation St

0.6 0.027 0.10
0.7 0.017 0.077
0.8 0.015 0.077

Table 4.2: Extracted Strouhal numbers with respect to step height (St,)
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Conclusion

This study investigated the effect of boattail radius on transonic flows over Hammerhead
Fairings (HHFs). An academic HHF configuration, the Coe and Nute Model 11, was selected
as the test platform owing to its extensive documentation in literature and its ability to
capture the essential flow features of HHF geometries. The motivation for this research
stemmed from the absence of a systematic investigation into the influence of boattail radius
on HHF flows. Although prior work has characterised HHF aerodynamics using techniques
such as schlieren imaging, shadowgraphy, and unsteady pressure-sensitive paints, advanced
measurement methods such as particle image velocimetry (PIV) have only recently been
applied to the Model 11, and no published study has examined its unsteady flow dynamics
using advanced modal decomposition techniques. This thesis, therefore, aimed to address two
primary gaps: the influence of boattail radius on HHF aerodynamics and the characterisation
of the unsteady flow field using advanced analysis tools.

To define a meaningful set of boattail radii, the turbulent boundary layer (TBL) thickness
at separation was estimated using the reference temperature method and a flat-plate approx-
imation. Radius values were then selected to ensure the ratio of radius to TBL thickness
ranged from near unity to an order of magnitude greater. Two experimental campaigns were
conducted. The first consisted of an exploratory high-speed schlieren study across all ra-
dius configurations, followed by oil-flow visualisation at selected cases to extract mean flow
features. The second campaign focused on PIV measurements at selected configurations,
optimised for high spatial resolution at the expense of temporal resolution. Post-processing
employed advanced techniques such as proper orthogonal decomposition (POD) and spectral
proper orthogonal decomposition (SPOD).

Key Outcomes

RQ1: How does the boattail edge radius affect the flow in a hammerhead fairing
configuration? The introduction of a boattail radius was found to generate a third ex-
pansion region over the curvature, occasionally terminated by a third shock. Configurations
were classified into two categories: weak radius effects (R3, R6) with minimal third shock
presence, and strong radius effects (R10, R15, R20) with a prominent third shock and a -
shock structure. Strong radius configurations promoted shock-induced separation, producing
a small separation bubble at the shock foot. The addition of a boattail radius also reduced
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reattachment length substantially—by about 10% for R3, and by 15-25% for R10 and R20
compared to the baseline. However, the third shock lifted the shear layer, leading to higher
oscillations in the reattachment location, as indicated by smeared oil-flow patterns.

RQ2: How can the unsteady flow field be characterised? The separation region
was dominated by two primary modes, similar to those in backward-facing step (BFS) flows.
The first, a flapping mode, governed oscillations in the reattachment point; its higher energy
content in the R10 case indicated larger oscillations in reattachment point. The second, an
undulation mode, was linked to momentum injection and ejection from the separation bubble.
The flapping mode was strongly influenced by geometric and flow features—at M = 0.8 for
RO it was coupled to the second shock, whereas at M = 0.7 for R10 it interacted with the
third expansion region. SPOD mode shapes confirmed that flapping behaviour in radius
cases at M = 0.8 was associated with the third shock. Spectral analysis revealed that the
flapping mode occurred at St, = 0.027 for M = 0.6, close to the BFS literature, but shifted
to Stp = 0.017 and St, = 0.015 at M = 0.7 and M = 0.8 due to tunnel-induced frequency
locking. The undulation mode appeared at St, = 0.077 for M = 0.7 and M = 0.8, again in
line with BF'S literature, but was higher (St, = 0.1) at M = 0.6.

In addition to these results, a detailed interpretation of the system dynamics was developed,
supported by complementary evidence from the SPOD mode shapes. Cross-correlation of
the first and second shock positions revealed an upstream convective velocity of approxi-
mately 36 m/s, suggesting that the associated disturbances are acoustic in nature. Overall,
the findings demonstrate that increasing the boattail radius shortens the separation length
but simultaneously introduces an additional shock system, which amplifies the unsteadiness
of the reattachment location. These effects carry important implications for the unsteady
loading and overall stability of launch vehicles, and warrant further investigation through
direct quantification of the unsteady forces.

5.1 Limitations

The main limitations of this study were:

1. The presence of facility-induced pressure waves, which locked shock oscillations to the
tunnel’s characteristic frequency, limiting true spectral characterisation.

2. PIV measurements were acquired at only 10 Hz, restricting spectral analysis of POD
time coefficients and preventing phase-averaged shock position studies.

3. Operational constraints curtailed the PIV campaign, resulting in no M = 0.8 data for
radius configurations.

4. Knife-edge blockage ratio changes between test days affected schlieren image contrast
and illumination consistency.

5. Rapid succession of oil-flow runs led to reduced model surface temperature, causing oil
to adhere more strongly and producing patchy patterns.
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6. Literature on transonic BFS flows reporting the spectral content of the modes is only
available for models with d/D = 0.4. Since Model 11 has d/D = 0.625, this geometric
difference could have contributed to the variations observed in the Strouhal number
values.

5.2 Recommendations for Future Work

Future research should:

1. Complete PIV measurements for radius cases at higher Mach numbers to extend un-
derstanding of unsteady behaviour.

2. Conduct high-speed PIV to complement schlieren-based spectral analysis.

3. Perform comprehensive CFD studies to determine spectral characteristics free from
facility effects and to enhance physical interpretation.

4. Investigate edge radius effects in canonical BFS flows using both experimental and
computational methods.

5. Quantify unsteady aerodynamic loads on the Model 11 with varying boattail radii.

In summary, this work provides the first systematic experimental investigation of boattail ra-
dius effects on HHF aerodynamics, combining schlieren, oil-flow, and PIV measurements with
advanced modal analysis. The findings show that while larger boattail radii can beneficially
reduce separation length, they introduce additional shock structures that intensify unsteady
separation dynamics, potentially impacting vehicle stability. These results contribute valuable
new data to the open-access HHF database and offer insight into design trade-offs relevant
to both academic research and industrial applications.
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Solid Blockage Estimation

To verify the approximate increase of AM = +0.05 reported by Romero [49] and
D’Aguanno [20], the one-dimensional (1D) compressible flow relation between Mach num-
ber and area variation is used to estimate the effect of solid blockage. This analysis is based
purely on geometry and neglects the influence of wind tunnel boundary layer growth. The
following governing equation is employed:

dV dA

— 2 . e
(1—-M?) % " (A.1)
dV =a-dM (A.2)

where M is the setpoint Mach number, V is the freestream velocity, A is the test section
area, and a is the speed of sound. Equation above is an approximation, assuming a negligible
change in sonic velocity due to blockage. The freestream conditions are calculated using
isentropic relations, as summarised in Table below. A blockage ratio of 2.75% at a = 0° is
applied to estimate the corresponding change in Mach number.

M| AM
0.8 | 0.061
0.7 1 0.037
0.6 | 0.026

Table A.1: Blockage effect on Mach number

The resulting values of AM range from +0.026 to +0.061, closely aligning with the predicted
increase of approximately +0.05. This confirms that the estimated blockage-induced rise in
Mach number is physically reasonable.
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Wind Tunnel Test Matrix

The experimental work was conducted in two campaigns. The first was an exploratory cam-
paign using Schlieren imaging and surface oil-flow visualisation to map the principal flow
features and guide case selection. The second campaign focused on high—spatial resolution
PIV measurements at selected configurations. Owing to operational constraints in the TST-
27 facility, the PIV campaign could not be completed in full; only 7 of the planned 18 runs
were executed. The test matrices for both campaigns are provided on the following pages.
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Measurement BT angle BT radius AoA
technique Block SN FoV © (mm) © Mach Comments
1 1 2 34 0 0 0.8
2 0.6
3 0 0.7
4 0.8
34 0
5 0.6
2 1
6 4 0.7
7 0.8
8 0.7
15 0 0
9 0.8
10 0.7
3 0
11 0.8
12 0.7
6 0
13 0.8
14 0.6
15 10 0 0.7
3 1 34
16 0.8
17 0.7
15 0
18 0.8
19 0.6
20 20 0 0.7
21 0.8
Schlieren 22 0.6
23 3 0.7
24 0.8
25 0.6
26 6 0.7
27 0.8
3 0
28 0.6
29 10 0.7
30 0.8
31 0.6
4 34
32 20 0.7
33 0.8
34 0.7
3
35 0.8
36 6 0.8
37 ! 10 4 0.7
38 0.8
39 15 0.8
40 0.7
20
41 0.8
42 0 0.8 i
5 4 34 0 Wltho.ut
43 10 0.8 ripstrips
Shadowgraphy 6 44 1 34 0 0 0.8
45 1 0 0 0.8 Flipped KE
46 3 34 0 0 0.8 first shock
7 47 10 0.8 first shock
Schlieren 48 0 0.75
1 34 0
49 10 0.75
g 50 4 34 10 0 0.8 Horizontal KE
51 4 34 10 0 0.8 Vertical KE
52 0.6
53 0 0.7
54 0.8




Oil Flow

55

56

57

58

59

60

61

62

63

64

34

3 0.8
0.6
10 0.7
0.8
20 0.8
0 0.8
3 0.8
10 0.8
20 0.8
10 08 Without

tripstrip




Measurement

. SN BT radius AoA Mach Runs Planned | Runs performed
Technique
1 0 0.7 3 3
2 0.8 3 3
3 0.7 3 1
PIV 10 0
4 0.8 3 -
5 0.7 3 -
20
6 0.8 3 -




Schlieren results

(@ RO (B)RI0 (¢) R20

Figure C.1: Instantaneous schlieren images across all radii configurations at M = 0.6

(d)R10 (e)RI5 () R20

Figure C.2: Instantaneous schlieren images across all radii configurations at M = 0.7
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Figure C.3: Pixel intensity standard deviation plots of all radii configurations at M = 0.6
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Schlieren results
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Figure C.4: Pixel intensity standard deviation plots of all radii configurations at M = 0.7
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Figure C.5: Time evolution of pixel line intensity for R10 case at M = 0.8
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Impact of Trip strip

To assess the impact of the trip strip, two schlieren runs and one oil-flow run were performed
at M = 0.8. Figure D.1 shows instantaneous Schlieren images for the RO and R10 cases,
captured at a reduced acquisition rate of 5 kHz. The observed flow structures are consistent
with those reported by Romero [49], obtained using a similar field of view, and also the present
study with a zoomed-in FoV.

Figure D.2 presents the oil-flow pattern over the RO case. The separation length extracted
from this image is approximately 3.5k from the bottom corner, which agrees well with the
results from runs with the trip strip, differing by only about 1 mm. This small discrepancy
may be attributed to uncertainties in the extraction technique.

Interestingly, a noticeable accumulation of oil is observed near the forward region of the nose,
at the location where the trip strip would normally be installed. The slight discontinuity at
the geometric transition between the hemispherical nose and the first cone seems to promote
this accumulation. This suggests that the transition itself could act as an additional tripping
mechanism. Therefore, the flow behaviour observed with and without the trip strip is expected
to be broadly similar.

(a) RO (b)R10

Figure D.1: Instantaneous schlieren images without tripstrip at M = 0.8
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Figure D.2: Oil flow image for RO case without tripstrip at M = 0.8
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PIV results

x [mm]
[ \ L ——
0 0.05 0.1 0.15 0.2 0.25 0.3
RMS v/Uy [-]

Figure E.1: Standard deviation of vertical velocity at M = 0.8 for RO case
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Figure E.2: PIV mean vertical velocity field at M = 0.7 with streamlines superimposed for RO
case
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Figure E.3: Standard deviation of horizontal velocity at M = 0.7 for RO case
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Figure E.4: Standard deviation of vertical velocity at M = 0.7 for RO case
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Figure E.5: PIV mean vertical velocity field at M = 0.7 with streamlines superimposed for R10
case
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Figure E.6: Standard deviation of horizontal velocity at M = 0.7 for R10 case

x [mm]
N \ L T——
0 0.05 0.1 0.15 0.2 0.25 0.3
RMS v/U, [-]

Figure E.7: Standard deviation of vertical velocity at M = 0.7 for R10 case
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POD modes

F.1 RO case at M = 0.8
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Figure F.1: v component of first POD mode superimposed on the mean flow at M = 0.8 for RO
case.
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Figure F.2: Shape of the second POD mode at M = 0.8 for RO case.
MSc. Thesis

Mathesh Babu Jaguva Krishnamoorthy



128 POD modes

-40  -20 0 20 40 60 -40  -20 0 20 40 60

(a)a-l'a(rbu (b)a_aqbu
EEE—— | ] T
-100 -50 0 50 100 150 200 250 300 350
u [m/s]

Figure F.3: u component of second POD mode superimposed on the mean flow at M = 0.8 for
RO case.
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Figure F.4: v component of second POD mode superimposed on the mean flow at M = 0.8 for
RO case.

F.2 R10 case at M = 0.7
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Figure F.5: Shape of the second POD mode at M = 0.7 for R10 case.
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Figure F.6: u component of second POD mode superimposed on the mean flow at M = 0.7 for
R10 case.
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Figure F.7: v component of second POD mode superimposed on the mean flow at M = 0.7 for
R10 case.

F.3 Third mode at M = 0.7 for RO case
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Figure F.8: u component of third POD mode superimposed on the mean flow at M = 0.8 for
RO case.
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Figure F.9: v component of third POD mode superimposed on the mean flow at M = 0.8 for
RO case.
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Strouhal number Spectra
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Figure G.1: FFT of pixel intensities at different locations for R10 at M = 0.8
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Figure G.2: FFT of pixel intensities at different locations for R20 at M = 0.8
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Figure G.3: Strouhal number spectra for R10 case at different Mach numbers
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Figure G.4: Strouhal number spectra for R20 case at different Mach numbers
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Figure G.5: Strouhal number spectra for different cases at M = 0.6
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Figure G.6: Strouhal number spectra for different cases at M = 0.7
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H.1 Strouhal numbers

SPOD results

Table H.1: Flapping and Undulation Strouhal numbers at different Mach numbers and radii.

Mach Radius [mm]

Flapping Stp,

Undulation Sty

0.6 0 0.027 0.099
10 0.027 0.100
20 0.027 0.100
0.7 0 0.017 0.076
3 0.017 0.069
6 0.017 0.076
10 0.017 0.077
15 0.017 0.077
20 0.017 0.077
0.8 0 0.0150 0.071
3 0.0156 0.079
6 0.0156 0.077
10 0.0156 0.082
15 0.0156 0.080
20 0.0156 0.072
H2 M = 0.6
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SPOD results
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Figure H.3: SPOD mode at St;, = 0.123

H.3 Flapping mode
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Figure H.4: SPOD mode at St;, = 0.173
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Figure H.5: Flapping mode at different Mach numbers for R10 case
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Figure H.6: Flapping mode at different Mach numbers for R20 case
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Figure H.7: Undulation mode at different Mach numbers for R10 case
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Figure H.8: Undulation mode at different Mach numbers for R20 case
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