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Summary 

Government institutions collect and produce an extraordinary number of datasets to 

conduct and execute their programs and agendas. Various types of datasets collected 

by the governments can increase transparency and accountability, improve citizen 

engagement, and create value-added services for the public. Through the Open 

Government Data (OGD) initiatives, Non-Government Organisations (NGOs), private 

agencies, business enablers, data analysts, researchers, civil societies, and other open 

data stakeholders can take advantage of disclosing the government datasets. 

Despite its significance, the decision-making process to disclose government 

datasets is given limited attention and encounters several challenges. Although 

numerous datasets have been published to the public, many datasets remain 

undisclosed. Government institutions face several challenges in deciding to open 

datasets. First, the governments have not systematically analysed datasets to identify 

the benefits and disadvantages of opening datasets. Decision-makers, policy-makers, 

civil servants, and administrative officers do not know how to balance the advantages 

and disadvantages of opening datasets. Second, various stakeholders’ backgrounds 

may have different objectives and interests to analyse and disclose datasets. Third, 

the easy understanding of possible disadvantages of opening datasets results in 

moving away from the potential benefits due to the risk-avoiding culture in 

government. Therefore, these results in keeping datasets undisclosed. 

Furthermore, the stakeholders’ involvement in the decision-making process 

to open data, such as politicians, executive boards, decision-makers, civil servants, 

data analysts, and societies, all play essential roles and have different objectives for 

opening and using the datasets. For example, some decision-makers might have the 

authority to publish or keep the dataset closed. Some public servants might be risk-

averse, whereas others might open datasets without considering possible negative 

consequences. As a result, the decision-making process becomes fuzzy, and the 

objectives of disclosing data are not reached. The different roles and interests of the 
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heterogonous actors in the internal government organisation might create 

uncertainty and delay the decision-making process.  

Although there are guidelines, there are no decision-making tools to help 

governments decide to open their datasets. On the governments’ side, the potential 

disadvantages might easily dominate over the advantages. It is much easier for the 

decision-makers to keep a dataset closed than take the disadvantages of releasing a 

dataset. The lack of insights and expertise in estimating the potential advantages and 

disadvantages of opening data can also lead to uncertainty, which might result in 

avoiding the disclosure of datasets. Therefore, this research aims to develop Decision-

making Support for Opening Government Data (DSOD). This DSOD accommodates a 

systematic approach to decide to open datasets. To achieve the objective of this 

research, we followed the Design Science Research (DSR) approach. The DSR 

approach results in developing a prototype of the DSOD as a design artefact and 

demonstrate it to the stakeholders.  

This study successfully answered four main research questions, as follows:  

First, what are the advantages and disadvantages of opening data? A 

comprehensive systematic literature review was performed to answer the first 

research question (RQ#1). Various types of open data’s advantages, such as 

improving transparency, enhancing accountability, and stimulating citizen 

engagement, were identified. We also identified the disclosing data’s disadvantages, 

such as privacy violation, data-sharing dispute, and misinterpretation of the data. 

These identified influencing factors contribute to the literature, particularly for 

developing a taxonomy of the advantages and disadvantages of opening data.  

Second, what are the elements of the decision-making support for opening 

data? A comprehensive systematic literature review and a preliminary case study in 

some government departments in Indonesia were carried out to answer the second 

research question (RQ#2). This question’s answering resulted in identifying eight main 

elements from the literature, namely (1) Database Management System (DBMS), (2) 

Model Base Management system (MBMS), (3) Dialogue Generation and Management 

System (DGMS), (4) User interface, (5) User authentication, (6) Decision context, (7), 
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Knowledge-based, and (8) The model and analytical tool. The DSOD’s elements were 

used to formulate detailed steps that can be followed for making decisions to open 

data. The best practice on how decision-makers in Indonesia decide to open data was 

used as a starting point to define the decision-support elements. The elements of the 

DSOD contribute to the literature with regards to the decision-making support 

requirements and detailed steps that need to be taken in the decision-making process 

to open data.  

Third, what are the functionalities of a prototype? The design of a DSOD was 

implemented using a prototype. Several functionalities of the DSOD were provided 

to answer the third research question (RQ#3). The proposed prototype covered a 

conceptual model of decision-making to open data, which consist of five main 

functionalities, namely (1) retrieve and decompose datasets, (2) evaluation the 

datasets, (3) assessment the datasets, (4) decision-making, and (5) iteration and 

update the datasets. The functionalities of the DSOD contribute to the literature and 

practical overview by employing three decision-making methods, namely Bayesian-

belief Networks (BbN), Fuzzy Multi-criteria Decision-making (FMCDM), and Decision 

Tree Analysis (DTA).  

Fourth, what are the differences between BbN, FMCDM, and DTA to support 

decision-making about opening of the dataset? To answer RQ#4, we experimented 

with three different methods using three stakeholder groups. The stakeholder groups 

are governments, academia/universities, and communities/professionals. There are 

three main criteria for evaluating the differences between the three selected methods, 

e.g., how transparent is the process? How accurate are the expected results? And how 

useful is the proposed DSOD is for the open government data stakeholders? 

The quasi-experiment indicated that stakeholders who had limited 

knowledge found the advanced decision-making methods challenging to use. These 

types of stakeholders, such as civil servants and administrative officers, prefer to 

employ the DOSD for its usefulness and easiness. In contrast, stakeholders having 

already knowledge and expertise in the decision-making process, focused more on 
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the transparency and accuracy of decisions. Our findings suggest that the preferred 

problem-solving strategies depend on the stakeholder’s background and expertise.  

The use of three different methods was evaluated. A quasi-experiment was 

conducted by applying a two-group random assignment pre-test and post-test 

design. The outcomes confirm that there are differences in performance. BbN can 

weigh the benefits and disadvantages of the opening dataset by taking into account 

uncertainties and conditional dependencies, which are driven by external events, such 

as the opening of other datasets. Our quasi-experiment shows that BbN is the best 

method for understanding how the factors are related to each other. FMCDM 

provides an efficient solution to decision-making problems in the open government 

data field that can work with various types of inputs, such as qualitative and 

quantitative information from the experts. These results in benefits for the 

stakeholders that have different knowledge levels and expertise. The DTA provides a 

mechanism for dealing with the costs, benefits, and possible consequences of 

opening data. This results in stakeholder benefits to create a comprehensive analysis 

of the implications of the potential costs and benefits of opening data along each 

decision branch and identifies decision nodes. The three methods are the most 

appropriate depending on the goals to achieve, the stakeholders who want to use the 

method, the datasets, and the situation. The findings contribute to a better 

understanding of the effects of decision-making methods. 

In the e-procurement case study, our quasi-experiment identified several 

essential findings. First, in terms of the transparency process of the DSOD, BbN 

appears to be the best method to be employed in the decision-making process to 

analyse the datasets compare to two other methods. Second, related to the accuracy, 

BbN presented the best performance to guarantee the process's results are more 

precise. Third, regarding the perceived ease of use, the BbN seems the best method. 

Fourth, however, the differences in the tendency to use the usefulness methods, DTA 

appears to be the best systematic method. 

Moreover, in the medical records case study, transparency process of the 

DSOD, DTA performs to be the best method. In terms of the accuracy of the results, 
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BbN scored highest compared to other methods. Regarding the perceived ease of 

use, the DTA was successfully performed in the DSOD experiment. Finally, BbN has 

performed the best method to analyse the advantages and disadvantages of opening 

data with regard to its usefulness. 

Our MANOVA analysis shows that in the case study of e-Procurement, all the 

independent variables (transparency, accuracy, perceived ease of use, and usefulness) 

have no significant difference in the three methods used (BbN, FMCDM, and DTA). 

The MANOVA analysis indicates that there were no significant differences among the 

methods used for the DSOD. On the contrary, in the second case study (medical 

records dataset), the MANOVA analysis shows that three independent variables, e.g. 

accuracy, perceived ease of use, and usefulness, significantly differ regarding the three 

methods used (BbN, FMCDM, and DTA). At the same time, the transparency variable 

has no significant differences among the proposed methods. The methods perform 

differently on the level of accuracy, perceived ease of use and usefulness.  

Our findings contribute to theorising decision-making for opening data. First, 

the taxonomy of OGD provides a comprehensive overview of the benefits and 

disadvantages. Second, the taxonomy can be used as the basis for decision-making 

support by systematically taken the benefits and disadvantages into account. Third, 

systematic and detailed steps of decision-making support to open data developed in 

this study can be used by the government organisations to analyse the diverse 

datasets. This provides a more fine-grained decision than merely closing or opening 

datasets. Fourth, the comparison of BbN, FMCDM and DTA reveals their different 

impacts and advantages for decision-makers. 

There are three limitations in this study that can be addressed in future 

research. First, this study was carried out from the interpretive paradigm, which 

supports multiple insights and realities derived from human beings. The 

interpretivism approach in this research is essential to understand the decision-

making process’s circumstances to open data. However, interpretative research has 

been criticised for not evaluating the objective evaluation criteria. Therefore, the 
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different stakeholders’ subjectivity in determining the disadvantages and advantages 

elements has openly occurred.  

Second, we focussed on decision-making support, but we did not analyse the 

political process resulting in open data policies in the decision-making process. 

Accordingly, power, a sense of openness, and dominance can play a role in the 

decision-making process. 

Third, we focussed on public servants in Indonesia. In other countries, the 

decision-making process might be different, and persons’ traits might be different. In 

some cultures, risk-averseness might be dominated, whereas in other countries, 

transparency. Therefore, bias might have occurred in this research because of the 

demographics scope of experimental-case study participants. 

Our first future research recommendation is to use the DSOD in other 

contexts and settings to generalise the findings. Second, there were only a few prior 

research studies in decision-making support to open data. As a result, further research 

is recommended to develop a research typology of participant groups. The use of 

research typology makes more specific the different types of participant groups and 

their requirements. Regarding the focused methods used in this research, other 

methods might be relevant, or methods can be combined to arrive at even better 

decision support. Hence, we recommend further research in this area. Finally, the 

different outcomes in the two experiments result in the recommendation to conduct 

more experiments in different contexts. 
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Chapter 1  

Introduction 
 

1.1 The quest towards opening government data 

Open Government Data (OGD) refers to data with legally open, machine-readable 

formats, non-discriminatory, and non-proprietary, which governments actively place 

on the OGD portals for public re-use and which can be accessed with minimal 

restrictions and used for free (European Commission, 2011, 2013, 2019; Geiger & Lucke, 

2012; Malamud et al., 2007; Open Knowledge Foundation, 2015). The “open” definition 

sets out several requirements that indicate how to enable the free use, re-use, and 

redistribution of data (Attard, Orlandi, Scerri, & Auer, 2015; Open Knowledge 

Foundation, 2015). Open data refers to available data free of charge to anyone without 

limitations (European Commission, 2011; Kučera, Chlapek, & Nečaský, 2013; V. Wang 

& Shepherd, 2020; Zuiderwijk & Janssen, 2013b). 

Government institutions collect and produce numerous datasets to perform 

their programs and tasks (Driss, Mellouli, & Trabelsi, 2019; Juana-Espinosa, 2020). 

These datasets’ opening could improve the public’s engagement, creating public trust, 

accountability, and transparency (McDermott, 2010). Opening public domain 

information through OGD initiatives can result in many advantages for society at a 

wide-scale (Zuiderwijk & Janssen, 2013b). Government institutions, Non-Government 

Organisations (NGOs), private agencies, business enablers, data enthusiasts, 

researchers, civil societies, and other stakeholders can benefit from opening the 

government’s datasets (Kim, Chung, & Trimi, 2014). The advantages of disclosing data 

may vary, like acquiring new knowledge, creating transparency and accountability, 

receiving updated information about the government’s ideas and achievements, 

generating and evaluating ideas, supporting policies and decisions, and other possible 

value proportions (Zuiderwijk, Janssen, & David, 2014).  

The datasets’ disclosure is ultimately expected to contribute to society (Ubaldi, 

2013; Zuiderwijk & Janssen, 2013b). For example, parents can explore datasets about 
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the quality of educational institutes, like secondary levels, to select a school for their 

children (e.g., https://www.scholenopdekaart.nl/middelbare-scholen). Researchers or 

academia can access various statistical datasets from an open government portal for 

the last five years, as they require applying for a research grant (e.g., 

https://dans.knaw.nl/ or https://researchdata.4tu.nl/). As the independent stakeholder 

reporting news, journalists might want to access the climate changes statistical datasets 

to explore their storylines of the news feed (e.g., 

https://opendata.cbs.nl/statline#/CBS/nl/). 

However, deciding to open a dataset is given limited attention and encounters 

several challenges. Disclosing data to the public domain might face several possible 

disadvantages. Datasets can be used for many unknown purposes. Various types of 

disadvantages like personal and organisational identifiable, misuse of the data, 

inaccuracy of the data values, and individual discredits could trigger reluctance to open 

their datasets.  

Furthermore, during the decision-making process to open data, stakeholders’ 

backgrounds are often dissimilar, and their interest varies. Simultaneously, there is no 

decision-making support for evaluating the benefits and disadvantages of disclosing 

datasets. This situation results in uncertainty, which in turn might result in avoiding the 

opening data. Therefore, this thesis’s focus is on decision-making support to help 

decision-makers decide on the opening datasets. 

1.2 Challenges to decide on opening data 

Although many datasets have been released to the public, many datasets are not fully 

opened (Luthfi & Janssen, 2017; Zuiderwijk & Janssen, 2015). Governments often 

require enormous efforts to investigate and analyse the potential disadvantages of 

opening datasets (Luthfi, Janssen, & Crompvoets, 2018a). The decision to either open 

or close the government institutions’ data is not trivial (Luthfi & Janssen, 2019b). 

Factors making the situation complex are the involvement of heterogeneous 

actors and their interests, strict regulations to process the decisions, and limited 

knowledge and expertise of the decision-makers (Gonzales-Zapata & Heeks, 2015; 

https://www.scholenopdekaart.nl/middelbare-scholen
https://dans.knaw.nl/
https://researchdata.4tu.nl/
https://opendata.cbs.nl/statline#/CBS/nl/
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Luthfi, Janssen, & Crompvoets, 2020). Furthermore, challenges like a lack of personal 

skills to analyse datasets and barriers of technology acceptance at the management 

level are all influencing the decision-making process to open data (Luthfi, Janssen, & 

Crompvoets, 2018b). Decision-makers might have insufficient knowledge and expertise 

to analyse the potential benefits of opening data investment and potential adverse 

effects like privacy violation, misuse, and ownership of the data (Luthfi, Janssen, & 

Crompvoets, 2019; Martin, Foulonneau, Turki, & Ihadjadene, 2013). 

 In addition, the decision-makers might not know which data should be opened 

and what decision alternatives exist besides the binary decision of “open” or “closed” 

the complete dataset. At the same time, there is no decision-making support for 

making more fine-grained decisions on whether to open or provide more suppression 

to the datasets before release. Furthermore, data analysts might have inadequate 

capabilities to retrieve, decompose, and analyse the data into an exemplary data 

structure. For this reason, an in-depth analysis of the datasets is needed to decide 

whether to open such a dataset or not. 

In the open government data domain, we identified several main challenges 

for the stable decision-making process are identified. 

1) Government agencies have limited cognitive knowledge and expertise to make 

decisions to open data. Agencies might have inadequate competencies to collect 

and analyse before releasing the datasets (Luthfi et al., 2019). There is no overview 

of the advantages and disadvantages of opening datasets.  

2) Multi-actors decide whether to open or not to open the datasets. These actors can 

have different perspectives and make specific assumptions about the goals and 

effects of open data (Luthfi, Janssen, et al., 2018b). Different interests might stress 

different aspects of evaluating the impact of opening data. Hence, decision-

making methods should take the diversity of interests into account. 

3) Opening public and private data is a dynamic movement that may also encounter 

several potential disadvantages like inaccuracy, misuse, sensitivity, and 

inconsistency of the data (Conradie & Choenni, 2014; Martin et al., 2013). These 

disadvantages are often much easier to access, whereas the benefits might remain 
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abstract. At the same time, risk-avoiding cultures can lead the policy-makers and 

decision-makers to refuse to disclose more of the government’s datasets (Luthfi, 

Janssen, et al., 2018b; Zuiderwijk & Janssen, 2017). There is a need for an overview 

of the advantages and disadvantages to be able to make a balance them when 

deciding whether to open data. 

These challenges can result in the reluctance of governments to open more of 

their datasets. If a dataset's status is restricted and remains closed to the public, the 

merits of open data initiatives cannot be obtained (Luthfi et al., 2019). Furthermore, the 

requirements to use specific methods in the decision-making of opening data are not 

clear and ill-understood. Up to now, there has been no standard or procedure to 

analyse the advantages and possible disadvantages of opening specific datasets (Luthfi 

et al., 2019). Furthermore, each government institution has its unique contexts and 

cases on how to decide to open data.  

1.3 Stakeholder tensions in the decision-making process 

In the open government data domain, multiple stakeholders’ backgrounds in the 

decision-making process are often heterogeneous. Some stakeholders set the policy, 

while others might want to know the progress of the current decision-making process, 

the time to decide, and the decisions' outcome. The policy stakeholders might want to 

emphasise openness, whereas decision-makers might highlight the avoidance of 

disadvantages as they can be held accountable when they make a mistake. However, 

not all stakeholders are equally involved in the decision-making process from the 

beginning. Some are positioned to take responsibility to direct or provide input for 

others to make a decision. 

There are various types of stakeholders involved in the decision-making of 

OGD. Stakeholders in the decision-making process to open data can be primary and 

secondary stakeholders. The primary stakeholders include politicians, decision-makers, 

civil servants, and administrative officers (Gonzales-Zapata & Heeks, 2015; Zuiderwijk, 

Janssen, et al., 2014). While secondary stakeholders are acquired from non-
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governmental ecosystems, including data enthusiasts, researchers, journalists, business 

enablers, and civil society (Gonzales-Zapata & Heeks, 2015; M. Janssen, Charalabidis, 

& Zuiderwijk, 2012; Luthfi, Janssen, et al., 2018b; Zuiderwijk, Janssen, et al., 2014). The 

latter include the potential users of data. 

The primary stakeholders refer to those data publishers with formal, official, 

hierarchical, and contractual relationships with the government. These primary 

stakeholders have a direct and essential role in deciding to open or closed the datasets. 

In addition, secondary stakeholders represent open data users who are influenced by 

the open government datasets but are less formal. These secondary stakeholders do 

not directly contribute to opening the data’s decision-making process.  

A primary challenge encountered is stakeholders having various interests and 

concerns in the decision-making process, like politicians, executive boards, decision-

makers, civil servants, and administrative officers, all with distinct perspectives and 

agendas (Jetzek, Bjorn-Andersen, & Avital, 2013). These stakeholders play different 

roles in the decision-making process of opening data ranging from setting the 

objectives and ambitions to the actual opening of data. The diversity of stakeholders 

and their interests, various interpretations of strict regulations, limited knowledge and 

expertise, lack of personal skills, and barriers of technology acceptance at the 

management level are influencing the decision-making process of opening data 

(Luthfi, Janssen, et al., 2018b). As a result, the decision-making process becomes fuzzy, 

and the objectives of opening data are not realised. Besides, the different roles and 

interests of the heterogonous stakeholders in the internal government organisation 

might create an erratic and slow decision-making process. 

For example, some decision-makers might have high authority to publish or 

keep the dataset closed. Some stakeholders focus on their own objectives, like the 

privacy officers, who should ensure that personal data will be protected when opening 

datasets. Furthermore, some public servants might be risk-averse, whereas others 

might open datasets without thinking about the possible negative consequences. In 

general, perceptions of the pros and cons of open data can be different among 

stakeholders. Furthermore, the dominating view on deciding to open data is that of 
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being a systematic and structured process in which a careful trade-off is taken between 

the pros and cons of opening data, and then the best decision is made. However, reality 

might be more cumbersome due to the complex relationships and different 

stakeholders’ roles and interests. 

1.4 The need for decision-making support to open data 

Although the potential disadvantages often dominate the decision to open data, there 

are no methods to decide to open datasets, including analysing the advantages and 

disadvantages of opening data. No comprehensive framework or a particular model 

exists to understand the business process resulting in disadvantages and possible 

adverse effects when opening data. Furthermore, it might be possible to minimise the 

disadvantages and other adverse effects by taking measures like reducing sensitive 

data elements. Hence, there is a need for decision-making support to analyse the 

advantages and disadvantages of opening data as visualised in Figure 1-1. 

Disadvantages refer to the risks of opening data and the costs involved. 

 

 

Figure 1-1 Decision-making Support to analyse government datasets 
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At the time we started this research, there existed no methods or proposed 

decision-making support for opening data in the literature. Therefore, it has not been 

clear what methods are the best to evaluate the potential benefits and disadvantages 

of the opening data. At the same time, decision-making support algorithms such as 

Bayesian Classifier, K-nearest Neighbors (KNN), Clustering, Fuzzy Decision Making, 

Analytical Hierarchy Process (AHP), and Decision Tree Analysis (DTA) are all possible 

methods to develop the decision-support in open data cases.  

In this research, we defined the method requirements and criteria. First, since 

we conducted two different case studies in e-procurement and medical records case 

studies, the methods could be able to analyse different types of datasets. Second, we 

engaged various stakeholders in the experimental case studies to evaluate our 

proposed DSOD, such as decision-makers, politicians, civil servants, data analytics, 

researchers, and communities. Hence, the methods should employ the proposed DSOD 

by the diverse stakeholder’s backgrounds and expertise. Last, because this research 

aims to investigate the disparate methods of transparency, accuracy, and usefulness, 

we picked the methods that could be compared to each other.  

As a result, based on the defined requirements and its criteria, we selected 

three methods to analyse the benefits and disadvantages of opening datasets, namely 

Bayesian-belief Networks (BbN, Fuzzy Multi-criteria Decision Making (FMCDM), and 

Decision Tree Analysis (DTA), which are used in the analysing step. The use of the three 

methods in this study has different purposes and benefits. First, the BbN method allows 

a combination of data with domain knowledge and facilitates learning about causal 

relationships between variables (Heckerman, 2008). Furthermore, BbN can weigh 

utilities integrally against each other and consider the uncertainties in cause-effect 

relationships. We postulate the BbN method might be useful to organisations like 

government institutions with a limited number of experts to quantify the potential 

advantages and disadvantages of opening data. 

Second, FMCDM theory in the open data domain aims to manage problems in 

decision-making alternatives (Ceballos, Lamata, & Pelta, 2017). The Fuzzy theory 

captures the experts’ expertise and expresses it with the computational approach 
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(Ceballos et al., 2017; Rezaei, Rezaei, Nazari-Shirkouhi, & Tajabadi, 2013). The FMCDM 

method can likely assess the alternative selection concerning predetermined criteria 

for single decision-making (Kahraman, Onar, & Oztaysi, 2015). Furthermore, the 

FMCDM provides a very efficient solution to complex problems in the open 

government data field that can work with various inputs (Ceballos et al., 2017). 

Therefore, we postulate that this method can help decision-makers with limited 

experience to analyse the advantages and disadvantages of opening data. 

Third, DTA is used to construct a feasible decision alternative from decision-

making problems (Adina Tofan, 2015). The DTA can manage several possible costs and 

benefits in policy-making (Quinlan, 1990; S. Zhang, 2012). The DTA is acceptable for 

the quantitative and qualitative approaches when the organisations have a limited 

number of experts (Mittal & Khanduja, 2017). Furthermore, the DTA represents the flow 

of decision-making events so that decision-makers consider the uncertainty aspects 

and probabilities of decision outcomes (Marsh, 1993). 

1.5 Problem statement and research objective  

Although many datasets have been published to the public, many datasets remain 

closed, and datasets are often not fully disclosed. The government institutions face 

several challenges to release data (M. Janssen et al., 2012; Martin et al., 2013). 

Furthermore, stakeholders, such as politicians, executive boards, decision-makers, civil 

servants, data enthusiasts, and civil societies have different views on opening or 

disclosing datasets. Decision-makers often have no means to decide to open data, and 

often the potential disadvantages dominate. It is easier to keep a dataset closed rather 

than taking the disadvantages of the opening dataset. Therefore, decision-makers are 

often reluctant to open more of their datasets because of several potential 

disadvantages. 

Furthermore, opening data to the public is a dynamic movement and might 

encounter several possible disadvantages. Factors like disclosing personal identity, 

misuse of the data, inaccuracy of the data values, and discredits of the individual or 
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organisation could degrade the reputation of the government institutions. 

Furthermore, governments have limited insights and expertise in estimating possible 

investment costs during the decision-making process in opening data. Decision-

makers and other related primary stakeholders have no supporting tools to decide 

whether the dataset could be opened or remain closed. 

This dissertation addresses the gap that there is limited knowledge about 

decision-making and in analysing the potential advantages and disadvantages of 

disclosing specific data. Hence, we formulated the problem statement for this research 

as follows: “There is limited insight and knowledge by decision-makers on how to analyse 

the potential advantages and disadvantages of opening data and what design of 

decision-making support can effectively help in deciding to open data.” 

To find the solution to this research problem, we propose to develop a 

Decision-making Support for Opening Data (DSOD). This DSOD accommodates a 

systematic approach to understand decision-makers better deciding whether to open, 

provide limited access, introduce suppression, or remain closed the dataset to the 

public. Therefore, the objective of this research is “to develop a decision-making support 

that provides a systematic approach to decide to open the data.” 

1.6 Research contributions  

Based on the previous studies, we found that there is no decision support model 

available for supporting the decision to open data. At the same time, opening data has 

specific challenges that need to be addressed by the decision-making support model. 

In this study, various research contributions will be made. The overall contribution is a 

decision-making support model, as none existed when this research was started. 

First, governments and decision-makers inability to determine the potential 

costs, disadvantages, and advantages of opening data result in the reluctance to open 

more data. The first scientific contribution (SC) of this research is to provide a taxonomy 

of the potential advantages and disadvantages of releasing data that need to be 

weighed when governments want to open their data to the public (SC-1). 
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Second, there are no methods available to analyse the potential advantages 

and disadvantages of opening data. The following contribution of this research is to 

provide insights for decision-makers into the impact of opening datasets. Furthermore, 

the difference between BbN, FMCDM, and DTA, including its acceptance intervals (SC-

2), will be evaluated.  

1.7 Structure of the dissertation 

This dissertation consists of eight main chapters. In Chapter 1, we provide the 

background of the study. This chapter presents the quest towards opening government 

data and several challenges to decide to open government data. Next, we discuss the 

stakeholder tensions in the decision-making process and the need for decision-making 

support to open data. In the last sections of this chapter, we provide the problem 

statement, research objective and contributions. 

 Chapter 2 introduces the research approach and philosophy used in this study, 

including the interpretivism approach. Thereafter, we present the Design Science 

Research methodology that we employed in this study, including the research phases. 

In the following sub-section, we present the research’s theory-building to define the 

research concept's relationships. In the last section, we provide the formulation of the 

research questions. 

 In Chapter 3, we deliver the scientific literature review process to bring out the 

literature gaps. In this chapter, we present the data collection process, definitions and 

several key concepts. In the last sections of this chapter, we provide the taxonomy of 

the advantages and disadvantages of opening data, elements of the decision support 

system, and the summary of Chapter 3. 

 In Chapter 4, we present the systematic process towards a decision-making 

process to open data. This chapter uses the DSS elements derived from the literature 

study to define the DSOD functionalities. Next, we employ the DSR methodology to 

develop systematic steps of the DSOD. In the last section, we provide a summary of 

this chapter. 
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 In Chapter 5, we present three methods for deciding to open data, namely 

Bayesian-belief Networks (BbN), Fuzzy Multi-criteria Decision Making (FMCDM), and 

Decision Tree Analysis (DTA). To better understand similarities and differences among 

the methods, we present a comparison of methods based on the literature surveys. In 

the last section, we describe a summary of the chapter. 

 In Chapter 6, we present the development of the DSOD prototype. This chapter 

consists of the prototyping approach, prototyping objective, prototype function 

selection, prototype construction, and prototype validation. In the last section, we 

provide a summary of this chapter. 

 In Chapter 7, we present the Quasi-experiment using the DSOD prototype. In 

this chapter, the evaluation phases consist of defining the evaluation methodology, 

including the quasi-experiment approach, pre-test and post-test roles, and the survey 

instruments’ validity. To evaluate the developed DSOD prototype, we use two case 

studies in the domain of e-procurement and medical records. 

 In the last Chapter 8, we provide conclusions of the dissertation and research 

directions. This chapter consists of several essential elements: revisiting the research 

questions, why the decision-making process to open data is not trivial, research 

limitations, and further research recommendation at the end of the section. 
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Figure 1-2 Structure of the dissertation 
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Chapter 2  
Research approach  
 
In this chapter, we discuss the research approach that is used to achieve the research 

objective. We start by discussing the research philosophy in section 2.1, followed by 

explaining the motivation to use design science research in section 2.2. Next, we 

describe how this research contributes to the theory building in section 2.3. Finally, we 

present the research questions in section 2.4. 

2.1 Research philosophy 

Research philosophy is an essential part of a research methodology (Guba & Lincoln, 

1982; Holden & Lynch, 2004). The essence of research philosophy is a central belief 

system about how data regarding a phenomenon should be collected, analysed, and 

used (Guba & Lincoln, 1982). The research approach enables the researchers to decide 

which approach and methodology need to be adopted and also provide the motivation 

why a particular research method is selected (Holden & Lynch, 2004; Saunders, Lewis, & 

Thornhill, 2007). Therefore, before choosing the appropriate research philosophy, the 

researchers need to understand the philosophies in doing research (Kothari, 2004; 

Saunders et al., 2007).  

Research philosophy is classified into three different philosophical assumptions: 

epistemology, ontology, and axiology (Guba & Lincoln, 1982; Holden & Lynch, 2004; 

Kivunja & Kuyini, 2017). Epistemology is “the acceptable knowledge of a particular area 

of study” (Saunders et al., 2007). Epistemology can be divided into two elements: 

resources researcher and feeling researcher (Creswell, 2014; Myers, 1997; Saunders et 

al., 2007). The resource researcher considers the data from the natural scientist’s 

perspective while the feeling researcher deals with the researchers’ feelings and 

attitudes (Creswell, 2014; Holden & Lynch, 2004; Myers, 1997; Saunders et al., 2007). The 

resource researcher tends to apply a positivist philosophy. Simultaneously, the feeling 

researcher tends to focus on interpretivism philosophy (Saunders et al., 2007). Ontology 
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is concerned with the nature of reality that raises researchers' assumptions to 

understand the particular perspectives (Holden & Lynch, 2004; Kivunja & Kuyini, 2017; 

Saunders et al., 2007). There are two main aspects of ontological philosophy: objectivism 

and subjectivism (Saunders et al., 2007). Objectivism describes social entities’ position, 

in reality, external to social actors (Saunders et al., 2007). While subjectivism portrays 

that social phenomena are generated from the social actors’ perceptions and 

consequent actions (Holden & Lynch, 2004; Saunders et al., 2007). Axiology is a part of 

the philosophy domain dealing with three main aspects: judgment, aesthetics, and 

ethics (Creswell, 2014; Saunders et al., 2007). The researchers perform axiological skills 

to articulate values as an essential part of making judgments with regards to what 

research they are conducting and how they are dealing with the research (Saunders et 

al., 2007). The following section will describe the interpretivism philosophy further since 

this approach fits with this research methodology.  

The use of an interpretivism approach in this research is essential to understand 

the decision-making process’s circumstances to open data. The circumstances include 

the motivation and reason behind the decision-making process to open or to close the 

data. Furthermore, this research is also needed to understand the relationships between 

the advantages and disadvantages of opening data and other subjective experiences 

that can emerge during the observations and experimental case study.  

Furthermore, several factors, such as the distinctive stakeholders’ role and their 

interest, limited cognitive knowledge, strict regulations, and tensions at the 

management level, are influenced by the decision-making process to open data. (Luthfi, 

Janssen, et al., 2018b). As a result, the decision-making process becomes fuzzy and 

disclosing data is challenging to implement. Therefore, the interpretivism approach’s 

main aim in research is to understand and interpret the meanings in human’s or 

stakeholder’s behaviour rather than generalise and predict the research variables' cause 

and effects (Neuman, 2014). 

Interpretivism is an epistemology concerning the assessment and differences 

between humans as social actors (Guba & Lincoln, 1982). The interpretivism belief is that 

reality is heterogeneous and relative (L. A. Hudson & Ozanne, 1988). These 
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heterogeneous realities have different meanings, making it more challenging to 

interpret and fix the facts (Neuman, 2014). Interpretive researchers believe that reality 

consists of the researcher’s subjective perspectives and experiences (Black, 2006; 

Rowlands, 2005). In the interpretive domain, there are no correct and incorrect theories 

(Walsham, 1993). Therefore, the researchers adopt an inter-subjective epistemology and 

ontological belief when the reality is socially generated (Goldkuhl, 2012; Neuman, 2014).  

An interpretive philosophy can be identified based on the assumption that 

knowledge of reality is obtained only through social constructions such as language, 

consciousness, shared meaning, documents, tools, and other research instruments 

(Klein & Myers, 1999). Interpretative research focuses on the complexity of human 

decision-making rather than predefined dependent and independent variables (Cavaye, 

1996; Kaplan & Maxwell, 2005; Klein & Myers, 1999). The use of interpretation can 

receive several benefits (Williams, 2018). First, the interpretive philosophy is an 

appropriate approach to explore hidden reasons behind the complicated situation and 

its interrelated decision-making where quantitative evidence may be inaccurate and 

potentially biased. Second, the interpretive approach may be helpful for theory 

construction, where there is no priority theory. Third, the interpretive approach is well-

suited for studying context-specific events or decision-making processes. Fourth, 

interpretive research-based can support finding relevant research questions and 

uncover decision-making issues for follow-up research.  

 Moreover, the interpretive paradigm is supported by observation and 

interpretation to collect information about events (Rowlands, 2005; Walsham, 1993). The 

interpretative paradigm focuses on the requirement to use analysis to comprehend 

individuals’ subjective experiences and the relationship between the researcher and 

subjects (Reeves & Hedberg, 2003). The objective of interpreting the events is to give 

meaning to information by judging the match between the information and several 

abstract patterns (Aikenhead, 1997).  

 In this research, we acknowledge the limited cognitive capabilities of decision-

makers. For example, having decision-makers with abilities in many fields like 

mathematics, computations, and decision-making expertise can be ideal. Nevertheless, 
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in reality, human beings’ cognitive competencies are limited (Simon, 1972). Therefore, 

in this research, we use the bounded rationality theory to interpret the testing results. 

Bounded rationality contributes to a strategy when the decision-makers rational 

thinking to process the decision-making to open data is limited. 

2.2 Design science research 

Design Science Research (DSR) is “a research paradigm in which a designer answers 

questions relevant to human problems via the creation of innovative artefacts, thereby 

contributing new knowledge to the body of scientific evidence. The designed artefacts 

are both useful and fundamental in understanding that problem (Hevner & Chatterjee, 

2010)”. The DSR aims to solve relevant classifications of problems by developing useful 

artefacts and constructing models, methods, and design theories (Hevner, March, Park, 

& Ram, 2004; Prat, Comyn-Wattiau, & Akoka, 2014). The DSR is comprehended as the 

method that creates, evaluates artefacts to solve problems identified in an organisation 

from the academic and institutional point of view (Bayazit, 2004; Hevner et al., 2004).  

 DSR plays an essential role in developing DSS’s prototype in emerging 

environments (Arnott & Pervan, 2014). There are four main reasons for using DSR 

methodology in this study. First, DSR is focused on understanding the decision-making 

support requirements and decision context analysis (March & Smith, 1995). Since we 

develop a DSOD in the government institution context, whereby involving 

heterogeneous stakeholders, the DSR methodology is relevant to the governments’ 

challenge to open their datasets. Second, the DSR methodology highlights a rigorous 

approach to advancing current decision-making support development knowledge 

(Hevner et al., 2004). As such, this is highly applicable to emerging DSOD environments, 

where decision-support roles involve incorporating domain knowledge for 

understanding the decision-making process to open or not to open the datasets. Third, 

the use of DSR methodology could reduce the existing gap between theory and practice 

(van Aken & Romme, 2012). Furthermore, this method is concerned with problem-

solving and considers providing new knowledge and decision-making to decision-

makers (Arnott & Pervan, 2012; Hevner et al., 2004). The DSOD is focused on developing 
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the decision-making support steps and oriented toward the references for using the 

different decision-making methods to open data.  

These all benefits combination and rationales in using the DSR method could 

guide the development of the DSOD in this study. Therefore, we use the DSR approach 

to develop a step-by-step decision-making process and each decision process’s 

functionality to open data. The primary purpose of design science research is to obtain 

knowledge and better understand a problem domain by developing and implementing 

a design artefact (Peffers, Tuunanen, Rothenberger, & Chatterjee, 2007).  
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Figure 2-1 Design science research process 

 
  Figure 2-1 shows the DSR process in this research following the nominal process 

sequence proposed by (Peffers et al., 2007), including essential elements and their 

relevant problems. The detailed steps of the process can be described as follows: 

1. Problem Identification and motivation. At this first stage, the problems are identified 

and defined. Government institutions face several complexities in disclosing their 

datasets. First, the stakeholders’ involvement in the decision-making process to 

open data, such as politicians, executive boards, decision-makers, civil servants, data 

enthusiasts, and civil societies, might play different roles and views on opening and 

using the datasets. Second, the governments and decision-makers in particular 

often have no tools to support decision-making to open data. Therefore, decision-
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makers are often reluctant to open more of their datasets because of the risk-averse 

cultures.  

2. The objective of a solution. In the second step, the aim of the proposed DSOD is 

defined. This research’s main objective is to develop decision-making support to 

weigh the advantages and disadvantages to open data. Moreover, this research's 

proposed DSOD is a prototype as a novel artefact in the opening data domain's 

decision-making support.  

3. Design and development. In this step, systematic literature will be reviewed to 

provide a theoretical foundation. This foundation will serve as input to derive 

functionalities of the decision-support model. Furthermore, case studies will be 

investigated to have a deep understanding of the problem at hand in practice. The 

case might give more detail than literature, reveal other problems and provide a 

deep understanding. From the results of this literature study and the case studies, a 

decision-support model will be developed. In turn, a prototype will be developed to 

support analysing the advantages and disadvantages of opening data. 

4. Demonstration. After designing and developing the decision-making support 

prototype, we demonstrate the proposed prototype’s efficacy to solve the 

problems. To demonstrate the prototype, we use the experimental case study and 

some scenarios. Several resources are required for the demonstration, including 

decision-making support tools and participants from different organisations. 

5. Evaluation. The evaluation stage’s main purpose is to compare the predetermined 

solution’s objectives to the actual observations. The evaluation includes comparing 

the three different methods to accommodate the decision-making support 

requirements and the diverse roles and interests of the open data’s stakeholders. In 

this step, it is possible to reiterate the prototype development process back to step 

3 to accommodate the DSOD requirements, such as user provisions and institutional 

regulation. At this stage, the datasets that have been selected in the previous step 

will go through the evaluation process. The system will interpret data that translates 

each data value from a table to be included in two broad categories of advantages 

and disadvantages.  
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6. Communication. The final stage of this process is how we communicate the issues 

and interests, including ensuring artefacts that have been constructed are helpful, 

effective, and relevant to the objectives of the study.  

At the end of the design science research process, we can decide whether to 

iterate back step 2 (objective of a solution) to improve the artefacts’ effectiveness 

(Peffers et al., 2007). The iteration process is also required to continue the 

communication and leave further improvement of the proposed DSOD prototype to a 

subsequent process (March & Smith, 1995; Peffers et al., 2007).  

In this study, three different methods, namely Bayesian-belief Networks (BbN), 

Fuzzy Multi-Criteria Decision-making (FMCDM, and Decision Tree Analysis (DTA), are 

used in step 5 (evaluation). The methods were selected based on their variety, and 

differences in testing and case study performance were expected. BbN is used as it can 

weigh utilities between benefits and disadvantages of opening data integrally against 

each other and can take into account uncertainties in cause-effect relationships 

(Chockalingam, Pieters, Teixeira, Khakzad, & van Gelder, 2018). The FMCDM, in other 

methods, can provide a very efficient solution to decision-making problems in the open 

government data field that can work with various types of inputs such as qualitative and 

quantitative information from the experts. The DTA method can serve as a mechanism 

for dealing with the costs, benefits, and possible consequences of opening data. 

2.3 Theory building 

In this research, we develop a decision-making support theory for opening government 

data. The theory consists of several elements, including the taxonomy of the benefits 

and disadvantages of opening data, multiple decision-making methods, steps and rules 

to open data, decision-making support tools, and the causal relationships between 

factors influencing the advantages and disadvantages of opening data.  

Isaak (1981) argued that concepts are based on generalising a number of 

characteristics of certain phenomena containing explanations and predictions. Judging 

from the definition of theory and concepts, they are related to each other. Concepts are 
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the building blocks for the formation of a theory (Manheim & Rich, 1995). There are 

three reasons why the concept is considered important, namely: (1) in the empirical 

investigation, the concept opens the opportunity for the observation of a phenomenon; 

(2) to be precise; and (3) to have a theoretical impact, which is created when other 

concepts play an essential role in explaining the phenomena that occur (Manheim & 

Rich, 1995). 

The DSOD is constructed using an integrated design research methodology by 

combining theory, system development, experimentation, and observation in a research 

proposal (Nunamaker, Chen, & Purdin, 1991). The development of theories, concepts, 

and approaches must complement each other to obtain a multidimensional and useful 

research model. In line with this view, several research contributions in this study consist 

of three main aspects. Firstly, a comprehensive overview of the potential disadvantages 

and benefits of opening data. Secondly, a taxonomy of the data classification is 

associated with the disadvantages and advantages of opening data. Thirdly, a DSOD 

prototype evaluates the disadvantages and advantages and the assessment of the usage 

by decision-makers.  

2.4 Research questions 

This study has formulated four research questions to develop a decision-making 

support theory following a design science research approach (Peffers et al., 2007). 

Design science research formulates the research questions to define the scope and 

modes of inquiry, characterise the proposed decision-support model artefact, and 

communicate the model to get contributions. 

 

Table 2-1 Research questions (RQ) of this study 

(RQ#1) What are the advantages and disadvantages of opening data? 

(RQ#2) What are the elements of the decision-making support for opening 

data?  

(RQ#3) What are the functionalities of a prototype? 

(RQ#4) What are the differences between BbN, FMCDM, and DTA to support 

decision-making about opening the dataset? 
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The first research question (RQ#1) seeks to answer the advantages and 

disadvantages of opening data. These advantages and disadvantages of opening data 

will be studied by conducting a comprehensive literature review to overview the current 

issues. The answer to this question should contribute to developing a taxonomy of the 

advantages and disadvantages of opening data, which can be used as the basis for a 

decision-making support prototype.  

The investigation results of the first research question will contribute to the next 

step to identify what elements can be used to develop decision-making support (RQ#2). 

The elements of the decision support model will be identified by using the literature 

review. Also, we perform a case study to understand the decision support requirements 

from the decision-makers perspective. The literature study and performance of the case 

studies will result in a list of decision-making support elements and detailed steps that 

need to be taken to make decisions about opening data. 

 The decision support model’s prototype is developed in the third research 

question (RQ#3). The taxonomy of advantages and disadvantages in RQ#1, the decision 

support elements in RQ#2, will be used as the basis for defining the proposed decision 

support model’s functionalities. We will design the testing approach to indicate the 

developed prototype’s performance from the proposed decision support model’s 

functionalities. 

The fourth research question (RQ#4) seeks to answer the BbN, FMCDM, and 

DTA differences to support decision-making open data. To answer RQ#4, we 

experimented by using three different groups of stakeholders. The stakeholders are 

representing governments, academia/universities, and communities/professionals. 

There are three main factors to measure the differences between the three selected 

methods. The factors include how transparent the process is, how accurate the expected 

results are, and how useful the proposed DSOD is for the open government data 

stakeholders. 
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Chapter 3  
Literature review  
 
This chapter presents a literature review as the basis for this research. The objective is 

to answer the first (RQ#1) and the second (RQ#2) research question. The instrument 

used in this study is a systematic literature review (SLR), which consists of a lithographic 

overview. There are two main objectives to do a systematic literature review in this 

chapter. The first objective is to define this research’s main concepts, including several 

terminologies like decision-making support and the advantages and disadvantages of 

opening data. This literature study’s result is the answer to RQ#1, what are the 

advantages and disadvantages of opening data? Subsequently, we use a literature study 

to define the decision-making support elements, including its requirements and the 

detailed step of making open data decisions. This literature survey is the answer to the 

second research question (RQ#2), what are the elements of decision-making support 

opening data? Parts of this chapter have been published in (Luthfi & Janssen, 2017, 

2019a; Luthfi, Janssen, et al., 2018a, 2018b).  

3.1 Literature review approach 

Literature reviews play an essential role in all research disciplines and research projects 

(Paré & Kitsiou, 2015; Snyder, 2019). A literature review can be delineated as a systematic 

approach to gathering and synthesising prior research (Baumeiester & Leary, 1997). A 

well-conducted literature review process as a research method by integrating the 

study’s perspectives and findings can address research questions (Snyder, 2019; 

Webster & Watson, 2002). The literature review’s objective is to help readers understand 

the entire body of available research on a specific topic (De Los Reyes & Kazdin, 2008; 

Rhoades, 2011). The literature review approach can also help provide the study domain's 

strengths, weaknesses, and potential gaps (De Los Reyes & Kazdin, 2008).  

 In this research, the literature review approach is used to attain several 

purposes. First, it provides the study findings and results strictly related to the study 

being reported (Fraenkel & Wallen, 2011). One of the main objectives of carrying out a 
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literature review in this study is to systematically explore the research’s existing position 

in the decision-making support to open data by investigating the prior studies. Second, 

it connects a study of ongoing discussions in the literature about a topic and determines 

gaps and possible blank space from the previous research (C. Marshall & Rossman, 

2010). This research also considers providing the possible similarity and diversity of the 

key terminologies such as open government data, decision-making support, 

advantages, and disadvantages of opening data. Therefore, we give attention to 

generate the gaps among these critical terminologies. Third, it provides a conceptual 

model or framework for establishing the research’s essential scientific contribution 

(Denney, 2013). This research uses a systematic literature review approach to generate 

a taxonomy of the advantages and disadvantages of opening data to answer the first 

research question (RQ#1). Also, the review was used to derive the elements of the 

decision-making process for opening data to answer the second research question 

(RQ#2).  

There are several types of literature review approaches and methods for 

gathering and synthesising existing literature, namely: 

1. Narrative reviews 

The narrative review is a conservative method of reviewing the existing literature 

source and uses a qualitative approach to interpret the previous knowledge and 

study domain (Sylvester, Tate, & Johnstone, 2010). This approach often synthesises 

and interprets the literature to demonstrate the knowledge domain’s specific 

perspective (Baumeiester & Leary, 1997). Therefore, narrative reviews tend to use 

an unsystematic approach (Paré & Kitsiou, 2015). As a result, the primary articles’ 

selection of information is subjective (Paré & Kitsiou, 2015; Snyder, 2019). Thus, this 

approach can lead to a biased interpretation and lacks explicit relevant criteria for 

making references (B. N. Green, Johnson, & Adams, 2006).  
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2. Descriptive reviews 

A descriptive review's main objective is to determine the level of body knowledge 

in a specific domain of research topic exposes with regards to existing propositions, 

theories, methodologies, and research findings (King & He, 2006; Paré & Kitsiou, 

2015). Contrary to the narrative reviews approach, descriptive analyses adhere to a 

systematic and transparent way of searching, filtering, classifying, and analysing 

studies (Petersen, Vakkalanka, & Kuzniarz, 2015). A descriptive review approach also 

extracts some essential elements related to the article characteristics like the 

publication year, research methods, data collection techniques, and research 

outcomes' strengths and weaknesses (Sylvester et al., 2010).  

3. Systematic reviews 

A systematic review aims to identify and critically appraise relevant research topics 

and collect and analyse data from prior research (Snyder, 2019). A systematic review 

aims to identify empirical evidence suitable for relevant articles’ criteria to answer 

the specific research questions (Paré & Kitsiou, 2015). Therefore, the potential bias 

can be minimised by performing the systematic approach while reviewing articles 

(Moher, Liberati, Tetzlaff, & Altman, 2009). Furthermore, a systematic review process 

can use compassionate and structured strategies to identify relevant studies, both 

non-published and published articles (Moher et al., 2009).  

In this research, we used SLR to synthesise empirical evidence to answer the first 

and second research questions. Taking a systematic review approach in this research 

has several benefits (Moher et al., 2009; Paré & Kitsiou, 2015). First, an explicit method 

that enables existing aggregate research in decision-making support to open 

government data. Second, the systematic review is used to assess the relationships 

between the advantages and disadvantages of opening data. Third, systematic reviews 

can identify and explain the consistencies between study results and define the different 

research outcomes.  
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3.2 Systematic literature review approach 

Systematic review approaches have obtained substantial attention in most study 

domains over the years (Berrang-Ford, Pearce, & Ford, 2015). A systematic review 

integrates a structured and transparent process during the data collection while 

considering the rigorous analysis (Attard et al., 2015; Gough, Oilver, & Thomas, 2012). 

This section describes the literature review method, which follows the three main 

sequential steps of the Preferred Reporting Items for Systematic Review and Meta-

Analysis (PRISMA) Protocol, namely data collection, eligibility and exclusion, and 

deductive and inductive coding (Biesbroek et al., 2018; Moher et al., 2009), as can be 

seen in Figure 3-1. The objective of using Prisma Protocol in this study is to ensure the 

quality of the literature review process by offering an efficient process (Moher et al., 

2009). 
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Figure 3-1 Literature review process and steps in this study 



28 
 

3.2.1 Data collection 

To capture the relevant articles that meet within this research scope, we conducted an 

initial scoping of literature reviews to define and identify proper essential search terms 

(Biesbroek et al., 2018). This study used the Elsevier Scopus database as a well-

established abstract and citation database (Harzing & Alangkas, 2016) with enriched 

data. Later, we linked scholarly content to cover both topical and non-topical articles. 

Articles were selected for the period from January 2005 to August 2020. Based on the 

Boolean search, we found (n=388) eligible articles represented the key construct of 

“open government data” AND “decision-making*” AND “benefits” OR “risks*” OR 

“costs*”. The overview of search terms in the systematic literature review can be seen in 

Table 3-1. 

Table 3-1 Overview of search terms used in the systematic literature review 

Key Construct Search strings  

OGD Open data, open government data, public data, big open data 

Decision Decision-making*, decision-making support*, policy-making* 

Benefit Benefit*, merits*, value*, profit*, advantage* 

Risk Risk*, endanger*, threat*, jeopardy*, disadvantage* 

Cost Cost*, revenue*, amount*, expense*, fee*, charge* 

 

3.2.2 Eligibility and exclusion 

In this step, the inclusion was limited to English-language scientific articles and empirical 

articles using Scopus based online scientific database. The Scopus database was 

searched on the “abstract” to ensure that the content was aligned with our literature 

objectives rather than to find unnecessary words or contents (Biesbroek et al., 2018). 

Furthermore, we filtered our previous articles by screening the abstract without explicit 

reference to benefits, risks, and costs from 388 eligible articles to (n=333). In the next 

step, we filtered the full text by excluding articles with no comparative research 

objectives and not empirical papers. Applying these criteria stepwise, we then found 

(n=48) eligible articles.  
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Furthermore, we used forward and backward reference checking or chain 

checking (Biesbroek et al., 2018; Gough et al., 2012). Forward checking aims to identify 

and examine articles that refer to our sample articles (Baumeiester & Leary, 1997). The 

objective of backward checking is to identify articles that are included in the reference 

list of the 48 articles in the screening text step (Berrang-Ford et al., 2015; Biesbroek et 

al., 2018). We used the Google Scholar platform to capture relevant articles based on 

their title, bringing the final selection to 285 articles.  

3.2.3 Deductive and inductive coding 

We developed a coding mechanism and data extraction table to synthesise the literature 

review results in the third step. The main categories consist of descriptive information 

("year", "journal", "scale"), study design ("sampling frame", "study design", "data 

source"), limitation of the articles, and future research works (Baumeiester & Leary, 1997; 

Biesbroek et al., 2018; Gough et al., 2012). The deductive information from the selected 

articles from the second steps (eligibility and exclusion) was extracted using a data 

extraction table by synthesising the categories, especially the "limitation" and "future 

research" (Biesbroek et al., 2018; B. N. Green et al., 2006). Next, the articles' inductive 

information was classified based on the conceptual, empirical, and methodological 

limitations (Baumeiester & Leary, 1997; Berrang-Ford et al., 2015).  

3.3 Definitions and key concepts 

The next step is to define the key concepts of this study. The following sections discuss 

three main topics: Open Government Data, advantages and disadvantages of open 

government data.  

3.3.1 Open government data 

Throughout this thesis, several key concepts and terms are used. At the outset, these 

concepts and terms are introduced and defined as follows:  
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First, Open Government. Open Government (OG) is an evolving strategy for 

changing how governments communicate with their citizens by using Information and 

Communication Technologies (ICT) in more innovative and solid ways (Malamud et al., 

2007; Meijer & Thaens, 2009; Witarsyah Jacob et al., 2017). Open government strategy 

enables government institutions to seek help and support from their citizens whenever 

needed to solve specific problems (Bertot, Jaeger, & Grimmes, 2010; McDermott, 2010). 

Therefore, the open government movement is trying to improve a more effective 

organisation and a more robust democracy sense (Alonso, 2011; Geiger & Lucke, 2012). 

 Second, Open Data. Open Data is a specific type of data regarded as 'open'. It 

is available free of charge for everyone to access, use, re-use, and redistribute without 

any restrictions (Davies, 2010; Gurstein, 2011; Zuiderwijk & Janssen, 2013b). The data 

should be provided altogether, preferably downloadable via the Internet, and any 

additional information needs to adhere to the open data license' regulation (van Loenen, 

Vancauwenberghe, Crompvoets, & Dalla Corte, 2018). The publishers' data should be 

made available in both human-readable and machine-readable formats without 

personal or sensitive information (Malamud et al., 2007). If the government has 

generated data that is available to the public domain in accordance with Open Data 

principles, it is referred to as Open Government Data (Kučera et al., 2013; Zuiderwijk & 

Janssen, 2013b).  

Third, according to the Open Knowledge Foundation (OKF), Open Government 

Data is information that is collected and produced by the government, which is 'open' 

in the sense that it can be freely accessed, used, re-used, and distributed by anyone 

(Gigler, Rahemtulla, & Custer, 2011; K. Janssen, 2011; M. Janssen et al., 2012; Open 

Knowledge Foundation, 2015). Opening public domain information through open 

government data (OGD) initiatives can result in many advantages for society (Zuiderwijk 

& Janssen, 2013b). Government institutions, non-government organisations (NGOs), 

private agencies, business enablers, data enthusiasts, researchers, civil societies, and 

other stakeholders can benefit from opening the government's datasets (Kim et al., 

2014). The advantages of disclosing data may vary, like acquiring new knowledge, 

creating transparency and accountability, receiving updated information about 
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government's ideas and their achievements, generating and evaluating ideas, 

supporting policies and decisions, and other possible value proportions (Scholl & Luna-

Reyes, 2011; Zuiderwijk, Janssen, et al., 2014).  

 This study defines seven groups of classification and perspectives regarding 

Open Government Data, as can be seen in Table 3-2.  

 

Table 3-2 Classification of Open Government Data 

 OGD classification 

(n=48) 

Definition Source 

1 General overview 

(n=8) 

This perspective advocates 

the benefits of opening 

government data for 

organisations like 

government institutions, 

business enablers, 

entrepreneurs, academia, 

and professionals. 

(Charalabidis, Loukis, & 

Alexopoulos 2014; 

Hielkema & Hongisto, 

2013; Ivanov, Varga, & 

Bach, 2014; Kuk & 

Davies, 2011; Serra, 2014; 

van Loenen et al., 2018; 

Zuiderwijk, Choenni, 

Janssen, & Meijer, 2014; 

Zuiderwijk & Janssen, 

2013a) 

2 Political and policy-

making (n=8) 

This perspective deals with 

problems implementing 

open government policy. 

The issues are derived 

from political issues, 

different interests, role 

gaps, security, and data 

protection. 

(Bates, 2014; Conradie & 

Choenni, 2014; Dulong 

de Rosnay & Janssen, 

2014; Kassen, 2013; Kulk 

& van Loenen, 2012; 

Linders, 2013; 

Yannoukakou & Araka, 

2014; Zuiderwijk, Gascó, 

Parycek, & Janssen, 

2014) 

3 Organisational and 

institutional (n=6)  

Organisational and 

institutional perspective 

demonstrates open 

government data to 

enable and adapt the 

public data as a necessary 

process and not as 

discreet and irregular. 

(Andreoli-Versbacha & 

Mueller-Langera, 2014; 

Dulong de Rosnay & 

Janssen, 2014; 

Estermann, 2014; M. 

Janssen et al., 2012; 

McDonald & Léveillé, 

2014; Zuiderwijk, 

Janssen, et al., 2012) 

4 Social and cultures 

(n=7) 

The social and cultural 

perspective brings open 

(Alexopoulos , 

Zuiderwijk, Charapabidis, 
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 OGD classification 

(n=48) 

Definition Source 

government data to focus 

more on the merits and 

challenges of using 

government data. 

Loukis, & Janssen, 2014; 

Bichard & Knight, 2012; 

Garbett, Linehan, Kirman, 

Wardman, & Lawson, 

2011; M. Janssen et al., 

2012; Jetzek et al., 2013; 

Josefin Lassinantti, 

Bergvall-Kåreborn, & 

Ståhlbröst, 2014; 

Zuiderwijk & Janssen, 

2014) 

5 Economic and 

innovation (n=6) 

This perspective 

demonstrates that 

innovation and new ideas 

from open government 

data initiatives can 

stimulate economic 

growth. The prospectus of 

opening data may be able 

to analyse the costs-

benefits and revenue 

stream of an organisation. 

(Craveiro, Porto De 

Albuquerque, & Tavares 

de Santana, 2013; M. 

Janssen et al., 2012; 

Jetzek et al., 2013; 

Kassen, 2013; Josefin 

Lassinantti et al., 2014; 

Lindman, 2014) 

6 Technical and 

human's cognitive 

(n=7) 

The technical and human 

cognitive perspective 

demonstrates how people 

deal with the practical 

aspects of analysing the 

government's data. The 

technical issues may 

consist of data analysis 

techniques, data 

visualisation, and data 

treatment. 

(Alexopoulos  et al., 

2014); Behkamal, Kahani, 

Bagheri, and Jeremic 

(2013); (Borglund & 

Engvall, 2014; Chan, 

2013; Fleisher, 2008; 

Yoose & Perkins, 2019; 

Zuiderwijk & Janssen, 

2014; Zuiderwijk, Jeffery, 

& Janssen, 2012a, 2012b, 

2013) 

7 Legislation (n=6) This perspective shows the 

legal issues from open 

government data 

consequences (e.g., the 

potential conflict of 

existing regulations; pros 

and cons of policies). 

(Catherine, 2012; Dulong 

de Rosnay & Janssen, 

2014; M. Janssen et al., 

2012; Kassen, 2013; 

Krotoski, 2012; Tsiavos, 

Karounos, & Stefaneas, 

2013) 
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3.3.2 Advantages of opening data 

Over the last decade, there has been a significant movement of open government data 

initiatives to create transparency, accountability and stimulate citizen engagement (Rui 

Pedro Lourenço, 2015; Luthfi & Janssen, 2017; Zuiderwijk & Janssen, 2013b). The merits 

of opening data like to enhance trust, improve credibility and reputation are the main 

drivers of government institutions to open more their data (Ali-Eldin, Zuiderwijk, & 

Janssen, 2017; Putri Nugroho, Zuiderwijk, Janssen, & de Jong, 2015; Zuiderwijk & 

Janssen, 2013b). In addition, the public expects governments to disclose more of their 

datasets for various kinds of purposes. Providing accessible and available datasets is a 

strategy to help government institutions become more credible and subsequently 

enhance interaction with stakeholders (Pereira, Macadar, Luciano, & Testa, 2017). For 

these reasons, the disclosure of datasets to the public is ultimately expected to improve 

the decision-making process by government institutions, business enablers, and 

individuals (Ubaldi, 2013; Zuiderwijk & Janssen, 2013b).  
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Table 3-3 Category and type of advantages in Open Government Data 

 Advantage

s category 

(n=150) 

Type of advantage Brief description Source 

1 Political 

and 

legislation 

(n=50) 

1.1 Improved transparency (n=7) Sharing of the datasets will increase the 

transparency of the government and 

individual performance. Society is being 

able to access the proper information 

through precise datasets. This situation 

can improve the decision-making 

process and could save the investment of 

money both by the government and 

society 

(Cucciniello, Nasi, & Valotti, 

2012; Gigler et al., 2011; M. 

Janssen et al., 2012; Kucera 

& Chlapek, 2014; Rui Pedro  

Lourenço, 2013; Rui Pedro 

Lourenço, 2015; Saxena & 

Muhammad, 2017)  

1.2 Enhanced accountability (n=6) The accountability of the impact of data 

disclosure may also influence the public's 

flexibility to process reliable information. 

Institutions or public service providers 

will be easy to choose which datasets 

they need. 

(Gigler et al., 2011; M. 

Janssen et al., 2012; Kučera 

et al., 2013; Rui Pedro 

Lourenço, 2015; Mayernik, 

2017; Saxena & Muhammad, 

2017)  

1.3 Political awareness (n=5) Open Government Data is considered to 

have situated the use of ICT-based and 

new technologies to stimulate data 

sharing in the context of political 

accountability and political awareness. 

Hence, the OGD initiatives obscure the 

difference between the technology-

based opening data and the open 

government's politics. 

(Attard et al., 2015; M. 

Janssen et al., 2012; Josefin 

Lassinantti et al., 2014; 

Puron-Cid, Gil-Garcia, & 

Luna-Reyes, 2012; Ubaldi, 

2013) 
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 Advantage

s category 

(n=150) 

Type of advantage Brief description Source 

1.4 Improved policy-making (n=7) Opening data creates a high level of 

confidence for the policy-makers to 

share their data. Therefore, users can 

verify and validate the data to generate 

their new policy-making or sharpen 

policy-making alternatives.  

(Attard et al., 2015; M. 

Janssen et al., 2012; Jetzek, 

Avital, & Bjorn-Andersen, 

2014; Linders, 2013; Safarov, 

Grimmelikhuijsen, & Meijer, 

2017; Veljković, Bogdanović-

Dinić, & Stoimenov, 2014; 

Zuiderwijk, 2017) 

1.5 Increased reputation (n=5)  External organisations can collaborate 

with government agencies since the 

governments provide free access to the 

government's data. Thus, one of the 

main impacts of the disclosure data is 

that reputation can guarantee 

companies' long-term contracts with the 

governments. 

(Arcidiacono & Reale, 2016; 

Carter, 2012; Klabi, Mellouli, 

& Rekik, 2018; van Loenen et 

al., 2018; Zuiderwijk & 

Janssen, 2013b) 

1.6 Improved government services 

(n=6) 

Data availability of government services 

improves their accessibility and helps 

citizens and organisations utilise them 

better. If the users can provide feedback 

about the published datasets, they might 

notify the curators of these datasets 

about possible errors in data. 

(Archer, Dekkers, Geodertier, 

Hazard, & Loutas, 2013; 

Barnickel et al., 2012; M. 

Janssen et al., 2012; Kucera 

& Chlapek, 2014; 

Schwegmann, 2012; 

Zuiderwijk, Janssen, et al., 

2014) 
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 Advantage

s category 

(n=150) 

Type of advantage Brief description Source 

1.7 Data sharing agreement (n=4) 

 

 

 

 

 

Data sharing agreement is the machine-

readable protocol for regulating data 

sharing among different organisation 

levels. The role of a data-sharing 

agreement in opening government data 

is to manage the government's 

information supply chains to ensure that 

their data is adequately protected.  

(Caimi, Gambardella, Manea, 

Petrocchi, & Stella, 2015; 

Costantino, Martinelli, 

Matteucci , & Petrocchi, 

2017; Fran. Ruiz et al., 2016; 

Swarup, Seligman, & 

Rosenthal, 2006) 

1.8 Evidence-based policy (n=10) Evidence-based policy-making is a 

strategy that uses evidence in the core 

position of the policy-making process to 

improve decision-making more efficient 

and effective. Evidence-based policy-

making in the opening data decision can 

help decision-makers make well-

informed decisions by placing the best 

available evidence from the research 

repositories.  

(Greenhalgh & Russel, 2009; 

Head, 2010; Luthfi & 

Janssen, 2019b; Monroe, 

2011; Straßheim & Kettunen, 

2014; Strydom, Nortje, 

Funke, & Steyn, 2010; 

Sundell, Tengvald, Soydan, & 

Anttila, 2009; Sutcliffe & 

Court, 2005; Urahn, Caudell-

Feagan, & Stasch, 2014; 

Volmink, 2017) 

2 Technology 

(n=39) 

2.1 Linked open data (n=8) Linked open data means that the data is 

well-structured and released according 

to the principles of linked data. The 

principles include that data should be 

interconnected, accessible, and shareable 

through the semantic web. The data 

providers can use this concept to 

(Archer et al., 2013; Dunsire, 

2013; Geiger & Lucke, 2012; 

M. Janssen & Van den 

Hoven, 2015; Khusro, Jabeen, 

Rahman Mashwani, & Alam, 

2014; Yoose & Perkins, 2019; 
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 Advantage

s category 

(n=150) 

Type of advantage Brief description Source 

connect the government's datasets from 

different sources, making it useful for 

more stakeholders. 

Zuiderwijk, Jeffery, et al., 

2012a, 2012b) 

2.2 Data optimisation (n=4) Data optimisation aims to manage data 

in a way that improves the quality of the 

released datasets. The optimisation can 

help the decision-makers to accelerate 

their decision-making process. Besides 

the decrease in processing speed when 

analysing the datasets, it is possible to 

reduce the overall cost instead of using 

traditional data analysis. 

(Buneman, Davidson, & 

Hillebrand, 1996; 

Emrouznejad, 2016; M. 

Janssen et al., 2012; Roy, 

Swarup Rautaray, & Pandey, 

2018) 

2.3 Data exploration (n=4) Data exploration uses visual-based 

exploration to understand better what is 

in a dataset and the released datasets' 

characteristics. Data exploration might 

help the governments to complete, 

correct, and relate among the datasets. 

Hence, the data users can define 

metadata's basic concepts such as 

structure, statistics, and relationships for 

further analysis. 

(Choe, Lee, Zhu, Henry, & 

Baur, 2017; Deligiannidis, 

Kochut, & Sheth 2007; 

Idreos, Papaemmanouil, & 

Chaudhuri, 2015; Keim, 2001) 
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 Advantage

s category 

(n=150) 

Type of advantage Brief description Source 

2.4 Data discovery (n=5) Data discovery aims to describe 

collecting data from various sources. The 

governments provide visual navigation 

data to ease the users in advanced 

analytics of the published datasets.  

(Gregory, 2020; M. Janssen 

et al., 2012; Korba et al., 

2008; Weikum, 2013; Wu, 

Psomopoulos, Jodha Khalsa, 

& de Waard, 2019) 

2.5 Data validation (n=4) Data validation ensures that data have 

undergone data cleansing, correct, 

useful, and high quality. Data validation 

strategies can avoid out-of-range data 

entry errors and the potential of 

streamlining data elicitation. The data 

publishers provide a well-defined, 

accurate, and consistent form for any 

kind of input from open data users. The 

open data users can check that the data 

is correct and get insight into the 

possibility of data conflicts.  

(Davies, 2010; Gao, Xie, & 

Tao, 2016; Gibson, Ramwell, 

& Day, 2016; Horn, Miksch, 

Egghart, Popow, & Paky, 

1998; Kupzyk & Cohen, 

2015) 

2.6 Data combination (n=5) Releasing datasets to the public can 

provide supplemental and more accurate 

information on the published datasets. 

The open data users can use statistical 

methods for combining multiple data 

sources to generate a record linkage 

among the datasets.  

(M. Janssen et al., 2012; 

Komarova, Nekipelov, & 

Yakovlev, 2018; Nkurunziza, 

2019; Wilson, Graves, 

Hamada, & Reese, 2006; 

Zuiderwijk, Jeffery, et al., 

2012a, 2012b) 
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 Advantage

s category 

(n=150) 

Type of advantage Brief description Source 

2.7 Data machine-readable (n=9) One of the main characteristics of the 

open government data initiative is that 

the released data should be in a 

machine-readable format. The machine-

readable format allows open data users 

to process the dataset using multiple file 

formats such as CSV, JSON, XML, and 

GTFS.  

(Alonso, 2011; Ariss, 2017; 

Davies, 2010; Goëta & 

Davies, 2019; M. Janssen et 

al., 2012; Jetzek et al., 2013; 

Julia Zhu & Freund; 

Malamud et al., 2007; Ubaldi, 

2013) 

3 Social 

(n=43) 

3.1 Improve citizen engagement 

(n=6) 

Community engagement means a 

dynamic relational process that facilitates 

interaction, involvement, and 

communication exchange between an 

institution and a social community for 

better outcomes  

(Campos & Evans, 2013; 

Canares, Marcial, & Narca, 

2016; Gurin, 2014; Johnston, 

2007; Ubaldi, 2013; H.-J. 

Wang & Lo, 2016; Zuiderwijk 

et al., 2013) 

3.2 Data reusability (n=5) The data collected in the government 

data portal is useful for the public to 

expose variability and enable 

experimentation. The public can re-use 

the data to generate new ideas or 

knowledge based on the experimental 

data  

(Barnickel et al., 2012; Chan, 

2013; K. Janssen, 2011; 

Mayinka et al., 2013; Vetrò et 

al., 2016) 

3.3 Better decision-making (n=5) Open government data initiatives 

provide new insights that data can be 

distributed, communicated, and share 

with the broader public domain. These 

data can serve as input for society to 

(M. Janssen et al., 2012; G. 

Lee & Kwak, 2012; Linders, 

2012; Sunderberg, 2016; 

Zuiderwijk & Janssen, 2013b) 
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 Advantage

s category 

(n=150) 

Type of advantage Brief description Source 

make informed and better decision-

making.  

3.4 Combating corruption (n=5) Open government data can help combat 

corruption through accountability and 

generate novel applications that 

promote public service transparency. The 

availability of the data in the government 

portal would help reduce potential 

corruption by increasing transparency 

(Attard et al., 2015; Bertot et 

al., 2010; M. Janssen et al., 

2012; Máchová, 2007; 

Rajshree & Srivastava, 2012) 

3.5 Improve public trust (n=6) The public sector can use open data to 

inform citizens about their actions better. 

By publication of open data, a public-

sector body can present itself as an open 

and transparent institution.  

(M. Janssen et al., 2012); 

(Kucera & Chlapek, 2014);  

(G. Lee & Kwak, 2012; 

Piotrowski & Ryzin, 2007; 

Schwegmann, 2012; Ubaldi, 

2013) 

3.6 Increase public satisfaction (n=7) Data disclosure is often in line with the 

many promises like improving 

transparency, accountability, and 

enhancing citizen engagement. Open 

government data can potentially increase 

citizen satisfaction by providing accuracy, 

fairness, understandably, and ease of use 

to the released datasets.  

(Albano & Reinhard, 2014; 

Cheol Kim & Yong Gim, 

2015; Davies, 2010; Helbig, 

Cresswell, Burke, & Luna-

Reyes, 2012; Kucera & 

Chlapek, 2014; Napolitano, 

2019; Zuiderwijk & Janssen, 

2013b) 

3.7 Data availability (n=5) The availability of the data refers to the 

process of ensuring that data is available 

to end-users without restriction. 

(M. Janssen et al., 2012; 

Meijer & Thaens, 2009; 

Pasquetto, Randles, & 
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 Advantage

s category 

(n=150) 

Type of advantage Brief description Source 

Providing high data availability can 

accelerate stored data is accessible to 

anyone and valid in the real-time 

process. 

Borgman, 2017; Reggi, 2011; 

Tanaka, 2016)  

3.8 Encourages public literacy (n=4) Open government data initiatives 

advocate support to the citizen by 

enabling public information. The public 

can read, write, and communicate the 

data in specific contexts by reusing the 

available datasets. Publishing the full 

version of open datasets to society will 

significantly affect the willingness to 

create, re-use, and analyse the datasets. 

(Abella, Ortiz-de-Urbina-

Criado, & De-Pablos-

Heredero, 2019; Elena, López 

, Paciello , & Pane, 2016; 

Kučera et al., 2013; 

Napolitano, 2019) 

4 Economic 

(n=26) 

4.1 Knowledge-economy growth 

(n=6) 

Business process models for opening 

data have emerged in response to the 

knowledge-economic opportunities 

presented by the increasing availability 

of open data by governments. Open 

government data enables greater 

transparency and accountability, delivery 

of new business ideas, and stimulation of 

open innovations in government 

organisations and business enablers.  

(Gonzales-Zapata & Heeks, 

2015; Jetzek et al., 2014; 

Jetzek et al., 2013; 

Magalhaes, Roseira , & 

Strover, 2013; Zeleti , Ojo, & 

Curry, 2016; Zuiderwijk & 

Janssen, 2017) 

4.2 Innovation (n=6) The sophistication of application 

innovation in open data systems makes it 

possible to introduce potential 

(M. Janssen et al., 2012);  

(Kucera & Chlapek, 2014);  
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 Advantage

s category 

(n=150) 

Type of advantage Brief description Source 

investment. The openness of data can 

improve understanding of how to 

process data and project it properly 

(Chan, 2013; Jetzek et al., 

2014; Schwegmann, 2012; 

Yang & Kankanhalli, 2013) 

4.3 Increased efficiency (n=5) Open government data is publicly 

available, non-confidential and non-

privacy restricted and freely available, 

and redistributed without additional cost.  

(Alzamil & Vasarhelyi, 2019; 

Gonzales-Zapata & Heeks, 

2015; M. Janssen & Van den 

Hoven, 2015; Liang, 2012; 

Susha, Grönlund, & Janssen, 

2015) 

4.4 New business opportunity (n=5) Opening data to the public can 

encourage both governments and 

society to access and re-use the data. 

Some potential impacts can be gained, 

like creating a new product, improving 

government services, and developing a 

new business model. 

(M. Janssen et al., 2012; 

Jetzek et al., 2014; Jetzek et 

al., 2013; Kucera & Chlapek, 

2014; Parycek, Hochtl, & 

Ginner, 2014) 

4.5 New jobs creation (n=4) Open government data has been looked 

at as the primary driver of public 

innovation and co-creation. The 

availability of valuable datasets is 

believed can generate many more 

benefits. The merits include economic 

growth, new business and products, 

public services, revenue streams, and 

new job creation.  

(Attard et al., 2015; 

Gonzales-Zapata & Heeks, 

2015; Kucera & Chlapek, 

2014; Toots, McBride, Kalvet, 

& Krimmer, 2017) 
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3.3.3 Disadvantages of opening data 

Although initiatives to open data can create many benefits, they might also create 

disadvantages (Luthfi & Janssen, 2017; Zuiderwijk & Janssen, 2015). Disadvantages 

and risks are closely related. Risks refer to the chance these disadvantages come true 

and their impact (Kucera & Chlapek, 2014; Luthfi, Janssen, et al., 2018a). Potential risks 

include inaccuracy, sensitivity, privacy, inconsistency, and data misuse (Martin et al., 

2013). These risks result in governments' reluctance to open their data (Kucera & 

Chlapek, 2014; Zuiderwijk & Janssen, 2015). In addition, two other reasons why 

governments and data providers tend not to open their data are: (1) opening public 

and private data are a comprehensive insight that may also be able to meet 

disadvantages like the inappropriate interpretation of the data (Zuiderwijk & Janssen, 

2013b), and (2) a mistake in translating data or misuse of the data can endanger the 

reputation of data providers (Barry & Bannister, 2014).  

Disadvantages also include the costs of opening. Governments sometimes 

need considerable effort to investigate and analyse the opening data's cause and 

effect (Davies, 2010; Kucera & Chlapek, 2014) in order to open the data. This can be 

an expensive process. 

Benefits and disadvantages might be related. Causality refers to an event or 

action of the disadvantages in opening data that induces something else to occur 

(Davies, 2010; Yang & Kankanhalli, 2013). Effect means an event or action in releasing 

a dataset due to another event or activity (Martin et al., 2013). For example, because 

of the inappropriate visualisation of a dataset in the government's portal information 

(as a cause), the public will tend to misinterpret the data as an effect. Unfortunately, 

at this moment, the investigation of the disadvantages in opening data and to what 

disadvantages the opening of data might result is not well-understood yet. 

 In this study, we categorised the economic impacts into five cost categories: 

collection, visualisation, management, suppression, protection, and dataset update. 

Data collection deals with gathering data on targeted attributes in an established 

system that enables answering relevant research questions (Sapsford & Jupp, 2006). 

Data visualisation refers to develop data and information from selected datasets 
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clearly and efficiently (Aparicio & Costa, 2014). Data management comprises activities 

to manage and preserve datasets as valuable resources (Borghi, Abrams, Lowenberg, 

Simms, & Chodacki, 2018). Data suppression refers to the regular or ad-hoc removal 

of unwanted records from a contact dataset (Sweeney, 2002). Finally, data security 

means protecting datasets from destructive forces and the adverse actions of 

unauthorised users (Sun, Yongping, Zhang, & Zhu, 2014). 
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Table 3-4 Category and type of disadvantages in Open Government Data 

 Disadvantages 

category 

(n=127) 

Type of disadvantages Brief description Source 

1 Political and 

legislation (n=49) 

1.1 Data ownership (n=5) Data ownership has legal rights and 

comprehensive control over a single 

piece of dataset elements. The 

inaccurate information about the 

data publishers' rightful owner of the 

datasets might ignore the datasets' 

acquisition and distribution policy.  

(Al-Khouri, 2012; Evans, 2011; 

Kucera & Chlapek, 2014; A. 

Marshall, Brynjolfsson, & Madnick, 

1995; Martin et al., 2013) 

1.2 Data liability (n=7) Data liability is an issue limited to the 

data provider's side. Open data users 

might be afraid of being asked liable 

for damage caused by using the 

available data because of incorrect 

and improperly interpreted. Private 

organisations raised fear of liability if 

personal information was disclosed 

via an open data portal or 

misinterpreted by third parties to 

make strategic business decisions.  

(Attard et al., 2015; Barry & 

Bannister, 2014; Chandler, 2007; 

Dulong de Rosnay & Janssen, 2014; 

Eckartz M, Hofman J, & Veenstra, 

2014; Martin et al., 2013; Truli, 2018) 

1.3 Data license (n=5) The data license selection process is 

precarious because it might not be 

easy to change the license status 

once the data is picked. The data 

license is often incompatible with 

many versions of the Creative 

Commons Attributions (CCA) license. 

(Alamoudi, Mehmood, Aljudaibi, 

Albeshri, & Hamid Hasan, 2020; 

Giannopoulou, 2018; Mockus & 

Palmirani, 2015; Raffaghelli  & 

Manca, 2019; Vir Singh & Phelps, 

2007) 
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 Disadvantages 

category 

(n=127) 

Type of disadvantages Brief description Source 

Lack of attention and resources of 

the government organisations to 

check the legal protection status or 

license. The data license usage is 

often unclear with regards to 

metadata provenance and attributes 

standardisation.  

1.4 Intellectual property 

rights (n=5) 

The government should provide 

technological boundaries to make a 

better understanding of intellectual 

property rights use. Although open 

government data may be a great 

source in the future, it is not directly 

warranty covered by the intellectual 

property legal systems.  

(Andanda, 2019; Borgesius, Frederik, 

van Eechoud, & Gray, 2015; Bradley, 

2014; Lundqvist, 2016; Mitra‐Kahn  , 

Johnson  , Man, & Meehan, 2016) 

1.5 Risk-averse culture (n=6) Government institutions and external 

organisations with limited resources 

and weak links performance tend to 

have a risk-averse culture. This risk-

averse culture can affect the 

decisions to open more of the 

datasets to the public. The decision-

makers tend to be afraid of whether 

to open or not to open the datasets.  

(Alonso, 2011; Carter, 2012; M. 

Janssen et al., 2012; M.-H. Lee, 2019; 

Martin et al., 2013; Zuiderwijk & 

Janssen, 2015) 

1.6 Privacy violation (n=7) Open government data can serve 

many benefits like increasing 

(Ali-Eldin et al., 2017; D. Chen & 

Zhao, 2012; B. Green, 2017; Korba et 



47 
 

 Disadvantages 

category 

(n=127) 

Type of disadvantages Brief description Source 

transparency, enhancing government 

services, and stimulating citizen 

engagement. Simultaneously, 

government datasets might include 

personally identifiable data resulting 

in privacy issues.  

al., 2008; Lundqvist, 2016; Scasa, 

2014; Sweeney, 2002) 

1.7 Data access permission 

(n=8) 

Data access permission refers to a 

data access control that open data 

users should apply to the data 

owner. For some reason, data 

providers close the data access 

because of the open data decisions' 

undefined objectives.  

(Alonso, 2011; Arzberger et al., 

2004; Carter, 2012; M. Janssen et al., 

2012; M.-H. Lee, 2019; Martin et al., 

2013; Yannoukakou & Araka, 2014; 

Zuiderwijk & Janssen, 2015) 

1.8 Data-sharing dispute 

(n=6) 

Opening data to the public 

sometimes disputes a data-sharing 

protocol because the data providers 

do not provide documentary 

evidence showing the data's 

property rights.  

(Andanda, 2019; Borgesius et al., 

2015; Bradley, 2014; Lundqvist, 

2016; Mitra‐Kahn   et al., 2016; 

Okediji, 2014) 

2 Technology 

(n=30) 

2.1 Data incompleteness 

(n=6) 

Opening incomplete data can create 

a misunderstanding about the 

meaning of the data. The caused 

elements of this category are (a) the 

anonymity of the data source, (b) 

inappropriate aliases formula, and (c) 

mismatch of the attribute 

(Amit & Larson, 1990; Kucera & 

Chlapek, 2014; Martin et al., 2013; 

Okediji, 2014; Walter, 2001; 

Yannoukakou & Araka, 2014) 
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 Disadvantages 

category 

(n=127) 

Type of disadvantages Brief description Source 

relationships. This situation is also 

possibly influenced data quality and 

result in data misinterpretation.  

2.2 Data inaccuracy (n=5) Data inaccuracy can occur when data 

providers release their data. Some of 

the causes of data inaccuracy 

include: (a) data entry mistake by the 

users or data operators, (b) flawed 

data entry process, (c) the null 

problem with the value of the data, 

and (d) deliberate error when the 

users enter an ungodly amount of 

the data. This category can affect the 

quality of the data.  

(D. Chen & Zhao, 2012; Dekkers, 

Loutas, Keyzer, & Goedertier, 2014; 

Kucera & Chlapek, 2014; Kučera et 

al., 2013; Martin et al., 2013) 

2.3 Data overlapping (n=2) Datasets might contain overlapping 

collections of data. More datasets on 

various government portals might 

include data on a similar theme or 

subject. If these datasets are 

inconsistent users, they might get 

confused. 

(Barry & Bannister, 2014; Kucera & 

Chlapek, 2014) 

2.4 Data disintegration (n=4) The multi-format datasets will cause 

difficulties in performing the data 

synchronization process and 

consuming reassessing a dataset. 

Furthermore, data providers need to 

(Barnickel et al., 2012); (Amit & 

Larson, 1990); (Martin et al., 2013); 

(M. Janssen et al., 2012);  
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 Disadvantages 

category 

(n=127) 

Type of disadvantages Brief description Source 

take into account the problems from 

synchronization and heterogeneous 

datasets. 

2.5 Low data quality (n=5) Open data initiatives become useful 

and useable when the users can 

understand how to use and 

manipulate the released datasets. 

However, poor data quality can 

reduce the traffic to use and create 

inefficiency. Thus, the low data 

quality impacts might include user 

dissatisfaction, potentially increase 

operation costs, and a less 

productive decision-making process.  

(Gao et al., 2016; Kučera et al., 2013; 

Talha, Abou El Kalam, & Elmarzouqi, 

2019; Vetrò et al., 2016; Zuiderwijk, 

Janssen, et al., 2014) 

2.6 Data complexity (n=8) Although there are many benefits of 

opening data to the public, the open 

government data movement may 

face complex situations. The 

complexities include the volume of 

the data, the structure of data in 

many relationships, and the variety 

of data with diverse architecture and 

values.  

(Alonso, 2011; Barry & Bannister, 

2014; Conradie & Choenni, 2014; M. 

Janssen et al., 2012; Jetzek, 2016; 

Martin et al., 2013; Toots et al., 

2017; H.-J. Wang & Lo, 2016) 

3 Social (n=34) 3.1 Data sensitivity (n=6) Releasing data can include sensitive 

attributes. The users can analyse 

personal identity elements like full 

(Barry & Bannister, 2014; Kulk & van 

Loenen, 2012; Martin et al., 2013; 

Parycek et al., 2014; Tran & 
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 Disadvantages 

category 

(n=127) 

Type of disadvantages Brief description Source 

name, date of birth, address, and 

phone number. This category can 

influence data privacy and data 

violation.  

Scholtes, 2015; Zuiderwijk & 

Janssen, 2015) 

3.2 Data personal identifiable 

(n=8) 

The emerging of open government 

data initiatives may also increase the 

number of data breaches that 

contain entities and personal 

identity. As a result, unauthorised 

users can use and analyse relevant 

data, such as social security numbers, 

passports, etc. 

(Barry & Bannister, 2014; Kulk & van 

Loenen, 2012; Luthfi & Janssen, 

2017; Luthfi, Janssen, et al., 2018a; 

Martin et al., 2013; Parycek et al., 

2014; Tran & Scholtes, 2015; 

Zuiderwijk & Janssen, 2015) 

3.3 Data misuse (n=6) Data disclosure can make personal 

or individual data identifiable by 

combining several datasets. Some 

cause misuses of the data are: (a) 

discredit personal profile, (b) access 

as unauthorised users, and (c) 

diminish the government's or 

company's reputation. This situation 

was influencing data privacy.  

(Amit & Larson, 1990; Kucera & 

Chlapek, 2014; Kučera et al., 2013; 

Martin et al., 2013; Walter, 2001; 

Yannoukakou & Araka, 2014) 

3.4 Data fraud (n=8) 

 

Opening data to the public may also 

potentially be fraud by the expert 

users. They can use the released 

datasets for several illegal actions 

such as detecting financial 

(Barry & Bannister, 2014; Kulk & van 

Loenen, 2012; Luthfi & Janssen, 

2017; Luthfi, Janssen, et al., 2018a; 

Martin et al., 2013; Parycek et al., 
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 Disadvantages 

category 

(n=127) 

Type of disadvantages Brief description Source 

transactions, scamming internet 

shopping, and filing an insurance 

claim.  

2014; Tran & Scholtes, 2015; 

Zuiderwijk & Janssen, 2015) 

3.5 Data misinterpretation 

(n=6) 

Publishing data by governments or 

companies is possible to drive a 

misinterpretation of the data. The 

causes factors of this category are: 

(a) insufficient domain expertise, (b) 

essential variables are omitted, (c) 

inappropriate data visualisation, and 

(d) error of attribute correlation. The 

effect of this risk category is 

influencing the data quality and data 

incompleteness. 

(Amit & Larson, 1990; Barnickel et 

al., 2012; Barry & Bannister, 2014; 

M. Janssen et al., 2012; Kucera & 

Chlapek, 2014; Uhlir, 2009) 

4 Economic (n=14) 4.1 Cost for collecting data 

(n=3) 

Data collection is the process of 

gathering and measuring data in a 

sequential or systematic approach. 

Data collectors should follow a 

formal plan for data collection to 

ensure that the data they elicit has a 

precise definition, is well structured, 

and is accurate. Some potential costs 

related to this category refer to 

conducting a survey and 

investigating various data providers' 

data.  

(Sapsford & Jupp, 2006) (Sapsford 

& Jupp, 2006; Ubaldi, 2013) 
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 Disadvantages 

category 

(n=127) 

Type of disadvantages Brief description Source 

4.2 Cost for visualising data 

(n=2) 

Data visualisation refers to develop 

data and information from selected 

datasets clearly and efficiently. These 

can help users analyse and reason 

about more accessible, 

understandable, and usable data and 

evidence. The potential cost to 

conduct this category might be 

developing a quantitative-based user 

interface of the open data portal.  

(Aparicio & Costa, 2014; Xyntarakis 

& Antoniou, 2019) 

4.3 Cost for managing data 

(n=2) 

Data management comprises 

activities to manage and preserve 

datasets as valuable resources. Some 

potential costs related to this 

category might be possible from the 

formatting and organising dataset. 

(Borghi et al., 2018; Burwell, 

VanRoekel, Park, & Mancini, 2013) 

4.4 Cost for suppression data 

(n=2) 

Data suppression refers to the 

regular removal of any unintended 

and anomaly records from a 

contacted dataset. The possible 

investment revenue stream from this 

category might reduce inaccurate 

data and provide various intelligent 

approaches to the dataset's 

treatment. 

 

(S. Kim & Chung, 2019; Sweeney, 

2002) 
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 Disadvantages 

category 

(n=127) 

Type of disadvantages Brief description Source 

4.5 Cost for protecting data 

(n=2) 

Data security means protecting 

datasets from destructive forces and 

the unwanted actions of 

unauthorised users. This category's 

potential costs are derived from data 

protection programs like data 

encryption, data backup, data masks, 

and erasure. 

(Aldossary & Allen, 2016; Sun et al., 

2014) 

4.6 Cost for updating data 

(n=3) 

In open government data initiatives, 

it is essential to keep the released 

data updates. The costs for updating 

datasets include providing cloud 

storage and fee for administrative 

officers or operators.  

(Borghi et al., 2018; Burwell et al., 

2013; Luthfi et al., 2019) 
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3.3.4 Elements of decision-making support 

Decision-support systems (DSS) emerged as a new domain for the first time in the '70s. 

They brought together the system's terminology to support managerial decisions 

(Filip, Zamfirescu, & Ciurea, 2017). For one reason, the DSS concept was prevented by 

the idealised vision of over the precognitive man-computer systems, enabling man 

and computers to gain cooperation on making decisions and managing various 

complex situations (Licklider, 1960).  

The DSS can be divided into six main types (Bonczek, Holsapple, & Whinston, 

1980; Turban, Aronson, & Liang, 2007). First, model-driven DSS, which is based on 

quantitative models. This first model provides the most elementary functionality of 

the decision-making process. The functionality includes three main parts, namely, 

planning, scheduling, and management. The decision-makers tend to use this model 

to design a simple decision-making process within a short period of time. Second, 

data-driven DSS emphasised the access and manipulation of data modified to specific 

works using general decision-making tools. This model uses the elementary 

functionality of decision-making processes like planning, scheduling, and 

management for supporting decisions in a range of specific cases and situations. 

Third, communication-driven DSS uses communication and network technologies to 

support and facilitate the decision-making process. This model helps the 

collaboration and communication aspects and possible to use various tools, including 

computers and communication supporting tools. Fourth, document-driven DSS uses 

large document databases that store several file formats like word processing 

documents, images, videos, and other multimedia platforms. Fifth, knowledge-driven 

DSS introduces human-computer systems that come up with problem-solving 

expertise. This model combines the artificial intelligence field and human cognitive 

capabilities to provide suggestions to decision-makers. Sixth, web-based DSS is the 

latest and the most sophisticated decision support system model that extends its 

capacities and abilities using Internet-based technologies. 

 There is no consensus on a DSS's capabilities because of a shortfall of general 

agreement about the DSS domain (Lamy, Ellini, Nobécourt, Venot, & Zucker, 2010; 



55 
 

Omidvar & Bordbar, 2013). Nevertheless, most of the DSS has two main features that 

could help the decision-makers. First, decision-makers at all levels of an organisation, 

individual, group of users, mainly semi-structured and non-structured situation, with 

actual data and supporting human rationalities (Lamy et al., 2010; Omidvar & Bordbar, 

2013; Turban et al., 2007). Second, a DSS can improve the decision-makers insights 

and knowledge from a specific type of case study (Turban et al., 2007). Thus, a DSS 

leads to new demands, achieves the organisation's objectives and agendas, and 

provides a knowledge-based repository of a specific domain (Omidvar & Bordbar, 

2013; Sauter, 2010). 

The essential purpose of a DSS is to provide useful information to decision-

makers for making a decision (Bonczek et al., 1980; Power, 2002; Turban et al., 2007). 

Therefore, our DSS should collect relevant information from the knowledge 

repositories, analyse it using an appropriate method, and present it to the decision-

makers and other related stakeholders (Filip et al., 2017; Sauter, 2010; Turban et al., 

2007). At this moment, there is no universally accepted taxonomy of the decision-

support systems because different authors provide and propose different categories 

and elements (Ahmad Mir & Quadri, 2009; Power, 2002). Every DSS does not well-

suited into a single category but is a combination of several references (A. Marshall 

et al., 1995; Omidvar & Bordbar, 2013). Therefore, we define the theory of DSS’s 

elements by investigating a systematic literature review. We used the Elsevier Scopus 

database to cover both topical and non-topical articles. Eligible papers represented 

the key construct of "decision support systems". 

Table 3-5 summarises the architectural elements of DSS provided by the 

different authors and sources.  
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Table 3-5 Overview of DSS elements from the literature 

 Source Elements of DSS Description of 

elements 

1 (Sprague & 

Carlson, 1982) 

a) Database Management 

System (DBMS)  

b) Model Base 

Management system 

(MBMS) 

c) Dialogue Generation 

and Management 

System 

a) Stores information 

b) Integrates models 

c) Provides user interfaces to 

manage system 

2 Haettenschwiler 

(1999) 

a) User authentication 

b) Decision context 

c) Target system 

d) Knowledge-based 

a) Participates in different 

roles or functions in the 

data management process 

b) Specifically defined 

decision rules  

c) Describes the majority of 

the preferences 

d) External data sources, 

knowledge databases, 

working databases, data 

warehouse, metadata 

bases, models, methods, 

integrates search engines 

to responding system 

3 (Marakas, 1999) a) Database Management 

System 

b) Memory Management 

System 

c) Knowledge Engine 

d) User Interface 

e) User 

a) Stores, manages and 

provides access to the 

data 

b) Organises memory 

efficiently 

c) Inference procedure or 

control structure for 

utilising the knowledge 

d) Allows a user to interact 

with the system 

e) One who uses the system 

4 (Haag, 

Cummings, & 

Dawkins, 2000) 

a) Database Management 

System (DBMS)  

b) Model Base 

Management system 

(MBMS) 

c) Dialogue Generation 

and Management 

System 

a) Stores information (that 

can be further subdivided 

into the organisation's 

traditional data repository, 

from an external source 

such as the Internet or the 

experience of the 

individual user) 
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 Source Elements of DSS Description of 

elements 

b) Using various kinds of 

models, it handles the 

representation of events, 

facts or situations 

c) Integrates models and 

provides a user interface 

5 (Power, 2002) a) The user interactive 

b) The database interactive 

c) The model and 

analytical tool 

d) The DSS architect and 

network 

a) Interacts with the user 

over a command line 

b) Interacts with a single or a 

group of users using a 

database for heuristics 

c) Model designed for 

analysis 

d) Interacts with the other 

DSS or database server 

  

3.4 Taxonomy and elements of the DSOD  

This study developed a taxonomy of the advantages and disadvantages of opening 

data from the systematic literature review. Based on the systematic literature review 

that was carried out in sections 3.3.2 and 3.3.3, we clustered the advantages and 

disadvantages of opening data at the same level into three main categories: political 

and legislation, technology, social, and economic elements. In the advantages cluster, 

the political and legislation is viewed in eight sub-categories: improved transparency, 

enhanced accountability, political awareness, improved policy-making, increased 

reputation, improved government services, data sharing agreement, and evidence-

based policy-making. In the disadvantages cluster, the political and legislation cluster 

consists of eight categories: data ownership, data liability, data license, intellectual 

property rights, risk-averse culture, privacy violation, data access permission, and 

data-sharing dispute.  

 The main category's technology advantages consist of seven sub-categories: 

linked open data, data optimisation, data exploration, data discovery, data validation, 

data combination, and data machine-readable. The disadvantages of the technology 
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aspect consist of six sub-categories, e.g., incompleteness, inaccuracy, overlapping, 

disintegration, low data quality, and complexity of the data.  

In the main social category, the advantages of disclosing data are classified 

into eight sub-categories: improving citizen engagement, data reusability, better 

decision-making, combating corruption, improving public trust, increasing public 

satisfaction, data availability, and encouraging public literacy. The disadvantages of 

opening data from the social aspect consist of five categories: data sensitivity, 

personally identifiable data, data misuse, data fraud, and data misinterpretation. 

 Moreover, in the main economic category, the advantages of opening data 

can contribute to the five sectors: knowledge-economy growth, innovation, increased 

efficiency, new business opportunities, and new job creation. Simultaneously, opening 

data to the public can create costs from the economic perspective, such as collecting 

data, visualising data, managing data, suppressing data, protecting data, and 

updating data. Figure 3-2 presents the taxonomy of the advantages and 

disadvantages of opening government data.  
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Open Government Data

Advantages

Disadvantages

Political and 
legislation

Improved transparency

Enhanced accountability

Political awareness

Improved policy-making

Increased reputation

Improved government services

Data sharing agreement

Evidence-based policy making

Technology

Linked open data

Data optimization

Data exploration

Data discovery

Data validation

Data combination

Social

Improve citizen engagement

Data reusability

Better decision-making

Combating corruption

Improve public trust

Increase public satisfaction

Data availability

Encourages public literacy

Economy

Knowledge-economy growth

Innovation

Increase effiency

New business opportunity

Data ownership

Data liability

Data license

Intellectual property rights

Risk averse culture

Privacy violation

Data access permission

Data-sharing dispute

Data incompleteness

Data inaccuracy

Data overlapping

Data disintegration

Low data quality

Data complexity

Data sensitivity

Data personal identifiable

Data misuse

Data fraud

Data misinterpretation

Cost for collecting data

Cost for visualizing data

Cost for managing data

Cost for suppression data

Cost for protecting data

Political and 
legislation

Technology Social Economy

Data machine-readable

New jobs creation

Cost for updating data

 

Figure 3-2 Taxonomy developed from the literature review 
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In addition, this study also provides the elements of the decision-making 

process to open data. Based on the systematic literature review in section 3.3.4, we 

found eight elements of the DSOD in this study. First, the Database Management 

Systems (DBMS) refers to the stores of information that can be further subdivided 

into the organisation's traditional data repository, from an external source such as the 

Internet or the individual user's experience. Second, the Model Base Management 

system (MBMS) refers to the use of various kinds of models. It handles the 

representation of events, facts, or situations. Third, Dialogue Generation and 

Management System (DGMS) refers to integrating models and provides a user 

interface. Fourth, the user interface refers to the inference procedure or control 

structure for utilising the knowledge. Fifth, user authentication represents 

participating in different roles or functions in the data management process. Sixth, 

decision context refers to the specifically defined decision rules. Seventh, the 

knowledge-based refers to the external data sources, knowledge databases, working 

databases, data warehouse, metadata bases, models, methods, integrates search 

engines into the responding system. Eighth, the model and analytical tool refer to the 

model designed for analysis. Table 3-6 shows the decision-making support elements 

that we can use as the fundamental components to develop the DSOD prototype in 

this research. 

 

Table 3-6 Elements of DSS used in this research 

 Elements of DSS 

derived from literature 

Elements of DSS 

use in this study 

after combining 

and merging 

similar term 

Description of DSS elements 

1 a) Database 

Management 

System (DBMS)  

b) Model Base 

Management 

system (MBMS)  

c) Dialogue Generation 

and Management 

System 

 

a) Database 

Management 

System 

(DBMS)  

b) Model Base 

Management 

system 

(MBMS) 

c) Dialogue 

Generation 

and 

a) Stores information (that can be 

further subdivided into the 

organisation's traditional data 

repository, from an external source 

such as the Internet or the 

experience of the individual user) 

b) Using various kinds of models, it 

handles the representation of 

events, facts, or situations 

c) Integrates models and provides a 

user interface 2 a) User authentication 



61 
 

 Elements of DSS 

derived from literature 

Elements of DSS 

use in this study 

after combining 

and merging 

similar term 

Description of DSS elements 

b) Decision context 

c) Target system 

d) Knowledge-based 

Management 

System 

(DGMS) 

d) User interface 

e) User 

authentication 

f) Decision 

context 

g) Knowledge-

based 

h) The model 

and analytical 

tool 

 

d) Inference procedure or control 

structure for utilising the 

knowledge 

e) Participates in different roles or 

functions in the data management 

process 

f) Specifically defined decision rules  

g) External data sources, knowledge 

databases, working databases, 

data warehouse, metadata bases, 

models, methods, integrates 

search engines to responding 

system 

h) Model designed for analysis 

 

 

3 a) Database 

Management 

System 

b) Memory 

Management 

System 

c) Knowledge Engine 

d) User Interface 

e) User 

4 a) Database 

Management 

System (DBMS)  

b) Model Base 

Management 

system (MBMS) 

c) Dialogue Generation 

and Management 

System 

5 a) The user interactive 

b) The database 

interactive 

c) The model and 

analytical tool 

d) The DSS architect 

and network 
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3.5 Conclusions 

In this chapter, a detailed and systematic literature review was presented to answer 

the first research question (RQ#1), namely "What are the advantages and 

disadvantages of opening data?", and the second research question (RQ#2), "What are 

the elements of the decision-making support for opening data?". From the systematic 

literature review, a taxonomy of the advantages and disadvantages of opening data 

was developed. This taxonomy contributes to the scientific knowledge in open 

government data, and RQ#1 was answered. Based on the systematic literature review 

that we carried out in sections 3.3.2 and 3.3.3, we categorised the advantages and 

disadvantages of opening data at the same level into four categories: political and 

legislation, technology, social, and economic aspects.  

Furthermore, this chapter also provides the elements of the decision-making 

process to open data. Based on the systematic literature review in section 3.3.4, we 

found that eight elements of relevance for the DSOD in this study. The eight elements 

of the DSS include (1) Database Management System (DBMS), (2) Model Base 

Management system (MBMS), (3) Dialogue Generation and Management System 

(DGMS), (4) User interface, (5) User authentication, (6) Decision context, (7), 

Knowledge-based, and (8) The model and analytical tool. Based on these eight 

elements of the DSS found through literature studies, we then translated the DSS's 

main requirements according to the DSOD needs in Chapter 4.  
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Chapter 4  
Decision-making support functionalities 
 
This chapter presents the functionalities of decision-making support to open data 

(DSOD). This chapter's main objective is to answer the third research question (RQ#3): 

What are the functionalities of a prototype? To address the research question, we 

followed a prototyping developing approach. This chapter used the literature review 

of decision-making support elements in the previous part (Chapter 3) to define and 

describe the decision-making support. Five functionalities of decision-making 

support contribute to developing a DSOD prototype. The functionalities include 

retrieving and decomposing the dataset, evaluating the dataset, assessing and 

weighing the dataset, providing decision alternatives, and providing 

recommendations. 

 This chapter is structured using five sections. First, we introduced the need to 

develop decision-making support to open data. Second, we provided the phases of 

designing the DSOD, which consisted of the Intelligence phase, design phase, and 

choice phase. Third, we defined the functionality of the DSOD elements provided in 

Chapter 3. Four, we translated the DSS elements found in chapter 3 to DSOD 

functionalities. In the last sub-section, we use derived and presented the detailed 

DSOD steps. 

 Parts of this chapter have been published in (Luthfi & Janssen, 2017, 2019b; 

Luthfi, Janssen, et al., 2018b, 2020).  

 

4.1 Decision-making support for opening data 

The government expects to provide open access to the datasets for the public. The 

opening of data should result in the accomplishing of public values, like transparency 

and accountability, but at the same time, other public values like privacy should be 

ensured (Zuiderwijk & Janssen, 2015). Although the opening might yield benefits, 

they might also encounter risks (Conradie & Choenni, 2014; Zuiderwijk & Janssen, 
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2017). Possible disadvantages are the misuse of data or information to benefit 

individuals, groups, or even politicians (Kulk & van Loenen, 2012). Another frequently 

mentioned reason is privacy that can lead to inappropriate interpretation by the 

public and hinder contributing to the spirit of open data (M. Janssen & Van den 

Hoven, 2015; Zuiderwijk & Janssen, 2015). 

Although many datasets have been opened (Grimmelikhujsen & Meijer, 2014; 

Kulk & van Loenen, 2012; Meijer & Thaens, 2009) a substantial number of datasets is 

still closed (Zuiderwijk & Janssen, 2015). Several reasons can explain this situation, 

including the reluctance of some organisational entities to release datasets for several 

reasons, including the complexity of implementing systems (Barry & Bannister, 2014; 

Martin et al., 2013; Veenstra & Broek, 2013), high human skills and well-educated staff 

(Albano & Reinhard, 2014; Puron-Cid et al., 2012; Yannoukakou & Araka, 2014), and 

the readiness related to the infrastructure, hardware, software, or financial resources 

(Gurstein, 2011). The disadvantages of opening data include mistakes in data and 

potential misuse of data, which can endanger data providers' reputations (Barry & 

Bannister, 2014). One particular disadvantage is that opening a personal data system 

violates the data protection act concerning data privacy (Kulk & van Loenen, 2012). 

When datasets are linked together, at the same time, the risk of privacy violations will 

increase (Bertot et al., 2010). Overall there is a lack of insight into the potential 

disadvantages and advantages of open data (Manyika et al., 2013).  

In the literature study, we found that there are various models for making 

decisions to open data. The five systematic models contributing to the open data 

domain were identified: (1) Trade-off the risks values (Zuiderwijk & Janssen, 2015). This 

model provides structured steps for analysing the benefits and risks of disclosing 

data. (2) Decision-support framework (Buda et al., 2015). This model provided a 

prototype that was based on the insight of open data ecosystems. (3) Multiple Criteria 

for decision-making (Luthfi, Janssen, et al., 2018a). This model used a fuzziness theory 

to analyse uncertainty problems and provide decision alternatives. (4) Costs and 

benefits of opening data (Luthfi & Janssen, 2019b). This model was developed based 

on the DTA method. This model is used to estimate the potential advantages and 

disadvantages of releasing data. (5) Interactive decision-making process (Luthfi & 
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Janssen, 2017; Luthfi, Janssen, et al., 2018a). This model proposed a BbN method to 

construct the causal relationships of the decision-making process to open data in the 

case of health patient records. This model contributes to the perspective of how to 

examine the risks and benefits of opening data by providing sequential iteration 

process. The model uses a suppression technique like k-anonymity to anonymise such 

sensitive attributes.  

 

4.2 Designing DSOD phases 

Decision-making support (DMS), on the other hand, is a specific form of information 

processing, which is presenting an action plan under particular circumstances (Simon, 

1979). Herbert Simon introduces three primary phases to develop decision-making 

support, as described in Chapter 3. In this study, the development of a decision-

making support system will follow Simon's process model of the decision-making 

process and its elements, as presented in Figure 4-1.  
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Figure 4-1 Decision-making support for opening data process 

 
 
 
 
 
1) Intelligence phase. A DSS development project should start by obtaining a clear 

understanding of the decisions to be made with the proposed system's help 

(Turban et al., 2007). The intelligence phase’s term refers to collecting information 

without knowing the decision's outcome (Mallach, 1994). The intelligence phase 

may involve activities (Turban et al., 2007), such as (a) setting objectives and 

observe the problems, (b) develop statements of the problem and perceiving a 

1. Intelligence 

a) Setting objectives 

• Determine the factors influence of the advantages and 
disadvantages of opening data 

• Classify the advantages and disadvantages of opening data 

• Determine the level of the advantages and disadvantages of 
opening data 

b)  Perceiving a decision situation 

• Determine the actors involvement and the circumstances 
c) Defining the problem 
d) Allocating the task 

Decision Problem 

2. Design 

a) Adopting the approach 

• Evaluation: Intelligence Systems (BbN, DTA, and FMCDM)  

• Assessment: (Cost and benefits analysis) 
b) Building the model 

• Develop a prototype of Decision-making Support to Open Data 
c) Identifying/designing alternatives 

Models and alternatives 

3. Choice 

a) Experimenting the model  

• Testing the model with the actual datasets from the case studies 

• Measuring the performance of the model designed  
b) Adopting a solution (Decisions) 
c) The measurement of the effectiveness of the developed model 
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decision situation, (c) acquiring information relevant to the decision, and (d) 

allocating the task.  

2) Design phase. The design phase involves systematic and well-structured research 

to determine alternatives or available options (Mallach, 1994). Several activities will 

be carried out, including (a) identify variables and criteria for the decision, (b) 

specify relationships between variables, (c) Identify controllable and uncontrollable 

events, (d) develop a decision-model that can be used to evaluate alternatives and 

(e) evaluation of a variety of possible solutions to the problem statements.  

3) Choice phase. This final step is called the decision, which presents the way to 

release it for implementation. In the choice phase, alternatives are searched, 

evaluated, and one chosen as a recommended solution (Simon, 1979). The selected 

decision is to be carried out and only if the recommended solution is successfully 

employed and the problem is solved (Turban et al., 2007). Three activities will be 

carried out, namely (a) experimenting with the model, (b) adopting a solution, and 

(c) measurement of the effectiveness of the developed model.  

 

4.3 Elements of the DSOD  

In this chapter, we translated the eight elements found in Chapter 3 to develop the 

DSOD prototype. Based on the systematic review in Chapter 3 (Section 3.3.4), the 

main elements were structured into eight parts and are detailed for the DSOD 

prototype in this section. First, the Database Management Systems (DBMS) refers to 

the stores of information that can be further subdivided into the organisation's 

traditional data repository, from an external source such as the Internet or the 

individual user's experience. Second, the Model Base Management system (MBMS) 

refers to the use of various kinds of models. It handles the representation of events, 

facts, or situations. Third, Dialogue Generation and Management System (DGMS) 

integrates models and provides a user interface. Fourth, the user interface refers to 

the inference procedure or control structure for utilising the knowledge. Fifth, user 

authentication refers to the participation of different roles or functions in the data 

management process. Sixth, decision context refers to the precisely defined decision 
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rules on accepting or rejecting alternative decisions. Seventh, the knowledge-based 

refers to the external data sources, knowledge databases, working databases, data 

warehouse, metadata bases, models, methods, integrates search engines into the 

responding system. Eighth, the model and analytical tool refer to the model designed 

for analysis. Table 4-1 shows the decision-making support elements that we can use 

as the fundamental components to develop the DSOD prototype in this research. 

Table 4.1 presents the eight DSS elements derived from the literature and generally 

used for defining and designing decision-making support.  

 

 Table 4-1 Elements of DSS used in this study 

 Elements of DSS 

from literature 

Functionality 

1 Database 

Management System 

(DBMS)  

DBMS is an intermediary system that is used as a 

good liaison between the user and the database. 

The DBMS aims to function as a tool for organising 

well-structured corporate data sources (Mallach, 

1994; Sprague & Carlson, 1982).  

2 Model Base 

Management system 

(MBMS)  

MBMS is an interactive system consisting of a user 

dialogue system, a model processor, and a data 

management system, which helps decision-makers 

use quantitative data and models to solve semi-

structured problems (Koutsoukis, Dominguez-

Ballesteros, Lucas, & Mitra, 2000; Sprague & 

Carlson, 1982). 

3 Dialogue Generation 

and Management 

System (DGMS) 

The creation of a dialogue generation and 

management system (DGMS) aims to increase the 

tendency and ability of system users or stakeholders 

to gain the most from a DSS. Since most DSS uses 

are optional, the decision-maker must be motivated 

to use a DSS or open up a great chance of remaining 

unused (Power, 2002; Turban et al., 2007). 

4 User Interface The user interface is what the user sees and uses 

when interacting with the DSS. Most users do not 

want to learn a more technically oriented interface. 

For non-technical users, a suitable DSS user 

interface design is the essential determinant of a 

successful decision support implementation 

(Bonczek et al., 1980).  

5 User authentication User authentication is the act of verifying 

statements, such as the identity of a DSS system 
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 Elements of DSS 

from literature 

Functionality 

user. Utilising user authentication enables the DSS 

system to verify a person's identity connected to a 

network resource (Koutsoukis et al., 2000). 

6 Decision context Designing a decision context aims to define what 

decisions are made and why. Does it relate to other 

decisions made or previously anticipated? How to 

rank decision risk, and why? How will the 

information be used in decisions made? (Ahmad Mir 

& Quadri, 2009) 

7 Knowledge-based Knowledge-based decisions are used to make 

effective and strategic decisions by establishing the 

thought process and rationale behind decisions. 

What factors influence the decision, and how are the 

strategies for keeping the objectives of a DSS? 

(Turban et al., 2007) 

8 The model and 

analytical tool 

Models and analytical tools in DSS are used to 

analyse complex situations related to decision-

making. This model allows scientific and 

experimental approaches with different strategies to 

find the right method for an organisation or DSS 

users (Omidvar & Bordbar, 2013; Sprague & 

Carlson, 1982). 

 

4.4 Translation of the DSS elements to DSOD functionalities 

Based on these eight elements of the DSS found through literature studies, we 

translated the DSS's main requirements according to the DSOD needs. This translation 

process aims to (1) redefine each element according to the DSOD development stage, 

(2) explain in more detail the role of each translation element during DSOD 

development, and (3) as a bridge to translate between literature studies on DSS. 

Figure 4-2 shows the translation process from DSS elements derived from the 

literature studies to the DSOD functionalities.  
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Figure 4-2 Translation of the DSOD functionalities 

 

 The translation of the DSS elements to DSOD functionalities is explained in 

more detail hereafter. 

 In the first element, Database Management Systems (DBMS) represent the 

need for data providers to set the dataset source, including several technical 

approaches, such as extracting, transforming, and loading (ETL) a dataset. The DBMS 

enables users to use and access dataset together using multi-database platforms. 

Several dataset formats could be used in this context, such as CSV, JSON, XML, 

AACDB, and other machine-readable formats.  

 As identified for the second element, the Model Base Management System 

(MBMS) represents an interactive system consisting of a user dialogue system, which 

helps decision-makers analyse datasets to solve semi-structured problems. In the 

context of the DSOD functionality, MMBS can determine the advantages and 

disadvantages of opening the datasets to help decision-makers, civil servants, and 

administrative officers.  
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 In the third element, the Dialogue Generation and Management System 

(DGMS) aims to increase the tendency and ability of system users or stakeholders to 

gain the most from a DSS. The stakeholder's involvement in the decision-making 

process to open data might have different roles and objectives. The various concerns, 

like transparency and privacy, should be represented and discussed. Our taxonomy 

will help to ensure that all benefits and disadvantages will be taken into account. 

Therefore, we use the DGMS to generate a dialogue generation among the open data 

stakeholders and how they interact with each other. 

 The user interface aims to provide an interface about how the users interact 

with the DSS as positioned in the fourth element. The user interface should ensure 

that all information for making a decision can be accessed. In the functionality of 

DSOD, we design a user interface by considering technical and non-technical barriers. 

Therefore, we develop a DSOD prototype to help decision-makers, data analytics, and 

civil servants use the DSOD conveniently. 

 As defined in the fifth element of DSS, user authentication enables the DSS 

system to verify a person's identity. The user authentication should ensure that DSS 

gives permissions to the users to access a resource. In the functionality of the DSOD, 

we developed a user authentication to verify statements, such as the identity of a DSS 

system user, roles, and their privilege in using the DSOD.  

 The sixth element of the DSS, namely decision context, is to define what 

decisions are made and why. Does it relate to other decisions made or previously 

anticipated? How to rank decision risk, and why? How will the information be used in 

decisions made? The decision context may enable the re-use of past decisions made. 

When similar datasets are disclosed, the current data could be re-used and re-

analysed. Therefore, it might be more efficient because no new process needs, except 

when the circumstances are altered. In the functionality of the DSOD, we used 

decision context to create decision rules and alternatives, namely open, limited access, 

suppression, and closed the dataset. 

 The seventh element, knowledge-based, aims to make effective and strategic 

decisions by establishing the thought process and rationale behind decisions. What 

factors influence the decision, and how are the strategies for keeping the objectives 
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of a DSS? In the translation of the DSOD functionality, knowledge-based defines 

predetermined criteria to measure and ensure the optimal outcome for a specific case 

study from various open data stakeholders. Similar to the decision context in the sixth 

element, if a dataset has already opened, the current knowledge could be re-used for 

making new decisions.  

 The last and eighth element, namely the model and the analytic tool, is used 

to analyse complex situations related to decision-making. This model allows scientific 

and experimental approaches with different strategies to find the right method for an 

organisation or DSS users.  

After we translated the DSS's needs and elements, the next step was to build 

a DSOD conceptual model. To do this, we combined the elements of a DSS based on 

literature studies with facts and decision-making models from early studies in several 

departments in government organisations in Indonesia. The process steps for 

developing the DSOD conceptual model can be explained as follows:  

First, we build the first step called retrieving and decomposing the dataset. 

This step is a combination of the translation results from element 1 (DBMS), element 

2 (MBMS), element 4 (user interface), and element 5 (user authentication). At this step, 

DSOD emphasises the aspects of how DSOD initialises the process of retrieving and 

parsing the dataset, including extracting data, creating metadata, and setting user 

authentication. 

Second, we design a second step called the evaluation stage. This step is a 

combination of the translation results from element 3 (DGMS), element 7 (Knowledge 

base), and element 8 (Model and analytic tool). At this stage, DSOD is designed to 

evaluate the potential disadvantages of opening the data by considering the aspects 

of the benefits at the same time. In this step, several data analysis methods such as 

BBN, FMCDM, and DTA are used. Meanwhile, a knowledge base of decision-makers, 

politicians, and other stakeholders is needed to quantify the disadvantage categories 

and benefits of data disclosure.  

Third, we prepared an assessment model from the third step's evaluation 

results after conducting the evaluation. In this step, we performed a translation of 

element 4 (user interface) and element 7 (knowledge base). At this step, the 
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assessment is carried out using a pairwise comparison matrix to weigh the advantages 

and disadvantages of opening the data.  

Fourth, we provide several alternative decisions based on the results of the 

assessment in the third step. This alternative decision was made through a literature 

study and adopting a decision model obtained when conducting initial studies in 

several government institutions in Indonesia. Some alternative decisions are open, 

limited access, suppression, and closed dataset.  

Finally, we provide recommendations for decisions based on the assessment 

results and alternative decisions taken in the fifth step. This recommendation is a 

technical step on how to treat a decision result on the dataset's status. If the decision's 

outcome is to give special treatment to the dataset, then DSOD will provide technical 

steps, such as anonymisation or removing some other disadvantage attributes. Figure 

4.3 presents the translation of the DOSD development in this study. 
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Figure 4-3 Translation of the functionalities and development to the DSOD steps
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4.5 Steps of the DSOD 

As a general overview, this study uses a hierarchical process that starts with selecting 

public datasets. Datasets can be collected from data providers, government 

departments, or data agencies (Ubaldi, 2013). In the next step, datasets are processed 

on a prototype of the Decision-making support system. In this step, a variety of 

methods in this research, BbN, FMCDM, and DTA, will be taken apart for the suitable 

determining approach in the evaluation process. The Decision-making Support 

System model for opening data starts with the retrieval of datasets in a data provider. 

There are five main steps to judge whether to open data. The steps used in this model 

present in Figure 4-4, as follows: 

• Step 1. Retrieve and decompose datasets format. The system will carefully 

sort the tables in the datasets, including ensuring that all fields are intact and 

maintained in relation to each table. A variety of datasets structure formats 

can be read by the system both based on proprietary database or open 

platforms such as ACCDB (Microsoft), CDF (XML standard), Comma-

separated Value (CSV), Database File (DBF), Digital Elevation Model (DEM), 

ESRI (Geo DB), JavaScript Object Notation (JSON), and others.  

• Step 2. Evaluation. At this stage, the datasets that have been selected in the 

previous step will go through the evaluation process. The system will interpret 

data that translates each data value from a table to be included in two broad 

categories of advantages and disadvantages. Datasets are evaluated using 

the Intelligence System Algorithms such as DTA, BbN, or FMCDM. In the case 

of using BbN, there are seven stages to run the evaluation process. (See Table 

4-5). This step's output is the list of advantages and disadvantages of the 

dataset. 

• Step 3. Assessment. The previous stages' evaluation results are classification 

and level references to the advantages and disadvantages of datasets. This 

system's advantage is to provide iterative process conditions when 

conducting an assessment to ensure that the benefits level is higher than the 
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disadvantage at hand. Technically, during the assessment process, the system 

will combine the overall scores from the benefit and risk analyses to 

determine the appropriate solution for treating the dataset.  

• Step 4. Decision-making alternatives. There are four possible decisions to 

release the datasets. Open: Publishing the dataset presents a low 

disadvantage to the individual or organisational identification, or the 

potential benefits of the dataset substantially outweigh the potential risks. 

Limited Access: Publishing the dataset will create a moderate disadvantage, 

or the potential benefits of the dataset do not outweigh the potential 

disadvantages. Additional Screening: publishing the dataset makes significant 

risks, and the potential benefits do not outweigh the potential disadvantage. 

Closed: Releasing the dataset generates a high or very high disadvantage to 

the individual or organisation and significantly outweighs the potential 

benefits. 

• Step 5.a. Open Decision. In this step, when the datasets test results show that 

the datasets have a higher significant advantage condition than the 

disadvantage, the system will provide a reference to open the data to the 

public. 

• Step 5.b. Non-open Decisions. Suppose the risk attribute of the datasets is 

still higher than the advantage (5.b.1). In that case, the system performs the 

iteration of the trace hold disadvantage. It returns to the evaluation in step 3 

(5.b.2) until the disadvantages are reduced or removed, and the benefit 

increased. The possibility of non-open decisions is (Limited Access, Additional 

Screening, or Closed). 

 

 

 



77 
 

 

 

Figure 4-4 Steps of the DSOD  

(Luthfi & Janssen, 2017) 
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Based on the steps of the decision-making process to open data developed 

in the previous discussion, we then used the five main sub-steps, namely (1) retrieve 

and decompose datasets, (2) analysing the dataset, (3) weighing the dataset, (4) 

decision-making alternatives, and (5) updating the status of the dataset. This part 

provides a detailed process by using the decision-making process elements to open 

data in Chapter 3. 

 In the domain of open government data, a DSS is proposed to help the 

decision-makers analyse the potential disadvantages of opening a dataset by 

considering the benefits at the same time. The proposed DSS supports in the 

decision-making process include constructing the causal relationship between 

advantages and disadvantages using three methods: BbN, FMCDM, and DTA.   
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Chapter 5  
Methods for open data decision-making 
 
In this chapter, the three methods, namely Bayesian-belief Networks (BbN), Fuzzy 

Multi-Criteria Decision-making (FMCDM), and Decision Tree Analysis (DTA), are used 

in the functionalities of the DSOD presented in Chapter 4. The methods are explained, 

and an illustration is given in this chapter. These methods will be used to analyse the 

potential advantages and disadvantages of opening data. We selected three different 

methods because we could not identify a single best method based on our three 

selection criteria. The reason for this is that various stakeholders have different roles 

and interests and might favour different methods. Therefore, a variety of methods 

was chosen. 

The BbN is chosen as this method can capture the probabilistic relationship 

between factors and the opening data decisions by taking into account conditions 

and external events. The FMCDM can support decision-making by experts within a 

short time to work with various inputs from the different stakeholders' backgrounds. 

The DTA provides a mechanism for dealing with the disadvantages, benefits and 

estimating the possible consequence. The proposed three methods contribute to the 

knowledge of decision-making support in the open government data domain. Parts 

of this chapter have been published in (Luthfi & Janssen, 2019a; Luthfi, Janssen, et al., 

2018a; Luthfi et al., 2019; Luthfi, Rehena, Janssen, & Crompvoets, 2018).  

 

5.1 Bayesian-belief Networks 

Bayesian Networks (BNs), also known as Bayesian-belief Networks (BbNs) or Belief 

Networks, are probabilistic graphical models that represent a set of random variables 

and their conditional dependencies via a directed acyclic graph (DAG) (Pearl & Russel, 

2001). The conditional dependencies are the relationship between two or more events 

that are relevant to the third event to occur (Husmeir, 2005). For example, when new 

datasets are opened, the change to reidentification of already opened datasets 
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increases (Koot, Noordende, & Laat, 2010; Rocher, M. Hendrickx, & Montjoye, 2019). 

Thus, the chance of re-identification is dependent on the condition that other 

datasets are opened. The BbN can be used to explore and display causal relationships 

between key factors and the system's final outcomes. Hence, it can look at the causal 

relationship of factors influencing the impact when data is opened. As BbN's create a 

causal model, they can also be used to calculate the effectiveness of interventions, 

such as alternative management decisions or policies, and system changes, such as 

those predicted for earthquake risks probabilistic (Bayraktarli & Ulfkjaer, 2005). One 

advantage is that the uncertainties associated with these causal relationships can also 

be explored simultaneously (Ben-Gal, 2008). This helps us to understand better the 

cause and effect of the disclosing datasets. Furthermore, the BbN's can maintain 

clarity by making causal beliefs explicit (Cárdenas, Halman, & Al-Jibouri, 2012) and 

are often used to model when the relationships cannot easily be expressed using 

mathematical notation (Neopolitan, 2003; Pearl & Russel, 2001). 

 

5.1.1 Uncertainties in Bayesian-belief Networks 

The BbNs originate from research into Artificial Intelligence (AI), where they were 

originally constructed as a formal means of analysing decision strategies under 

uncertain conditions (Chockalingam, Pieters, Teixeira, & Van Gelder, 2017). The BbNs 

are particularly useful for diverse problems of varying size and complexity, where 

uncertainties are inherent in the system (Chakraborty, Mengersen, Fidge, Ma, & 

Lassen, 2016). For example, uncertainty in our situation can refer to the development 

of more advanced techniques enabling the reidentification of datasets. This can 

influence decision-making as reidentification might be possible in the future. 

Bayesian networks apply Bayes’ Theorem, also known as Bayes’ Rule or Bayes’ 

law (Neopolitan, 2003; Spiegelhalter, 1998). In Bayes’ theorem, a prior or 

unconditional probability represents the likelihood that an input parameter will be in 

a particular state (Neopolitan, 2003). The conditional probability calculates the 

likelihood of the state of a parameter given the states of input parameters affecting 
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it (Murphy, 1998). The posterior probability is the likelihood that the parameter will 

be in a particular state, given the input parameters, the conditional probabilities, and 

the rules governing how the possibilities combine (Heckerman, 2008; Pearl & Russel, 

2001). In our case, conditions help weigh the benefits and disadvantages of the 

selected dataset by considering uncertainties and conditional dependencies driven 

by new external datasets. 

The “Networks” is solved when nodes have been updated using Bayes’ Rules, 

as follows (Bøttcher & Dethlefsen, 2003): 

𝑃(𝐴|𝐵) =
𝑃 (𝐵|𝐴) 𝑃(𝐴)

𝑃(𝐵)
 

Where P(A) is the prior distribution of parameter A; P(A|B) is the posterior 

distribution, the probability of A given new data B; and P(B|A) the likelihood function, 

the probability of B given existing data A. For example, A could be the change of 

reidentification, and B could be the opening of another dataset.  

Dissimilar to many other predictive modelling techniques, BbNs use the 

probabilistic approach rather than deterministic expressions to describe the 

relationships among variables (Cárdenas et al., 2012). The probability is influenced by 

the information about an event's possible occurrence, like that dataset enabling 

reidentification are likely to be opened by other organisations. Expert knowledge is 

accounted for in the network by applying the Bayesian probability theory (Liu, Chen, 

Lu, & Shen, 2012). Therefore, the BbN's theory allows subjective assessments of the 

probability that a particular outcome will be combined with more objective data 

quantifying the frequency of occurrence in determining conditional probabilistic 

relationships (Pearl & Russel, 2001). In addition, BbNs have several other appealing 

properties that make them particularly useful for data analysis and decision-making 

(Cárdenas et al., 2012; Robertson & Wang, 2004). 

As BbNs are causal, they can be used to quantify the effectiveness of 

interventions, such as alternative policy-maker decisions whether to open or not to 

open a dataset. Notably, the uncertainties associated with causal relationships can 

also be explored at the same time (Murphy, 1998; Nadkarni & Shenoy, 2001). For 
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example, a dataset containing sensitive personal attributes, such as name, date of 

birth, home address, and citizen identification number. Opening these sensitive 

attributes to the public domain, on the one hand, can result in several disadvantages, 

like personal identification and not complying with the GDPR. On the other hand, 

disclosing the attribute may provide transparency for certain stakeholders. The BbNs 

can construct causal relationship factors influencing the advantages and 

disadvantages of opening data by downward evidence propagation. 

5.1.2 Structure of Bayesian-belief Networks 

A Bayesian network uses probability and graph theory to construct probabilistic 

inference and reasoning models (Neopolitan, 2003; Pearl & Russel, 2001). It is 

described as a Directed Acyclic Graph (DAG) with nodes and arcs. Nodes represent 

variables, events or evidence (Fenton & Neil, 2012; Pearl & Russel, 2001). An arc 

between two nodes represents a conditional dependency between the nodes (Fenton 

& Neil, 2012; Pearl & Russel, 2001). Furthermore, arcs are unidirectional, and feedback 

loops are not accepted (Fenton & Neil, 2012; Nadkarni & Shenoy, 2001; Pearl & 

Russel, 2001). Therefore, it is possible to identify the parent-child relationship or the 

probability dependency between two nodes because of this characteristic (Robertson 

& Wang, 2004).  

The structure of a Bayesian network can be described graphically, where 

variables (or nodes) are connected by unidirectional arrows (or arcs) (Pearl & Russel, 

2001). A BbN is constructed as a causal structure, where node A (open dataset) affects 

node B (data sensitivity), which may affect node C (data misuse), as presented in 

Figure 5.1. In this case, A is referred to as a parent of B, with B being referred to as a 

child of A. B will thus be a parent of C and is sometimes referred to as an intermediate 

node.  
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Figure 5-1 Basic causal structure of a BbN 

In a BbN rule, arcs' directions cannot loopback (i.e., cycle back into the 

model), and the form of the structure is a DAG (Chakraborty et al., 2016). This acyclic 

nature provides propagation probabilities to an endpoint or outcome, and a BbN 

structure can be defined using a conceptual or influence “box and arrow” diagram 

(Pearl & Russel, 2001). It is only when the network includes a set of probabilities, one 

for each node, specifying the belief that a node will be in a particular state given the 

states of those nodes that affect it directly to its parents, that it becomes a complete 

Bayesian-belief network (Neopolitan, 2003; Norrington, Quigley, Russell, & Van der 

Meer, 2008).  

There are several advantages of structured BbN (Chakraborty et al., 2016; 

Fenton & Neil, 2012; Neopolitan, 2003). First, structured BbNs minimise specifying 

probabilities by having influential and fewer nodes, fewer arcs, fewer states. Second, 

reduce expert elicitation, including potential bias, go beyond the expert knowledge 

base, and overrepresent poor knowledge. Third, too many detailed steps and rules in 

developing a BbN can decrease model accuracy. 

In BbN, the states of a variable can conceivably describe any state possible in 

the ‘real world’ (Cárdenas et al., 2012). However, they must be defined as finite in 

number, discrete, and mutually exclusive (Pearl & Russel, 2001). States of a variable 

can be Boolean (e.g., true or false), categorical (e.g., high, average, low), discrete (e.g., 

integers) or continuous (Pearl & Russel, 2001). If a variable is continuous, then it is 

generally handled by dividing its range into sub-ranges with discrete values. 

Open 
Dataset 

Data 
Sensitivity 

Data 
Misuse 

A B C 
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Therefore, the discretisation of variables is a requirement of BbNs (Chakraborty et al., 

2016).  

To obtain a robust and representative BbN, setting discrete intervals in a BbN 

should not be an arbitrary process. For this, breakpoints in data distributions should 

be explored. For example, plotting data distributions, undertaking multivariate 

statistics or classification analyses of datasets, using percentiles of data, is 

recommended for empirical datasets (Neopolitan, 2003; Salini & Kennet, 2007). When 

information is subjective, expert judgment can be used; otherwise, states represent 

critical regulatory thresholds if a model has a decision-making context (Pearl & Russel, 

2001). For example, in our study, assessing the representativeness of the data 

sensitive state can be defined as “very high”, “high”, “moderate”, “low”, and “very low”. 

These representative states should be reviewed as part of the model evaluation 

process.  

 In defining states, BbN design's accuracy will depend on how many nodes 

and arcs are used to model processes and the number of discrete intervals used within 

each variable (Bayraktarli & Ulfkjaer, 2005; Bøttcher & Dethlefsen, 2003; Herland, 

Hämmäinen, & Kekolahti, 2016). The model can result in information loss by selecting 

too few states, whereas too many states can overcomplicate the model (Chakraborty 

et al., 2016). While the potential loss of information can be a benefit of the process of 

discretization, this loss of information is less crucial where states are used to represent 

management objectives or outcomes (Cárdenas et al., 2012; Heckerman, 2008). 

5.1.3 Conditional probability tables 

A Conditional Probability Table (CPT) describes the relationship between a child node 

and all its parents (Heckerman, 2008; Murphy, 1998; Neopolitan, 2003). The CPT 

represents the probability of being within a state, given a combination of parent 

states' values. Therefore, each variable's CPT size is the product of the number of 

states of the child node and all its parent nodes. (Crandell, Voils, & Sandelwoski, 2012). 

When a node has no parents, it is a root node, and it can be described probabilistically 

by a marginal probability distribution (Neopolitan, 2003).  
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The following short example in Figure shows inputting data into the CPTs for 

a simple Bayesian network consisting of only three nodes. In the network, nodes A 

and B (parent nodes) represent node C's causal factors (child node). 

 
 

 
 

Figure 5-2 Simple model structure illustrating nodes with two states 

Figure 5-2 presents that all nodes are binomial, with the states being defined 

as either true or false. A (Data sensitivity) variable can be described by a finite number 

of states, which can be defined either qualitatively or quantitatively. The probability 

distributions for each node have not yet been specified. Therefore, this diagram is not 

yet a full BN but merely a Bayesian diagram. Nodes A (data sensitivity) and B (data 

inaccuracy) are both root nodes. Accordingly, they can be defined by marginal 

probabilities. Node C (data misuse), however, is the child of A and B, and so the 

probabilities of the states of node C are conditional on how the states of A and B 

combine. 

5.1.4 Methods for the BbN’s propagation 

Several methods are commonly used to calculate the nodes' conditional probabilities 

within a BbN, where possibilities can be obtained through expert elicitation (Bøttcher 

& Dethlefsen, 2003; Chakraborty et al., 2016). The accuracy of information obtained 

through elicitation can range from a deep understanding of the relationships' 

strength to a more heuristic estimate (Pearl & Russel, 2001). This information can also 

be derived from a diverse range of personal experiences of non-expert stakeholders 
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in the system, such as anecdotal or contextual information (Murphy, 1998; 

Spiegelhalter, 1998; Stutz & Cheesman, 1994). 

 Probabilities can also be obtained by constructing equations, including 

probabilistic distributions, derived from fully peer-reviewed or even simple 

conceptual (Nadkarni & Shenoy, 2001). Furthermore, they can also be obtained from 

scientific data sources, including the frequency of observed conditions in the 

monitored field or laboratory observations and scientific surveys (Robertson & Wang, 

2004). Also, due to its inherent incorporation of uncertainty, incomplete datasets can 

be used to calculate conditional probabilities (Neopolitan, 2003). The BbNs can use a 

combination of methods to calculate conditional probabilities. For instance, expert 

probabilities can be combined with observational data to describe outcomes of 

extreme events not represented in the dataset (Ben-Gal, 2008; Heckerman, 2008; 

Neopolitan, 2003). BbNs can use historical datasets or past experiences to quantify 

the probabilities of the advantages and disadvantages of the opening datasets. 

 Nevertheless, although it can incorporate data from a wide variety of sources, 

it is important to keep in mind the different types' risks and limitations (L. D. Hudson, 

Ware, Mahoney, & Laskey, 2002). If information is obtained from scientific data or 

theory, it may be incomplete or unavailable in part. Even if the information is acquired 

from the elicitation of professional judgement or personal experience, on the other 

hand, high uncertainties can arise from epistemic uncertainty, which means that the 

expert’s judgment can be incomplete knowledge or bias (Bayraktarli & Ulfkjaer, 2005; 

Robertson & Wang, 2004). Therefore, as previously mentioned, all sources of 

information used in the creation of any model must be documented clearly and 

transparently (Nadkarni & Shenoy, 2001; Neopolitan, 2003; Pearl & Russel, 2001). 
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Chance (node) % Probability 

A B True False 

True True 100 0 

True False 75 25 

False True 50 50 

False False 0 100 

 
 
 

 
 

Figure 5-3 BbN before (a) and after (b) the propagation of new information 

   

 In the illustration presented in Figure 5-3, the elicitation process would 

usually take the form of scenarios as they appear in the table. For example, given that 

A (data sensitivity) is true and B (data inaccuracy) is true, what is the probability that 

C (data misuse) is true (represented here as 100%). The fully parameterised CPT is 

shown in Figure 5-3. It is important to note that the probability generation method 

should always be rigorously documented during the experts' elicitation process, 

including its assumptions and limitations. 

Figure 5-3 shows the propagation probabilities of new information in the 

BbNs. When the probability distributions of each node have been defined, the 

network is able to be ‘solved’, as shown in Figure 7(a). After evaluation tests, the BnN 

is complete and can be used for scenario analysis. Thereafter, individual scenarios, 

such as a set of decision-makers or policy-makers (in the case of open data) 

interventions or observations of the system, can easily be examined. 

 Consequently, BbNs provide a simple way of testing a scenario, allowing the 

user to input evidence into a node by defining a fixed distribution at a node. The 

effect of the scenario can then be examined by its effect (new information) on other 

True 10%

False 90%

Data Sensitivity

True 60%

False 40%

Data inaccuracy

True 36%

False 64%

Data misuse

True 10%

False 90%

Data Sensitivity

True 100%

False 0%

Data inaccuracy

True 55%

False 45%

Data misuse

(a) (b)
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nodes by propagating probabilities, as illustrated in Figure 5-3. The fast propagation 

of information through the network is one of the main advantages of BbNs method, 

in that they can be used to quickly view how decisions and observed conditions at 

one node will affect the system entirely (Nadkarni & Shenoy, 2001; Neopolitan, 2003; 

Pearl & Russel, 2001; Spiegelhalter, 1998). 

5.1.5 Steps to construct the BbN 

To better understand the relationship and influence factors of the disadvantage in 

opening data, in this section, we use a BbN explanatory model as an approach by 

employing four main steps (Chakraborty et al., 2016). At the start, we require defining 

the disadvantage variables and their relationships. Second, we construct a network 

structure of the disadvantages to show how the variables are interrelated. In the third 

step, we interrogate the model to get better comprehend the vulnerability of 

disadvantage variables. As a final point, we develop the relationship diagrams to 

communicate the outcomes to the related stakeholders. There are several ways to 

show how to develop BbN. In this illustration, we adopted six main sequential phases 

to construct causality and relationships between factors influencing the advantages 

and disadvantages of opening data (Chakraborty et al., 2016), as visualised in Figure 

5-4.  

 

Figure 5-4 Step-by-step of the BbN development model 

First, we define the disadvantages variables. Then, we classified the 

disadvantages into several categories to make a singular variable of the cost and 

disadvantage for organising the cause-and-effect elements. To make a distinct 

understanding and avoid misinterpretation of these categories, we described the 

disadvantage factors of opening data, as presented in Chapter 3.  
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Second, we develop a network structure to present disadvantages that 

influence the potential of disclosing a selected dataset. Three sub-steps should be 

followed to identify sub-nodes and their relationship: (1) Identify the key elements. 

The key elements will turn out to be parent nodes of the top-level node. This sub-

step aims to develop further sub-nodes of the disadvantage variables that influence 

them; (2) Identify the remaining elements to describe the various risk elements' 

causality until the lowest level is generated; and identify the relationship between the 

disadvantage factors to identify the various nodes includes key elements and other 

related elements, based on their influence diagrams. The relationship knowledge in 

this work will be identified from the literature-based.  

Third, we formulise the network structure. The Bayesian-belief Network is able 

to formulise the uncertainty in the dependencies between the defined variables using 

conditional probabilities (Cárdenas et al., 2012). The probability factors in the 

Bayesian-belief Network are also able to compute the effect of any variable from the 

probability of a given cause element.  

Fourth, we quantify the posterior probabilities. The objective of calculating 

posterior probabilities is to define and estimate the probability distributions for each 

benefit and cost factor. There are two main procedures to quantify the posterior 

probability factors. First, select the experts’ team based on their formal education, 

functional knowledge, and practical insight. Second, quantify the cost and benefit 

factors by the experts’ judgment.  

Fifth, we interrogated the model. This step is aimed to interrogate the 

sensitivity and influence of variables on the disadvantages. Sensitivity means that each 

node's responsiveness or variable in the network structure is analysed using a 

systematic approach to express the trigger variables (Chakraborty et al., 2016; Herland 

et al., 2016). Simultaneously, the influence factors tend to analyse the parent nodes' 

frequency of impacts on their respective child nodes by identifying their influential 

elements. This step's expected result is better to understand the most substantial 

disadvantages in opening data. 
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Sixth, we communicated the model. The final process of BbN development in 

this study is how to communicate the resulting network model. In this illustration, we 

utilise the relationships diagram to describe the results visually. In this step, we 

illustrate the relationships of influence disadvantages variable in opening data. The 

four steps explained in the research approach are followed. We illustrated using a 

medical record dataset to analyse the potential disadvantages containing inside. 

Supposed that medical records dataset consists of some fields such as 

name_of_patient, date_of_birth, address, and phone_number. The government would 

like to analyse the potential disadvantages of the fields before it released. By 

constructing a BbN, the government can better understand the causality and 

relationships factors influencing the disadvantages of opening data. 

5.1.5.1 Define the disadvantage factors 

Open data has been shown to contribute to society through several programs and 

agendas of many countries' governments in recent years (Zuiderwijk, Janssen, et al., 

2014). At the same time, along with the benefits of implementing the disclosure of 

data, potential disadvantages of disclosing data are highlighted (Barnickel et al., 2012; 

M. Janssen et al., 2012; Martin et al., 2013). The disadvantages are classified into five 

categories: data inaccuracy, data misuse, data sensitivity, data incompleteness, and 

data misinterpretation. These disadvantage categories are derived from Table 3-4 in 

Chapter 3.  

5.1.5.2 Develop a network structure 

In this step, we developed a BbN structure to identify the causes and relationships 

between disadvantaged elements. In step 1 (define the disadvantage variables), we 

defined the five main disadvantage categories of opening data. Based on the cause-

and-effect for each category, a BbN structure was generated. In doing so, there are 

three sub-steps to complete this step. (a) Identify the key elements. We classified the 

parent nodes from the identified disadvantage elements and then (b) identified the 

remaining elements. After the parent and the child nodes have been identified, we 

connected the parent and child as the one-to-one or one-to-many connectivities, and 
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(c) identified the relationships. This process's main objective is to make a relationship 

between parent nodes. This step needed several iterations until the lowest sub-node 

is identified and correlated.  

A. Identify the key elements and relationships. We identified the parent nodes of 

the top-level nodes for each of the five categories. 

─ Data inaccuracy. Factors such as data entry mistakes, flawed data entry process, 

the null problem, and deliberate error as the influencing factors are sub-

elements (D. Chen & Zhao, 2012; Dekkers et al., 2014; Kucera & Chlapek, 2014).  

─ Data misuse. This category's cause elements are discredited personal profile, 

unauthorised user, and diminish reputation (Amit & Larson, 1990; Kucera & 

Chlapek, 2014).  

─ Data sensitivity. Releasing data can include sensitive attributes. The users can 

analyse personal identity elements, like full name, date of birth, address, and 

phone number. Therefore, data sensitivity influencing data privacy and data 

violation (Barry & Bannister, 2014; Kulk & van Loenen, 2012). 

─ Low data quality. Opening incomplete data create misunderstanding about the 

quality of the data. The caused elements of this category are (a) the anonymity 

of the data source, (b) inappropriate aliases formula, and (c) mismatch of the 

attribute relationships. This situation can also influence data quality and 

misinterpretation (Amit & Larson, 1990; Kucera & Chlapek, 2014; Walter, 2001). 

─ Data misinterpretation. Publishing data can be interpreted in the wrong ways. 

Possible cause factors of this category are: (a) insufficient domain expertise, (b) 

essential variables are omitted, (c) inappropriate data visualisation, and (d) error 

of attribute correlation. This disadvantage category's effect influences the data 

quality and data incompleteness (Barnickel et al., 2012; Barry & Bannister, 2014). 

B. Identify the remaining elements. From the parent node and sub-elements 

constructed, we generated the connection between the variables. The correlation 

of each node and sub-elements shows the relationship between the disadvantage 

elements until the lowest level, as presented in Figure 5.5.  
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C. Identify relationships. In this step, the consequence elements of the parent 

nodes are constructed. In Figure 5-5, the developed Bayesian network 

relationship is shown. The parent nodes (open dataset) influence three main 

disadvantage factors, namely data sensitivity, data misinterpretation, and low 

data quality. 

 

 

 

Figure 5-5 Identify key elements and relationships 

 

5.1.5.3 Formulise the network structure 

The expert’s judgment in this formulation refers to experts' subjective prior 

beliefs about the potential costs and benefits of opening data. The formulation to 

compute the probabilities of the cost and benefits factors of opening data is defined 

as follows: 

P[effect]=[P[effect/cause].P[cause]]/P[cause/effect] 
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Where: 

P[cause] = probability that the cause occurs, 

P[effect] = probability that the effect occurs, 

P[effect/cause] = conditional probability of the effect, given the cause, 

P[cause/effect] = conditional probability of the cause, given the effect. 

 

 To illustrate how to formalise the disadvantage factors in opening data, it can 

be shown as follows: 

Potential disadvantage  = [P(D)] = Evidence; Expert_belief = [Bp]; 

Data sensitivity  = [P(T)];   Interview = [Vp]. 

Data misinterpreation = [P(A)]; 

Low data quality = [P(L)]; 

 

(1) P(D|T) 

P (data sensitivity) 

= ∑ P(T | Bpi) P (Vpi)  

= ∑ P(Data_sensitivity | Expert_beliefi) P (Interviewi)  

(2) P(D|A)    

P(data 

misinterpretation)  

= ∑ P(A | Bpi) P (Vpi)  

= ∑ P(Data_inaccuracy | Expert_beliefi) P (Interviewi)  

(3) P(D|L)    

P(low data quality)  

= ∑ P(L | Bpi) P (Vpi)  

= ∑ P(low_data_quality | Expert_beliefi) P (Interviewi) 

(4) P(D) 

P(disadvantage)    

= ∑ P(T, A, L | Vpi) x P (Vpi)  

 

5.1.5.4 Quantify posterior probabilities 

In this step, we quantify the posterior probabilities for each disadvantage factor to 

estimate the probability distributions. There are two steps to quantify the posterior 

probability factors: (a) select the experts based on their formal education, functional 

knowledge, and practical insight; (b) quantify the cost and benefit factors by the 

experts’ judgment.  

 
a. Experts’ domain and expertise 

Ideally, the experts need to accommodate various specializations that partially 

overlap to confirm the completeness of the data or information available (Herland et 

i=1 

i=1 

i=1 

i=1 

i=1 

i=1 
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al., 2016; Teicher, 2015). the experts' selection is based on their formal education, 

functional knowledge, and practical insight. In this study, there were three experts 

involved from various domains contributing to the probability quantification process. 

The experts come from academia (a doctoral student in the open government data 

research interest), from the government (a computer security analyst to provide 

expertise in the field of privacy knowledge and issues), and from the community (a 

public dataset analyst to use expertise and view related to transparency for opening 

dataset to the public domain). Ideally, we need more experts in helping the 

quantification process. However, there was not possible to find experts who had a 

strong knowledge of the open government data domain and could estimate the 

potential disadvantages of opening data. 

The experts need to accommodate various specializations that partially overlap 

to confirm the completeness of the data or information available (Herland et al., 2016; 

Teicher, 2015). Finally, we interviewed experts from the best practice insights. The 

interviewee’s expertise and experiences in the knowledge domain must be high to 

warrant the quality and validity of available information (Herland et al., 2016; Honda, 

Washida, Sudo, Wajima, & Awata, 2017). 

b. Experts’ Judgment quantification 

Expert judgment quantification results in numerical data form representing the event 

frequencies, causal relationship, and conditional probabilities in terms of 

disadvantages for opening data. We highlight two requirements that regulate how 

the selected experts (Little & Cooke, 2016; Oslon, 2010). First, the experts quantify the 

approximate's relative deviation from the mean of all experts' estimates of the 

selected case study. There was not always consensus among the experts. For example, 

Table 5-1 shows different views from the experts regarding the level of disadvantages. 

Expert 1 and 2 believed that releasing a geographic information attribute will 

probably affect a moderate disadvantage level (0.59 and 0.54). In contrast, expert 3 

was convinced that this attribute had only a low level of disadvantage (0.42). There 

was no consensus among experts in this case, and we took the mean score from the 
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three experts. Second, we expect the selected experts to consistently quantify the cost 

and benefit factors to offer the high, moderate, and low-status factors.  
 

Table 5-1 Quantification of the disadvantage factors 

Expert 1. 

Factor Sub-factor Probability 

Quantification  

High Moderate Low 

Data sensitivity (T)  T.1 Name 0.45 0.32 0.23 

T.2 Address 0.35 0.55 0.10 

T.3 Geographic info 0.28 0.59 0.13 

Data 

misinterpretation 

(A) 

A.1 Insufficient of domain 

expertise 

0.28 0.64 0.08 

A.2 Omitted important 

attribute 

0.24 0.54 0.22 

A.3 Error of attribute 

correlation 

0.24 0.64 0.12 

A.4 Inappropriate data 

visualisation 

0.36 0.54 0.10 

Low data quality 

(L) 

L.1 Data entry mistake 0.34 0.30 0.36 

L.2 Flawed data entry 0.25 0.44 0.31 

L.3 Null value problem 0.35 0.44 0.21 

 

Expert 2. 

Factor Sub-factor Probability 

Quantification  

High Moderate Low 

Data sensitivity (T)  T.1 Name 0.42 0.28 0.30 

T.2 Address 0.22 0.44 0.34 

T.3 Geographic info 0.26 0.54 0.20 

Data 

misinterpretation 

(A) 

A.1 Insufficient of domain 

expertise 

0.32 0.41 0.27 

A.2 Omitted important 

attribute 

0.18 0.48 0.34 

A.3 Error of attribute 

correlation 

0.24 0.55 0.21 

A.4 Inappropriate data 

visualisation 

0.24 0.44 0.32 

Low data quality 

(L) 

L.1 Data entry mistake 0.23 0.25 0.52 

L.2 Flawed data entry 0.27 0.39 0.34 

L.3 Null value problem 0.42 0.47 0.11 
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Expert 3. 

Factor Sub-factor Probability 

Quantification  

High Moderate Low 

Data sensitivity (T)  T.1 Name 0.55 0.14 0.31 

T.2 Address 0.36 0.42 0.22 

T.3 Geographic info 0.33 0.25 0.42 

Data 

misinterpretation 

(A) 

A.1 Insufficient of domain 

expertise 

0.54 0.31 0.15 

A.2 Omitted important 

attribute 

0.23 0.44 0.33 

A.3 Error of attribute 

correlation 

0.47 0.47 0.06 

A.4 Inappropriate data 

visualisation 

0.29 0.44 0.27 

Low data quality 

(L) 

L.1 Data entry mistake 0.27 0.25 0.48 

L.2 Flawed data entry 0.47 0.39 0.14 

L.3 Null value problem 0.49 0.47 0.04 

 
Mean score from Expert 1, 2, and 3 

Factor Sub-factor Probability 

Quantification (Mean 

score)  

High Moderate Low 

Data sensitivity (T)  T.1 Name 0.47 0.25 0.28 

T.2 Address 0.31 0.47 0.22 

T.3 Geographic info 0.29 0.46 0.25 

Data 

misinterpretation 

(A) 

A.1 Insufficient of domain 

expertise 
0.38 0.45 0.17 

A.2 Omitted important 

attribute 
0.22 0.49 0.29 

A.3 Error of attribute 

correlation 
0.32 0.55 0.13 

A.4 Inappropriate data 

visualisation 
0.30 0.47 0.23 

Low data quality 

(L) 

L.1 Data entry mistake 0.28 0.27 0.45 

L.2 Flawed data entry 0.33 0.41 0.26 

L.3 Null value problem 0.42 0.46 0.12 
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5.1.5.5 Interrogate the BbN model 

This step aims to interrogate the disadvantage elements' sensitivity level and present 

the high, moderate, and low disadvantages. After constructing the BbN causality, we 

interrogated the resulting model by distributing each node's probabilities and sub-

elements. To integrate the sensitivity level's value, we used the experts to quantify 

each disadvantage element's probability. We expressed the value of the possibilities 

into three-level, namely ”High”, “Moderate”, and “Low”. We used three levels as this 

would keep it simple and easy to use by the experts. The high level refers to the node 

will likely have multiple severe adverse effects for opening data. The moderate level 

means that the dataset will likely have a moderate adverse effect, and the low level of 

the disadvantage refers to the dataset will likely have a limited adverse impact on the 

disclosing data. Since the experts' levels of knowledge and expertise were diverse, 

providing a simple assessment matrix shown in Table 5.1 could help the expert against 

time issues. 

The objective of the expert’s quantification is to collect the information 

necessary to construct the quantitative Bayesian network model, which is the set of 

Node Probability Tables (NPT) in Table 5-1 assigned to the nodes of the nodes 

qualitative Bayesian network. Figure 5-6 presents the causality and relationships 

between factors influencing the advantages and disadvantages of opening data. This 

figure shows the complete BbN structure, including the nodes’ state probability 

distributions. The experts quantified both cause and effect nodes. For example,  the 

disadvantages of opening a dataset can directly cause three main possible risks, 

namely data sensitivity, data misinterpretation, and low data quality. Figure 5-6 also 

visualises the probability of occurrence for each disadvantage, which shows that most 

risks are unlikely to occur during data opening. Based on Figure 5-6, experts believe 

that 50% of the opening dataset becomes high risks of data sensitivity, followed by 

46% of data misinterpretation and 44% of low data quality, respectively. Furthermore, 

data sensitivity is influenced by three sub-nodes of the dataset attribute: name, 

address, and geographic info. In Figure 5-6, experts believe that name can result in 
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high risk (47%), while address and geographic info can moderately influence the data 

sensitivity with percentages of 47% and 46%, respectively. 

 

 
Figure 5-6 Interrogating the disadvantage factors 

 

5.1.5.6 Communicate the model 

The final step of the BbN model is to create a model that can be communicated to 

stakeholders like decision-makers, policy-makers, and data providers. There are some 

approaches to disseminate the data to the public, like graphs, charts, histograms, or 

scatter plots can help the stakeholders use the models in practice (Chakraborty et al., 

2016). The communication of the model for the quasi-experiment will be explained in 

detail in Chapter 7. 

 To conclude, the public expects government organisations and data 

providers to open their data for gaining benefits. However, governments are often 

risk-averse due to possible disadvantages. The causality and relationships between 

factors influencing the advantages and disadvantages of opening data are not 

investigated yet in the literature. Therefore, we used a BbN to construct a causal 

model of the disadvantages in opening data. 
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5.2 Fuzzy Multi-criteria Decision Making 

Fuzzy Multi-Criteria Decision Making (FMCDM) is a method to determine the best 

alternative of a decision problem and manage the decision-making problem of 

alternative selection (Hsieh, Lu, & Tzeng, 2004). These alternatives are developed by 

establishing and incorporating the FMCDM based on the Fuzzy Analytic Hierarchy 

Process (FAHP) (Hsieh et al., 2004; Rezaei et al., 2013). The Fuzzy logic's primary 

function is to capture the expertise of open experts and express it with a 

computational approach (Fuller, 1999; Gupta, 1995; Zadeh, 1975).  

Furthermore, Fuzzy theory is based on intuitive reasoning by considering 

human subjectivity and incorrectness, which are common in the natural language 

(Werro, 2015). The natural language is an intricate structure both in human 

communication and how the human being thinks (Novák, 1992; Werro, 2015). A fuzzy 

theory provides a numerical strength for the emulation of the higher cognitive 

function from the human thought and perception associated with weights of the 

advantages and disadvantages of opening data.  

The important role of the FMCDM is to assess the alternative selection related 

to predetermined criteria for a single decision making (Kahraman et al., 2015). The 

appropriateness of the alternative compares to the requirements, and the priority 

weights of each measure can be analysed and computed using linguistic matrix values 

reflected by the fuzziness (S.-J. Chen & Hwang, 1992; Zadeh, 1975). FAHP was utilised 

to determine the preference weightings of criteria by collecting expert's judgment 

(Hancerliogullari, Oymen, & Koksalmis, 2017; Hsieh et al., 2004). The scores for each 

criterion are summed up to rank the importance of the alternatives (Lin & Twu, 2012; 

Sloane, Liberatore, & Nydick, 2011).  

This FAHP technique consists of six following steps (Hancerliogullari et al., 

2017; Hsieh et al., 2004; Rezaei et al., 2013). First, select experts to help in scaling the 

fuzzy linguistics matrix. Second, determine the evaluation criteria and construct the 

hierarchy, including their alternatives. Third, construct a pairwise comparison matrix 

and evaluate the relative importance of the criteria. Fourth, transform the linguistic 
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terms into the triangular fuzzy number. Fifth, calculate the Fuzzy weights matrix and 

check the pairwise comparison matrix's consistency. Sixth, select the best alternative 

of a decision. A dataset of medical records is used in the illustration part to show how 

the advantages and disadvantages of multiple criteria can be analysed by employing 

the FMCDM approach.  

Furthermore, we proposed four possible decisions regarding the decision-

making process's final steps: open, maintain data suppression, provide limited access, 

and remain closed the dataset. These alternative decisions will be analysed based on 

the four main disadvantage criteria: data sensitivity and data ownership. At the same 

time, we also provide data availability and data trustworthiness to the benefit criteria.  

Data sensitivity and ownership are selected as input because these criteria 

can represent privacy violation issues containing the medical record dataset. For 

example, in the case of data sensitivity, by releasing the actual name, date of birth, 

place of birth, home address, or the insurance provider of a patient, these might be 

potentially misused by unauthorised users. Simultaneously, data availability and data 

trustworthiness are chosen criteria because they reflect the advantages of 

transparency and accountability in opening data. Both of the requirements have sub-

criteria to refine the advantages and disadvantages further.  

 

5.2.1 Steps of the FMCDM 

To explain how the FMCDM works to support decision-making, we use three main 

detailed decision-making sub-steps: data source, evaluation, and decision. The whole 

process starts with selecting the data source dataset to create the input for the 

evaluation phase. The input data are processed next in the evaluation phase. The 

output of the evaluation, namely the alternative decision stage, results in a suggestion 

to make a decision. The latter is done by showing the rank of decision priority, as 

shown in Figure 5-7.  
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Figure 5-7 The flow process of FMCDM 

 
The decision-making process's steps to open data using the FMDM method 

is based on three main sub-steps. First, we initialise the process of selecting and 

extracting the medical records dataset. Next, we defined the four criteria and another 

eight sub-criteria. Second, we evaluated the criteria dan sub-criteria of the potential 

advantages and disadvantages of opening data by using three steps: developing a 

linguistics matrix, employing fuzzy AHP, and quantifying the fuzzy linguistics scale 

using an expert's judgment. Third, we provide alternative decisions about whether to 

open, introduce the dataset's suppression, provide limited access, and remain closed 

the data. Figure 5-7 illustrates the flow process of FMCDM to analyse the advantages 

and disadvantages of opening data.  

A. Initialisation. First, we need to select the type of dataset. For example, in this 

case, we retrieved the medical records dataset. We use the diagnosed stage 

table as the primary table to analyse (see Table 5-2). Next, we defined the 

criteria and sub-criteria of the advantages and disadvantage factors using the 
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taxonomy. The taxonomy of advantages and disadvantages to open data 

derived from the systematic literature study we carried out, as provided in the 

previous chapter (see Chapter 3, Figure 3-2). In our illustration, four criteria 

and eight sub-criteria of the advantages and disadvantages serve as input 

data. 

B. Evaluation. In the second step, we used FMCDM to evaluate the alternatives 

based on criteria defined in the data source elicitation phase. The criteria use 

linguistic matrix values as presented in Table 5-3 reflected by the Fuzzy 

Linguistic Scale. FMCDM works on the Fuzzy AHP technique, which has an 

essential role in measuring the relative importance of defined criteria for 

decision-making problems. Moreover, to quantify the relative importance of 

the advantages and disadvantages, we selected the knowledge from experts' 

judgment. There are two main steps to conduct an evaluation process by the 

experts in AHP (Hancerliogullari et al., 2017; Podvezko, 2011). First, experts 

should rank the criteria in a descending or ascending order of their 

significance. Then, determining the most important criteria and compare 

them with others. For example, an expert ranked that data sensitivity (C1) is 

higher or essentially important than data ownership (C2). Second, experts will 

determine the weights by transforming a pairwise comparison matrix into a 

triangular fuzzy number. 

C. Decision: Finally, this flow process's outcome is to get the best alternative's 

final weights as the priority of a decision.  

5.2.2 Decision alternatives 

There are four decision alternatives of opening data provided in this illustration, 

namely opening the dataset (A1), maintaining a dataset suppression (A2), providing 

limited access (A3), and remaining closed the dataset (A4). Opening the dataset refers 

to publishing the dataset that might present a small disadvantage to an individual or 

organisation identity. At the same time, the potential benefits of the dataset 

substantially outweigh the potential disadvantages. Second, maintaining suppression 
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to the dataset refers to removing a data field and individual records into particular 

groups or generate unique characteristics to avoid re-identification. In this alternative, 

data that might create significant disadvantages are not opened as the potential 

benefits do not outweigh the possibility of the disadvantages. Limited access to the 

dataset defines that only a particular group of users can access the data. In this 

decision, the level of openness is limited, and often, those who will gain access have 

to sign a document that outlines the rules of entry. This is because releasing the 

dataset will create a moderate disadvantage, or the potential benefits of the dataset 

do not outweigh the potential privacy disadvantages. The remaining closed decision 

to the dataset means that publishing the dataset generates a very high disadvantage 

to an individual or organisation and significantly outweighs the potential benefits. 

5.2.3 Selection criteria 

Figure 5-8 illustrates the hierarchy of the four criteria, eight sub-criteria, and four 

alternatives. The four criteria (C1, C2, C3, and C4) define data sensitivity, ownership, 

availability, and trustworthiness. The data sensitivity (C1) composes of two sub-

criteria, namely individual life-threatening (C1.1) and data identifiable (C1.2). 

Individual life-threatening (C1.1) can be defined as a potential disadvantage to an 

individual or personal life because of the possibility of recognising the dataset's 

sensitive value. Data identifiable (C1.2) is specified as the possible leak of the personal, 

organisational, business, or even organisational data identity, e.g., by combining 

some table attributes.  
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C1 C2

C1.1 C1.2 C2.1 C2.2

C3 C4

C3.1 C3.2 C4.1 C4.2

A1 A2 A3 A4

Objective:

To select the best alternative for opening data

 

Figure 5-8 Illustration of the hierarchy of criteria and alternatives 

 

The second criterion is data ownership (C2), which consists of two sub-

criteria, namely metadata scanning (C2.1) and fake or misleading (C2.2). Metadata 

scanning (C2.1) can be used to figure out the property and structure of the dataset. 

Fake or misleading (C2.2) is defined by a user to potentially change and modify the 

dataset and affect an unreliable and wrong decision. Data availability (C3) is the third 

criterion, and it has two sub-criteria, namely, data manageability (C3.1) and data 

recoverability (C3.2). Data manageability (C3.1) is specified as the chance to manage 

the dataset's availability and accessibility. Data recoverability (C3.2) is the ability to re-

construct a published dataset. The fourth criterion is data trustworthiness (C4), which 

consists of two sub-criteria, e.g., data traceability (C4.1) and data authenticity (C4.2). 

Data traceability (C4.1) can make the possibility to trace the source of the dataset. 

Data authenticity (C4.2) is defined as potentially affected to recognise the 

authentication of the data. 
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5.2.4 Fuzzy AHP technique 

The AHP process is a quantitative method that hierarchically deals with multi-

attribute, multicriteria, and multi-period problems (Saaty, 1980). Only with AHP, it is 

impossible to overcome the fuzziness's deficiency during decision-making (Kuo, 

Liang, & Huang, 2006). Hence, in this study, the Fuzzy AHP is the extension of the 

conventional AHP method by integrating fuzzy comparison ratios for multicriteria 

analysis (Hancerliogullari et al., 2017; Hsieh et al., 2004; Isselhardt & Cappuci, 1989; 

Saaty, 1980). It uses the triangular fuzzy number of fuzzy set theory directly into the 

pairwise comparison matrix of the AHP. The geometric mean method is used to 

generate fuzzy weights and performance scores (Sehra, Brar, & Kaur, 2012). The steps 

of the Fuzzy AHP can be summarised as follows: 

• Step 1. Select experts. The evaluation process is abed on the experts' knowledge 

and experience. Hence the selection of experts is crucial.  

• Step 2. Determine the evaluation criteria and construct the hierarchy, including 

alternatives. 

• Step 3: Construct a pairwise comparison matrix and evaluate the relative 

importance of the criteria. The experts are expected to provide their judgment on 

the basis of their knowledge.  

For any expert, the comparison matrix is given by Eq. (1) as: 

a) �̃�k= [
1 �̃�12 ⋯ �̃�1𝑛
⋮ ⋱ ⋮

�̃�𝑛1 �̃�𝑛1 ⋯ 1
]

  

(1) 

where n is the number of criteria, �̃�k is a pairwise comparison matrix belongs 

to kth expert for k=1, 2. k. 

The arithmetic mean is used to aggregate experts' opinions as given in eq.  

 

 



106 
 

(2). 

b) �̃� =
1

𝑘
(

1

𝐶
+

2

𝐶
+ ⋯ +

𝑘

𝐶
)

  

• Step 4: Transform the linguistic terms into fuzzy triangular numbers. The following 

linguistic terms provided in Table 2 are utilised for the evaluation procedure. 

• Step 5: Calculate the fuzzy weight matrix using eq. (3) and eq. (4).  

�̃�i = (�̃�i1 ⨂ �̃�i2 ⨂ … ⨂�̃�in )
1

𝑛 

 

(3) 

�̃�𝑖= �̃�𝑖 ⊗ (�̃�1 + �̃�2 + ⋯ + �̃�𝑛)−1 

 

(4) 

  

where �̃�𝑖 is the geometric mean of fuzzy comparison value and �̃�𝑖 is the fuzzy 

weight of the ith criteria.  

 

• Step 6: Apply the normalisation procedure as eq. (5)  

𝑤𝑖 =
�̃�𝑖

∑ �̃�𝑗
𝑛
𝑗=1

  

 

5.2.5 Analyse dataset using FMCDM  

Likewise, to the previous method (BbN), we demonstrated the FMCDM using the 

medical records dataset with the Fuzzy AHP technique's help. The reason for selecting 

this dataset is that it contains both advantages and disadvantages categories. The 

variety of benefits from the selected dataset includes the availability of hospital 

medical records by providing accurate, up-to-date data and enabling quick access to 

the patient records. However, by releasing the patient health records attributes, data 

like the name_of_patient, date_of_birth, and place_of_birth might be opening, resulting 

in a privacy violation. 
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Step 1. Data Source: Medical Records Dataset 

For the illustration, the Department of Health wants to release a dataset of the 

patient's medical records to the public that can enable individuals or organisations to 

access and see the current trend of a disease (Bøttcher & Dethlefsen, 2003; Kostkova 

et al., 2016). By doing so, a location map related to the disease landscape for some 

regions can be created.  

However, suppose the government decides to open the complete dataset. In 

that case, some potential privacy issues might be very harmful (Bøttcher & Dethlefsen, 

2003; Ozair, Jamshed, Sharma, & Aggarwal, 2015; Spooner & Pesaturo, 2013). Table 

5-2 shows the health patient records dataset structure that will be analysed using 

FMCDM in this study.  

 

Table 5-2 Row tables of Medical Records dataset 

Table A 

(Diagnosed 

Stage) 

Table B 

(Undergoes 

Surgery) 

Table C 

(Metastatic 

Disease) 

Table D 

(eGFR) 

Table E 

(1L Therapy) 

Table F 

(Hospitalised) 

Name of 

patient 

Date of 

surgery 

Metastases 

sites 

Biopsy date Regimen name Date_of_hospitalised 

Date of birth Surgeon Time to 

recurrence 

Test of date Duration of 

therapy 

Cost_of_care 

Place of birth Anaesthetic  Turnaround time Dosage  

Gender   Number of 

unsuccessful tests 

Cocominant 

meds 

 

Race   Test result Response  

Insurance   Type of eGFR Line of therapy  

Stage    Laboratory 

name 

 

TNM staging      

 

 

In this work illustration, we use Table A, namely Diagnosed Stage, which 

contains eight attributes: Name_of_patient, Date_of_birth, Place_of_Birth, Gender, 

Race, Insurance, Stage, and TNM_staging.  

 

Step 2. Evaluation: Analysing the Dataset 

The following sub-steps are the scenarios of FMCDM. Figure 5-9 shows the hierarchy 

of criteria and alternatives are used in the illustration of FMCDM. There are six sub-

steps in this evaluation process, namely (1) establish an expert team, (2) determine 
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the evaluation criteria, (3) construct a pairwise comparison matrix, (4) transform the 

linguistic terms into fuzzy triangular numbers, (5) calculate the fuzzy weight matrix, 

and (6) apply normalisation procedure.  

 In the first step, we collect the data from experts. The experts have a varied 

educational background, experiences in the open government data area, and best 

practices in estimating the potential benefits and disadvantages of opening data.  

 Next, in the second step, we determine the evaluation criteria of the 

disadvantage factors and construct the hierarchy of the criteria to break down the 

disadvantage factors and identifying four decision alternatives, e.g., “open”, 

“suppression”, “limited access”, and “closed” the dataset.  

 

Figure 5-9 Hierarchy of criteria and alternatives for the illustration 

 

In the third step, we constructed a pairwise comparison matrix and evaluated 

the relative importance of the criteria. We asked the experts to provide their 

consideration based on their knowledge and expertise. Only a simple pairwise 

comparison matrix for one expert is given for this illustration, as shown in Figure 5-9. 

A Fuzzy evaluation linguistic scale for the weights was constructed before the experts 

started quantifying the criteria, together with the experts, as presented in Table 5-3.  
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Table 5-3 The Fuzzy linguistic scales (adapted from: (Hsieh et al., 2004)) 

Fuzzy 

Number 

Linguistic Scales The scale of 

Fuzzy Number 

1 Equal Important (EI) (1,1,3) 

3 Weakly Important (WI) (1,3,5) 

5 Essentially Important (SI) (3,5,7) 

7 Very Strongly Important (VI) (5,7,9) 

9 Absolutely Important (AI) (7,9,9) 

 

In the fourth step, we transformed the linguistic terms into fuzzy triangular 

numbers. The linguistic terms provided in Table 5-3 are utilised for the evaluation 

procedure. Next, we calculated the fuzzy weight matrix using Eq. (3) and Eq. (4) in the 

fifth step. The final weights of the alternatives were calculated using Eq. (3), (4), and 

(5). The linguistic terms provided in Table 5-2 were utilised for the evaluation, and a 

fuzzy qualitative approach is used for the calculation (Hancerliogullari et al., 2017; 

Hsieh et al., 2004). Illustrative examples for the weights of sub-criteria C11 and C12 

are given as follows: 

Calculating sub-criteria: Linguistic terms for the pairwise comparison from Figure 5-

10 and the corresponding fuzzy numbers from Table 5-3 are used. The pairwise 

comparison of (C1.1 C1.2) is "Equal Important", and the fuzzy number of this linguistic 

term is (1,1,3). 

 

�̃�𝑐11 = (�̃�𝑐11𝑐11 ⊗ �̃�𝑐11𝑐12)
1
2 

�̃�𝑐11 = ((1,1,1) ⊗ (3,5,7))
1
2 

�̃�𝑐11 = (1.73,2.23,2.64) 

�̃�𝑐12 = (�̃�𝑐12𝑐11 ⊗ �̃�𝑐12𝑐12)
1
2 

�̃�𝑐12 = ((1 (3,5,7)⁄ ) ⊗ (1,1,1))
1
2 
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�̃�𝑐12 = (0.37,0.44,0.57) 

 

Calculating weights: For calculating weights, we are using eq. 4. In the previous step, 

we are getting the value of �̃�𝑐1.1 and �̃�𝑐1.2 and putting these values in the following 

equation. 

 

�̃�𝑐1.1 =  (0.36,0.5,1.10) 

�̃�𝑐1.2 =  �̃�𝑐1.2 ⊗ (�̃�𝑐1.1 + �̃�𝑐1.2)−1 

�̃�𝑐1.2 =  (0.57,1,1) ⊗ [(1,1,1.73) + (0.57,1,1)]−1 

�̃�𝑐1.2 =  (0.2,0.5,0.63) 

 

 
 

Figure 5-10 The pairwise comparison matrices of criteria and alternatives 

 
Finally, in the sixth step, we applied the normalisation procedure, as shown 

below.  

To find the normalised weights of C1.1 and C1.2, we used eq. 5. 

 

𝑤𝑐1.1 =
�̃�𝑐1.1

∑ �̃�1𝑗
2
𝑗=1

=  
𝐿𝑐1.1 + 𝑀𝑐1.1 + 𝑈𝑐1.1

�̃�𝑐1.1 + �̃�𝑐1.2
 

𝑤𝑐1.1 =  
(0.36 + 0.5 + 1.10)

(0.36 + 0.5 + 1.10 + 0.2 + 0.5 + 0.63)
= 0.59 

Criteria C1 C2 C3 C4 C1 C11 C12 C2 C21 C22 C3 C31 C32 C4 C41 C42

C1 1 SI SI SI C11 1 EI C21 1 SI C31 1 EI C41 1 EI

C2 1/SI 1 SI SI C12 1/EI 1 C22 1/SI 1 C32 1/EI 1 C42 1/EI 1

C3 1/SI 1/SI 1 EI

C4 1/SI 1/SI 1/EI 1

C11 A1 A2 A3 A4 C12 A1 A2 A3 A4 C21 A1 A2 A3 A4 C22 A1 A2 A3 A4

A1 1 WI WI WI A1 1 WI WI WI A1 1 WI WI WI A1 1 WI WI WI

A2 1/WI 1 VI SI A2 1/WI 1 VI VI A2 1/WI 1 VI AI A2 1/WI 1 AI VI

A3 1/WI 1/VI 1 SI A3 1/WI 1/VI 1 SI A3 1/WI 1/VI 1 SI A3 1/WI 1/AI 1 SI

A4 1/WI 1/SI 1/SI 1 A4 1/WI 1/VI 1/SI 1 A4 1/WI 1/AI 1/SI 1 A4 1/WI 1/VI 1/SI 1

C31 A1 A2 A3 A4 C32 A1 A2 A3 A4 C41 A1 A2 A3 A4 C42 A1 A2 A3 A4

A1 1 SI SI SI A1 1 EI EI SI A1 1 SI SI SI A1 1 EI EI SI

A2 1/SI 1 VI VI A2 1/EI 1 VI VI A2 1/SI 1 VI VI A2 1/EI 1 VI VI

A3 1/SI 1/VI 1 SI A3 1/EI 1/VI 1 SI A3 1/SI 1/VI 1 SI A3 1/EI 1/VI 1 SI

A4 1/SI 1/VI 1/SI 1 A4 1/SI 1/VI 1/SI 1 A4 1/SI 1/VI 1/SI 1 A4 1/SI 1/VI 1/SI 1

Expert Judgement
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𝑤𝑐1.2 =
�̃�𝑐1.2

∑ �̃�1𝑗
2
𝑗=1

=  
𝐿𝑐1.2 + 𝑀𝑐1.2 + 𝑈𝑐1.2

�̃�𝑐1.1 + �̃�𝑐1.2
 

𝑤𝑐12 =  
(0.2 + 0.5 + 0.63)

(0.36 + 0.5 + 1.10 + 0.2 + 0.5 + 0.63)
= 0.40 

 

A similar calculation approach is applied for all pairwise comparisons. The final 

weights of the alternatives are provided in Table 5-4. An illustrative example of 𝑊𝐴1 

is given as follows: 

 

𝑊𝐴1 = 𝐶1 × 𝐶11 × 𝐴1 + 𝐶1 × 𝐶12 × 𝐴1 + ⋯ + 𝐶4 × 𝐶41 × 𝐴1

+ 𝐶4 × 𝐶42 × 𝐴1 

𝑊𝐴1 =  0.53 × 0.59 × 0.39 + 0.53 × 0.40 × 0.41 + ⋯ + 0.07 × 0.59 × 0.44

+ 0.07 × 0.40 × 0.35 

𝑊𝐴1 = 0.34 

Table 5-4 Final weights of the criteria and alternatives 

 

5.2.6 Findings of the FMCDM steps 

In order to present the recommendations based on the final results of the analysing 

process using FMCDM, we designed a graphical view to support the decision-makers 

to decide to release their dataset. Figure 5-11 shows how the figure based on Fuzzy 

AHP can help decision-makers understand the comparison score for each alternative. 

 C1 C2 C3 C4  

0.53 0.25 0.13 0.07 

C1.1 C1.2 C2.1 C2.2 C.31 C3.2 C4.1 C4.2 

0.59 0.40 0.82 0.17 0.59 0.40 0.59 0.40 Weight  

A1 0.39 0.41 0.41 0.41 0.44 0.35 0.44 0.35 0.34 

A2 0.40 0.39 0.82 0.83 0.23 0.44 0.23 0.44 0.43 

A3 0.06 0.13 0.26 0.13 0.08 0.15 0.08 0.15 0.08 

A4 0.05 0.05 0.10 0.05 0.22 0.05 0.22 0.05 0.06 



112 
 

 

Figure 5-11 Ranking of decision recommendations 

 

 

In addition, to follow up on the decision recommendation, we provided an 

action plan to reduce the disadvantages. Several possible alternatives are possible like 

(1) removing a data field or individual attributes; (2) obscuring a data field by making 

substitution precise data values with ranges to minimise the disadvantage of re-

identification; and (3) aggregating data fields by summarising the data across the 

amounts of the data and visualising the data value into statistics forms, like graphics 

or charts. 

 The contribution resulted from this study is to provide a decision-making 

model to analyse the potential advantages and disadvantages of opening data. A 

given dataset is evaluated by taking action, such as measuring and weighing the 

multiple criteria' relative importance. Thus, the approach should support decision-

makers to decide on opening datasets. In further research, we recommend refining 

this approach by adding more datasets in which and advice for (not) opening data 

can be generated without human involvement. 
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5.3 Decision Tree Analysis 

Decision Tree Analysis (DTA) is introduced in the nineteen sixties and was primarily 

used in the data mining domain (Quinlan, 1990). This method's primary role is to 

establish classification systems based on multiple covariates in developing a 

prediction of alternative variables (Delgado-Gómez, C.Laria, & Ruiz-Hernández, 2019; 

Song & Lu, 2015). This method allows an individual or organisation to trade-off 

possible actions against another action based on the probabilities of advantages and 

disadvantages of a decision-making process (Delgado-Gómez et al., 2019; 

Yannoukakou & Araka, 2014). DTA is used to identify and calculate the value of 

possible decision alternatives by considering the potential cost-adverse effects in the 

case of opening data. 

A DTA for opening data (DTAOD) aims to estimate the costs and benefits of 

disclosing data. This will help us gain insight into the potential of using DTA to 

support data opening. A decision tree is a decision support tool that uses a tree-like 

model of decisions and possible consequences of conditional control statements 

(Yuanyuan, Derek, & Bob, 2018; Zhou & Wang, 2012). DTA is chosen as it can serve 

several purposes when complex problems in the decision-making process of 

disclosing data are encountered. Many complex issues in decision-making might be 

represented in the payoff table form (Song & Lu, 2015). Nevertheless, for the 

complicated problem related to costs and benefits analysis, DTA is very useful to show 

the routes and alternatives of the possible outcomes (Yuanyuan et al., 2018).  

The DTA method consists of the following four steps (Adina Tofan, 2015; 

Delgado-Gómez et al., 2019): First, define a clear decision problem to narrow down 

the objective's scope. Factors relevant to alternative solutions should be determined. 

Second, structure the decision variables into a decision-tree model. Third, assign 

payoffs for each possible combination of alternatives and states. In this step, payoffs 

estimation is required to represent a specific currency of amount based on the 

experts' judgment. Fourth, provide a recommendation of decisions for the decision-

makers. This research can support decision-makers and other related stakeholders 
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such as business enablers and researchers better to understand the problem structure 

and variants of opening data. 

5.3.1 Method of Decision Tree Analysis 

The existing literature provides insight into the advantages of using DTA in the 

decision-making process. First, DTA can generate an understandable estimation 

process and is easy to interpret (Delgado-Gómez et al., 2019; Yeoa & Grant, 2018). 

Second, DTA can consider both continuous and categorical decision variables 

(Delgado-Gómez et al., 2019; Yuanyuan et al., 2018). Third, DTA provides a clear 

indication of which variable is becoming the most important in predicting the 

outcome of the alternative decisions (Adina Tofan, 2015). Fourth, a decision tree can 

perform a classification without requiring in-depth knowledge in computational 

(Delgado-Gómez et al., 2019; Song & Lu, 2015).  

The DTA aims to manage several variables of the costs and benefits in 

opening data. Furthermore, the DTA can support the decision-makers in deciding how 

to select the most appropriate decision. Furthermore, this method can subdivide 

heavily skewed variables into specific ranges. In the DTA method, the decision-makers 

are trying to find the expected monetary value (EMV) of probability decisions, namely 

open dataset and limited access to the dataset. The EMV is the probability-weighted 

average of the outcomes (Delgado-Gómez et al., 2019; Yuanyuan et al., 2018). The 

use of EMV in DTA has two main benefits. First, EMV helps decision-makers to 

understand the possible investments of alternative actions. Second, DTA supports 

selecting the most appropriate alternatives by weighing the costs of two alternative 

decisions.  

We used experts ' judgments to quantify the decision alternatives and 

possible paths to assign payoffs possible consequences of the costs and benefits in 

opening data, including the changes. The expert judgments were used because of 

their ability to interpret and integrate complex problems in a knowledge domain 

(Beaudrie, Kandlikar, & Ramachandran, 2016; Veen, Stoel. To do so, we interviewed 

four experts (three postgraduate researchers and one professional) in open 
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government data and cost-benefits investments. The experts were selected based on 

their knowledge in the open data field. 

The selected experts use their understanding and reasoning processes as 

they refer to their expertise and experiences for making judgments (Mach, 

Mastrandrea, Freeman, & Field, 2017; Walker, Catalano, Hammitt, & Evans, 2003). 

However, understanding the current issues and having logical reasons behind 

predicting costs and benefits in the open data domain is not trivial. The costs and 

benefits estimation requires sufficient knowledge and complex experiences in a 

specific field (Rush & Roy, 2001). There are some barriers and limitations of the expert 

judgment’s elicitation. First, during the elicitation process, the experts might quantify 

the answers not consistently because of the interviewer's unclear set of questions. To 

cover this issue, we design a protocol consisting of a list of questions to ensure a 

structure that was easy to comprehend by the experts. The use of specific 

terminologies in the field of open data, for instance, should be clearly defined. 

Second, the use of experts' judgment is potentially time-consuming, and experts are 

often overconfident that can lead to uncertainty estimation (Beaudrie et al., 2016; 

Knol, Slottje, Sluijs, & Lebret, 2010). We used aggregate quantitative review by 

subdividing heavily skewed variables into a specific amount of ranges to tackle this 

issue. Therefore, to convince the costs-benefits across the various experts as the 

stakeholders, we combined the elicitation results and the potential investments of 

opening data from the literature study. 

5.3.2 Steps in developing the DTA 

This study uses four main steps in developing DTA to manage and construct a 

decision tree-based analysis effectively and represent a schematic and structured way 

(Delgado-Gómez et al., 2019; Yeoa & Grant, 2018; Yuanyuan et al., 2018).  

First, define a clear problem to narrow down the scope of the DTA. Relevant 

factors resulting in alternative solutions should be determined as well. This step 

involves both internal and external stakeholders to seek the possible options for a 

better decision-making process.  
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Second, define the structure of the decision variables and alternatives. The 

structure of the problems and influence diagram need to be described in a 

hierarchical model. In this step, organisations need to construct decision problems 

into tree-like diagrams and identify several possible action paths and alternatives.  

Third, assign payoffs and possible consequences. In this step, the EMV 

formula is required to quantify and compare the costs and benefits. EMV is a 

quantitative approach that relies on specific numbers and quantities to estimate and 

calculate instead of using high-level approximation methods, such as agree, 

somewhat agree, and disagree options. For this, experts' judgment is used to estimate 

the payoff of possible consequences of the costs and benefits and estimate the 

chance of occurrence.  

Fourth, provide alternative decisions and recommendations. After 

successfully assigning payoffs the possible consequences and considering 

adjustments for both costs and benefits, decision-makers can select the most 

appropriate decision that meets the success criteria and fits their budget. These steps 

will be followed when developed the DTAOD. 

 

5.3.3 Analyse the dataset using DTA  

Hereafter we illustrate the working of DTA by following the four steps.  

  
Step 1: Define the Problem 

The problem of opening data consists of three main aspects. First, decision-makers 

lack knowledge and understanding in estimating the costs and benefits of the open 

data domain and its consequences. Second, decision-makers do not know how to 

decide on the opening of data. Too much data might remain closed due to a lack of 

knowledge of alternatives. Third, decision-makers have no means to estimate the 

potential costs and benefits of opening data.  
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Step 2: Structure the Decision Alternatives  

The decision-making process in opening data can be time-consuming and might 

require many resources. The decision-makers require simplifying complex and 

strategic challenges. Therefore, the DTA presented in this study can construct a model 

and structure the decision alternatives, whether the data should be released or closed.  

 

 
 

Figure 5-12 Decision alternatives and possible paths 

 

Figure 5-12 illustrates the decision alternatives and various possible paths in 

deciding the complex problems of opening data. The nodes show that are three types 

of decisions, namely "open", "limited access", and "closed". The first decision refers to 

the governments releasing their data to the public with less or without restrictions. 

Second, limited access indicates that the access will be restricted to a specific group 

of users. Third, a closed decision refers to the government should keep the data 

exclusively.  
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Step 3: Assign Payoffs and Possible Consequences 

In this step, numerical values to the probabilities are assigned, including the action-

taking place and the investment value. In this study, the assigned payoffs represent 

the outcome for each combination in a table, namely a table of payoffs and possible 

consequences. This table uses costs terminology that describes the negative impact, 

such as value for the expense and potential lost revenue (Adina Tofan, 2015; Delgado-

Gómez et al., 2019). At the same time, benefits-averse indicate the positive influence, 

such as a net revenue stream, potential income, and other profit elements (Adina 

Tofan, 2015; Song & Lu, 2015). The result of the assigned payoffs and the possible 

consequences are derived from the selected experts, as presented in Table 5-5.  

Table 5-5 Assign payoffs and possible consequences  

 
 

Table 5-5 presents the result of the assigned payoffs between three 

alternative decisions, namely: "open", "limited access", and "closed". This table 

includes the expert judgment in estimating the probabilities of the costs and benefits 

and the numerical values given to predict the investment of money in the euro 

Alternative Decisions

1 2 3 4 Mean 1 2 3 4 Mean Total Outcome

1. Open

- Costs factors

a. Data collection 65 67 58 62 63 15.500 16.200 16.500 16.600 16.200 46.438

b. Data visualization 35 33 42 38 37 14.250 15.500 12.100 14.300 14.038 44.276

- Benefits factors

c. New knowledge 58 62 54 63 59 12.300 14.450 14.000 13.000 13.438 40.234

d. Community engagement 42 38 46 37 41 15.235 11.600 13.800 12.800 13.539 40.335

2. Limited Access

- Costs factors

e. Data supression 66 58 54 55 58 16.000 16.500 17.000 14.500 16.000 48.275

f. Data maintenance 34 42 46 45 42 16.000 17.000 16.800 17.100 16.725 49.450

- Benefits factors

g. Confidential data 55 65 44 45 52 18.000 17.600 17.700 18.200 17.875 52.875

h. Authentication data 45 35 56 55 48 18.500 17.500 16.850 16.500 17.338 52.338

3. Closed

- Costs factors

i. Data preservation 72 68 62 70 68 13.000 14.500 13.500 14.200 13.200 40.788

j. Storage space 28 32 38 30 32 16.000 15.850 12.200 13.500 14.388 41.976

- Benefits factors

k. Risks-averse 52 56 57 60 56 9.300 10.500 12.000 10.000 10.450 32.963

l. Privacy protection 48 44 43 40 44 11.000 13.000 11.750 12.500 12.063 34.576

35.000

27.588

22.513

Expert judgment 

(probability in 

percentage)

Expert judgment (invesment in 

Euro)

30.238

26.796

32.725
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currency. When the entire process of assigning payoffs has been completed, we can 

calculate the average numerical values of the costs and benefits percentages 

possibilities. For example, data collection might invest 63% of the revenue stream 

instead of a data visualisation program (37%). This means that the most significant 

money investment from this opening decision is data collection.  

Data collection refers to a mechanism of gathering the dataset on the 

variables of interest from the holders or owners by using specific manners and 

techniques (S. Kim & Chung, 2019). Furthermore, data visualisation refers to 

presenting the dataset into an interactive and user-friendly interface and effectively 

capturing the essence of the data (Xyntarakis & Antoniou, 2019). Regarding the 

potential investment of money between data collection and data visualisation, Figure 

5-13 shows that deriving data from data providers can have higher expenses than 

visualising the data. In addition, according to experts, data collection requires more 

than 16,000 Euros on average of investments, which is higher than data visualisation 

about (14,000 Euros). Therefore, the total costs for opening data collection and 

visualisation data decisions equal approximately 30,000 Euros. Figure 5-13 shows the 

complete decision tree showing all alternatives. 

 
 

Figure 5-13 Decision tree analysis to estimate the costs and benefits  
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The decision tree presented in Figure 5-13 results in the payoff result 

depicted in Table 5-5. From the constructed data, we can compare the costs and 

benefits of the three decision nodes. The values stated on each sub-element are the 

prediction of monetary expenses. For example, we have to do some structured ways 

to obtain the expected monetary value from an open decision. First, we need to know 

the average costs of data collection and data visualisation by calculating the amount's 

probability and estimation. Here, we calculate (0,63 x 16.200 Euro) + (0.37 x 14,038 

Euro) = 15,400.06 Euro. Second, we estimated the open data decision costs by adding 

up the value of data collection and data visualisation (16.200 Euro + 14.038 Euro) = 

30.238 Euro. Third, the experts estimated the outcome for each sub-cost and sub-

benefit factor. Next, data collection and visualisation should be added to the potential 

total costs (16.200 Euro + 30.238 Euro) = 46.438 Euro (outcome 1). Whereas outcome 

two is obtained from (14.038 Euro + 30.238 Euro) = 44.276 Euro. After doing this in 

the same way for the benefits factors, we estimated the open decision's total 

investment. Before calculating the sub-costs and sub-benefits, it is important to 

compare the highest potential investment between the costs and benefits factors. The 

reason is to determine the highest priority of the potential investment between costs 

and benefits consideration. In this case, the highest probability is the cost factors 

(30.238 Euro) instead of its benefits (26.796 Euros). Therefore, the total average 

expected monetary value (EMV) for "open" decision is equal to the EMV of the costs 

adding up to the total value of the costs whereby 15.400,06 Euro + 30.238 Euro = 

45.638,06 Euro.  

 

Step 4: Provide decisions and recommendations  

Based on the constructed decision tree (in Figure 5-13), the final step in the decision 

tree analysis is making a decision and providing some recommendations presented 

in decision action plans. We weigh the open data costs and benefits to the decision-

makers to provide the most suitable decision between the three alternatives (open, 

limited access, and closed). Next, from the EMV results, the DTA can recommend a 
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decision based on the biggest influence on investment in institutional revenue 

streams. We classify the findings of the study into two parts, namely: 

1. Possible paths and with total payoffs 

The first finding from the decision tree analysis is the possibility of the nodes 

and paths and their chances, as can be seen in Table 5-6. Every decision alternative 

provides the estimation of payoffs in the Euro currency. Based on these results, it can 

be concluded that the highest investment for the costs factor in the open data domain 

is data maintenance, where the cost is almost 50,000 Euros. Data maintenance is a 

sub-node of the limited access decision. The highest potential benefit by 

implementing the decision is the confidentiality of the data, where about 52,000 Euros 

would benefit the government institutions. In this case, the limited access decision 

can potentially have high costs, resulting in high social benefits.  

Table 5-6 Possible nodes, paths, and estimation payoffs 

Terminal Total Payoff 

Decision → Open → Decision 1 → Costs → Chance 1 → Data collection 46.438 Euro 

Decision → Open → Decision 1 → Costs → Chance 1 → Data visualisation 44.276 Euro 

Decision → Open → Decision 1 → Benefits → Chance 2 → New knowledge 40.234 Euro 

Decision → Open → Decision 1 → Benefits → Chance 2 → Community engagement 40.335 Euro 

Decision → Limited access → Decision 2 → Costs → Chance 3 → Data suppression 48.725 Euro 

Decision → Limited access → Decision 2 → Costs → Chance 3 → Data maintenance 49.450 Euro 

Decision → Limited access → Decision 2 → Benefits → Chance 4 → Confidential data 52.875 Euro 

Decision → Limited access → Decision 2 → Benefits → Chance 4 → Authentication 

data 

52.338 Euro 

Decision → Closed → Decision 3 → Costs → Chance 5 → Data preservation 40.788 Euro 

Decision → Closed → Decision 3 → Costs → Chance 5 → Storage space 41.976 Euro 

Decision → Closed → Decision 3 → Benefits → Chance 6 → Risks-averse 32.963 Euro 

Decision → Closed → Decision 3 → Benefits → Chance 6 → Privacy protection 34.576 Euro 

 

2. Expected monetary value (EMV) 

The expected monetary value (EMV) resulting from the DTA shows that the limited 

access decision could gain about 52,000 Euro's highest monetary value for society. It 

follows the open decision in approximately 45,000 Euros, and the decision to keep 

closed the data can contribute around 41,000 Euros. The EMV of each decision is 

derived from the probability-weighted average of the expected outcome. Figure 5-14 
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presents the detailed EMV result and investment ranges. This EMV result can help 

decision-makers in estimating and quantifying the investments needed.  

 

 

 

 

 

 

 

Figure 5-14 The expected monetary value and investment ranges 

 

In summary, many government organisations are reluctant to disclose their 

data because they have limited insight into the potential costs and possible adverse 

effects. Processing data or opening datasets partly can overcome this problem. 

However, this requires investments. This study presented the DTAOD method to 

estimate the potential investments and merits of opening a dataset. There are several 

advantages found in using DTAOD in this study. First, the decision tree can provide a 

better understanding of the possible outcomes of a decision alternative. Second, the 

proposed decision tree provides insight into selecting an informed decision. However, 

this is highly dependent on the alternatives that are formulated and included in the 

decision tree. Third, the decision tree can allocate the values in estimating the costs 

and benefits in the open data domain based on expert judgments. This provides 
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insight into the activities needed for opening data and the associated costs and 

benefits.  

At the same time, using DTAOD might not be easy. First, during the assigned 

payoff process, a small change in the quantification of numerical values can 

significantly change the decision tree's entire structure. Second, the calculations are 

based on experts' information, but these might not be correct or biased towards 

openness or closeness. This result shows that the high and low expected monetary 

values (EMV) of a decision will influence the decision made.  

A DTA study contributes to a better understanding of the problem structure 

and provides new insight in estimating the costs and benefits of releasing data for 

the policy-makers. In future research, we recommend using a different method like 

paired comparison, multi-voting, and net present value (NPV) methods to quantify 

the assigned payoffs as this study using a single expert judgment. 

5.4 A comparison of methods based on the literature 

The disclosure of public sector information through open government data initiatives 

can provide numerous advantages to the public domain at a large scale (Zuiderwijk 

& Janssen, 2013b, 2015). Opening various datasets might drive high demand from 

stakeholders (Ubaldi, 2013; Veenstra & Broek, 2013). Analysing the advantages and 

disadvantages and other effects-adverse of disclosing data to the potential 

stakeholders is cumbersome (Luthfi, Janssen, et al., 2018a). Methods like BbN, 

FMCDM, and DTA, can be used to analyse the potential advantages and 

disadvantages of opening data (Ali-Eldin et al., 2017; Luthfi, Janssen, et al., 2018a; 

Luthfi, Rehena, et al., 2018). However, it is unclear which one is more suitable. 

Therefore, there is a need to compare them. We use systematic literature as the main 

sources to compare the methods in this section. We first identify the criteria to 

compare the methods and thereafter, we compare the methods. 

 
 



124 
 

5.4.1 Comparison criteria 

The comparative method comprises feature-by-feature of selected parameters (Jan, 

Farman, Khan, Imran, & Islam, 2019; Nojava, Qian, & Stow, 2017). In this study, the 

comparison parameters will be divided into three main parts. First, the input 

parameter consists of three criteria: experimental data, data types, and posterior 

probability (Nojava et al., 2017). Second, the process parameters are decomposed 

into four criteria: efficiency, easiness, effectiveness, and complexity. Third, the output 

parameters are comprised of three criteria: transparency, subjectivity, accuracy, and 

usability. The three sub-parameters used can be explained in detail, as follows: 

1. Input  

The input data is different for each of the methods. For comparing the methods, 

experimental data, data types, and posterior probability are relevant (Stutz & 

Cheesman, 1994). First, experimental data refers to data produced in measurable 

activities by doing an experimental or quasi-experimental design (Beuzen, 2018). 

In our illustrations, the experimental data originates from expert input. The 

experimental data may be quantitative or qualitative using different investigation 

methods. Second, dataset type (CSV format) refers to a specific type of dataset 

presented in tabular form. Each column of the table represents a specific meaning 

of values (Safarov et al., 2017). Third, posterior probabilities define an uncertainty 

proposition of the conditional probability allocated after the relevant evidence is 

considered (Luthfi, Janssen, et al., 2018a).  

2. Process 

The process can be viewed from 4 criteria, e.g., efficiency, easiness, effectiveness, 

and complexity. Efficiency refers to avoiding wasting efforts, energy, and time in 

the evaluation process (Nkurunziza, 2019). It is a measurable instrument of the 

selected variable in a mathematical sense to ensure the effort to produce and 

establish a specific outcome with minimum costs and endeavour (Beuzen, 2018). 

Second, the easiness of the selected method in analysing the selected method 

means the ease of manner and evaluation process rules (Chakraborty et al., 2016). 
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Third, effectiveness refers to the capability of generating the desired result, which 

means it has an expected outcome and a clear impression (Nojava et al., 2017). 

Fourth, the process's complexity refers to a system's behaviour in interacting 

components in multiple ways and reasonable (Beuzen, 2018). 

3. Output 

The output parameters are made up of three criteria, e.g., transparency, 

subjectivity, accuracy, and usability. The first sub-parameter considers the 

transparency of the process. Transparency means that the evaluation process is 

easy to recognise and be understood (Mallach, 1994). Second, subjectivity refers to 

a subject's insights and judgments influenced by personal feelings, desires, 

expertise in discovering, and level of beliefs in terms of phenomena (Beuzen, 2018). 

Third, the accuracy of the results in evaluating means the accuracy and precision 

of measurements (Chakraborty et al., 2016). A measurement system in specific 

could be accurate but not precise and vice versa. Fourth, usability is defined as the 

capacity of the proposed system or tool to provide a condition for a specific user 

within a particular context and interface to perform the tasks (Nielsen, 2012).  

5.4.2 Comparison of the methods 

The following Table 5-7 summarises our comparison of the three methods for open 

data decision-making. The comparison is based on reviewing each method from the 

literature and applying them using an illustrative example. This table confirms our 

starting point for selecting the methods. The methods have different characteristics, 

and they might yield different benefits when used for deciding to open data.  

 
Table 5-7 Comparative the methods in opening data 

 

Parameter Bayesian-belief 

Networks 

Fuzzy Multi-criteria 

Decision Making 

Decision Tree 

Analysis 

Input 

Experimental 

data (from 

experts) 

Data is summarised 

based on the 

likelihood function 

from the observed 

Data is summarised 

based on the 

pairwise comparison 

Data is summarised 

based on the 

assigned payoffs 

process of possible 
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Parameter Bayesian-belief 

Networks 

Fuzzy Multi-criteria 

Decision Making 

Decision Tree 

Analysis 

dataset (Luthfi, 

Janssen, et al., 2018a; 

Nojava et al., 2017) 

matrix (Luthfi, 

Rehena, et al., 2018) 

investments 

(Delgado-Gómez et 

al., 2019) 

Data type Numerical and 

categorical (Herland 

et al., 2016) 

Numerical and 

categorical (Ceballos 

et al., 2017) 

Numerical and 

categorical (Yeoa & 

Grant, 2018) 

Probability Posterior probability 

distribution (Nojava 

et al., 2017) 

Posterior probability 

distribution 

(Ceballos et al., 

2017) 

Posterior and 

conditional 

probability 

distribution (Adina 

Tofan, 2015) 

Process 

Efficiency Time-consuming 

(maximum) (Herland 

et al., 2016) 

Time-consuming 

(moderate) 

(Kahraman et al., 

2015) 

Time-consuming 

(minimum) (Yuanyuan 

et al., 2018) 

Easiness Highly difficult to 

understand and 

interpret the model. 

Advanced in the 

mathematical 

background is 

required (Horný, 

2014) 

Moderately difficult 

to understand and 

interpret the model. 

Advanced in the 

mathematical 

background is 

required (Mohsen et 

al., 2014) 

Relatively easy to 

understand and 

interpret the model. 

The basic 

mathematical 

background is 

required (Yuanyuan et 

al., 2018) 

Effectiveness Constructing a causal 

relationship between 

variables and 

provide decision 

recommendations 

(Beuzen, 2018) 

Constructing a 

hierarchy of 

decisions including 

its alternative and 

ranking them into 

best options (Rezaei 

et al., 2013) 

Constructing a 

structured decisions 

estimation and its 

consequences (Adina 

Tofan, 2015) 

Complexity Require the size of 

the belief network to 

simulate and 

construct complex 

conditional 

probabilities (Luthfi, 

Janssen, et al., 2018a) 

Require rule base 

analysis to construct 

a pairwise 

comparison matrix 

(Rezaei et al., 2013) 

Changing variables 

during the analysis 

process might be 

possible to redraw 

the existing tree. 

Irrational expectations 

can lead to flaws and 

errors in the decision 

tree (Yeoa & Grant, 

2018) 

Output 

Transparency Require high level to 

comprehend the 

process and 

expected results 

Require high level to 

comprehend the 

process and 

expected results 

(Werro, 2015) 

Require a moderate 

level to comprehend 

the process and 

expected results 
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Parameter Bayesian-belief 

Networks 

Fuzzy Multi-criteria 

Decision Making 

Decision Tree 

Analysis 

(Chakraborty et al., 

2016) 

(Delgado-Gómez et 

al., 2019) 

Subjectivity The elicitation data 

and information 

from the experts 

might possible bias 

the quantification 

process (Beuzen, 

2018)  

The elicitation data 

and information 

from the experts 

might somewhat 

bias the 

quantification 

process (Ceballos et 

al., 2017) 

The elicitation data 

and information from 

the experts might 

possible bias the 

quantification process 

(Delgado-Gómez et 

al., 2019) 

Accuracy The expected value 

is more accurate 

when there is less 

uncertainty in the 

input parameter. The 

output is distributed 

over a range of 

uncertainties 

(Herland et al., 2016; 

Luthfi, Janssen, et al., 

2018a) 

The estimation result 

is more consistent 

compared to the 

reference data 

approach (Werro, 

2015) 

The expected result is 

accurate and able to 

predict the future 

outcome (Delgado-

Gómez et al., 2019) 

Usability Moderately difficult 

to accomplish the 

objective of the BbN 

method in terms of 

time allocation. 

However, users can 

follow and learn the 

BbN method 

because of the 

detailed systematic 

steps provided in the 

system interface 

(Husmeir, 2005; 

Luthfi, Janssen, et al., 

2018a)  

Highly difficult to 

accomplish the 

objective of the 

FMCDM method. 

Users need extra 

time to learn and 

understand the 

detailed steps with 

the mathematical 

formulation and 

fuzzy linguistic 

matrix (Luthfi, 

Rehena, et al., 2018; 

Mohsen et al., 2014) 

Relatively easy to 

accomplish the 

objective of the DTA 

method. Users do not 

spend a lot of time to 

learn and understand 

the detailed steps, 

including the 

construction of 

hierarchical decision 

alternatives (Luthfi et 

al., 2019; Mittal & 

Khanduja, 2017) 

 

 

Table 5-7 shows the differences and similarities of the three methods. BbN 

requires maximum allocation time in processing the evaluation compared to the other 

two methods (Herland et al., 2016). This approach is noticeably challenging to 

understand and interpret the proposed model. Subjective judgments are needed in 

all three methods. The decision-makers of dataset officers require the capability in 
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mathematics background (Horný, 2014). However, the advantage of using this 

method is the result is more accurate in terms of uncertainties (Chakraborty et al., 

2016; Herland et al., 2016). 

FMCDM requires fewer resources than BbN for evaluating the dataset 

(Kahraman et al., 2015). This method is relatively difficult to comprehend, and model 

interpret is not easy (Mohsen et al., 2014). The pairwise comparison tasks may also 

need an advanced understanding of mathematics (Rezaei et al., 2013; Werro, 2015). 

The expected results show moderate bias in the quantification process (Ceballos et 

al., 2017). The FMCDM’s benefit is the dataset consistently estimates the selected 

parameter (Werro, 2015).  

DTA is summarised based on assign payoffs the number of possible 

investment values (Delgado-Gómez et al., 2019; Yeoa & Grant, 2018). In this method, 

when using a manual process, it requires more time to re-construct the decision 

structures and paths when changing variables during the analysis process, and it 

might be possible to redraw the existing tree (Adina Tofan, 2015; Yeoa & Grant, 2018). 

However, the advantage of using DTA is that it is relatively easy to understand, and 

the model is relatively easy to interpret (Yuanyuan et al., 2018).  

5.5 Conclusions 

The three methods discussed were selected based on their diversity and different 

contribution to open data decision-making. The literature comparison shows that 

these methods have different pros and cons. The BbN requires more time in 

processing the evaluation in comparison with the other two methods. The advantage 

of using BbN method is the result more accurate and is able to deal with uncertainties. 

BbN can weigh the benefits and disadvantages of the opening dataset by taking into 

account uncertainties and conditional dependencies. FMCDM consumes less time 

than BbN in evaluating the dataset. The FMCDM method is relatively difficult to 

comprehend, and the model interpretation is not easy. Like BbN, it also needs an 

understanding of mathematics. The benefit of using FMCDM is the ability to 

systematically construct a hierarchy of decisions, including its alternative and ranking 
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them into the best options. FMCDM can capture the expertise of open experts and 

express it with a computational approach based on intuitive reasoning by considering 

human subjectivity. DTA is the least time-consuming method; however, the DTA is 

challenging, and the re-construction of the decision structures is time-consuming 

when decision-makers modify variables during the analysis process. Furthermore, it 

might not be easy to redraw the existing tree. This can result in a lengthy process. 

Nevertheless, the advantage of using DTA is relatively easy to understand and 

interpret the model. As no historical data is available, we had to rely on the expert's 

input for all three methods, which is subjective as their knowledge and experience are 

limited. We suggest collecting historical data based on the use of these methods in 

further research. Chapter 7 will compare the three methods by experimenting with 

the opening of data by decision-makers. For decision-making, a prototype is needed, 

which will be discussed in the next chapter. 
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Chapter 6  

Development of the DSOD prototype  
 
This chapter discusses the third phase of this research, namely, the development of 

the DSDOD prototype. To develop the DSOD prototype, we followed a prototyping 

developing approach. This chapter is decomposed into six sections. First, we 

introduce the prototyping approach used in this research. Second, we present the 

prototyping objectives to develop detailed functionalities of the DSOD prototype. 

Third, we present the functions of the DSOD prototype based on the decision-making 

support elements. Fourth, we discuss the DSOD prototype's construction by following 

the decision-making process's conceptual model in Chapter 4. Fifth, we validate the 

DSOD prototype. Finally, we draw conclusions to answer the third research question.  

Parts of this chapter have been published in (Luthfi & Janssen, 2017) and 

(Luthfi, Rukanova, Molenhuis, Janssen, & Tan, 2020).  

6.1 Prototyping approach 

The prototyping approach contains the steps of how the prototype was developed. 

Prototyping often follows four steps, namely (1) functional selection, (2) construction, 

(3) evaluation, and (4) further use (Floyd, 1984).  

First, functional selection refers to the options of functions that the prototype 

should demonstrate. The selection mechanism should always be based on relevant 

tasks that can serve as model cases to exhibit the proposed prototype model. The 

diverse between the functional range of the prototype and the product may be that 

the system functions employed are offered in their intended final form. This situation 

is also known as the selected function from the vertical prototyping. However, if the 

prototype features are impossible to implement in detail, the (software) developers 

can simulate the prototype using horizontal prototyping.  

Second, construction represents the means to make the prototype exist. This 

work should be much smaller than when developing the entire product. An 
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appropriate functional selection and preferable techniques prototype is an important 

consideration to construct a prototype. During the prototype generation, the 

attention should be on the expected evaluation rather than taking account of the 

regular and long-term use. As a result, the construction of a prototype can fulfil the 

product's standardisation and quality requirements, like efficiency, time scheduling, 

and security impacts are all covered by this step.  

Third, evaluation refers to collecting feedback for the further process of 

prototype development. Ensure the participation of all relevant groups of users in 

gaining feedback is needed. A training mechanism is needed before doing the actual 

evaluation steps.  

Fourth, the prototype's further use refers to possibilities to develop the 

current prototype based on the experiences gained with the prototype and the 

available production environment. During the decision to create additional 

functionalities, the project organisation can fully or partially create a new module or 

function of the prototype to reach the expected prototype's target.  

In this research, we adapted to the four steps (Floyd, 1984) and added a new 

step, “defining prototype objective,” to establish and filter the prototype 

functionalities and user requirements. The five steps decompose into (1) define 

prototype objective, (2) define the prototype approach, (3) selecting the functions 

and elements of the DSOD prototype, (4) constructing the DSOD prototype, and (5) 

determine the testing mechanism of the DSOD prototype. These steps focus on using 

the DSOD prototype to evaluate the advantages and disadvantages of opening data. 

The detailed steps of the prototyping approach of this study are outlined in Figure 6-

1.  
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Step 1. Define the prototype objectives

• To define and filter the prototype functionalities and user 

requirements.

• To evaluate the outcome of the DSOD prototype functionality 

from the group of participant s experiments.

Step 2. Define the prototype approach

In this research, we used evolutionary prototyping approach to 

explore the strengths and weaknesses of the DSOD prototype. There 

are six main evolutionary process used in this step, as follows:

(1) Requirement gathering of the prototype

(2) Quick design of the prototype

(3) Develop a prototype

(4) Evaluate the prototype based on user s feedback

(5) Refine the prototype

(6) Re-construction the prototype

Step 3. Selecting the functionalities and 

elements of the DSOD prototype

We used the elements and functionalities of the DSOD prototype, 

which are consists of six main processes.

(1) Retrieving and decomposing the dataset

(2) Analyzing the dataset

(3) Weighing the dataset

(4) Decision-making alternatives

(5) Updating the status of the dataset

Step 4. Constructing the DSOD prototype

We developed a mock-up based prototyping to simulate the 

decision-making process to open data. The mock-up contains the 

elements and functionalities defined in the step 3.

Step 5. Determining the prototyping testing 

mechanism

To evaluate the DSOD prototype, we used alpha test and beta test. 

The alpha test aims to discover apparent problems and issues before 

a first version of the prototype released. The objective of the beta 

test is to look at the user s working environment.

 

Figure 6-1 The prototyping approach and steps in this research  
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In step 1, we defined the prototype's objectives. The first objective is to 

establish and filter the prototype functionalities and user requirements. The 

functionalities of the prototype are derived from the elements of the DSOD prototype 

in section 3.3.5. We defined the user requirements by detailing the specification and 

levels of the users. The second objective of the prototype is to evaluate the outcome 

and effects of the DSOD prototype functionality from the participant’s experiments.  

In step 2, we used the evolutionary prototyping approach (Bernstein, 1996). 

The selection of the evolutionary approach in this study begins with the initial 

feedback from ten OGD stakeholders consisting of three decision-makers, three civil 

servants, two data analysts, and two PhD students. We added additional 

functionalities until the stable version is released. The evolutionary prototyping 

approach differs from the rapid prototyping scheme. The evolutionary prototype 

starts with a better understanding of the stakeholders' decision-making elements and 

requirements from the literature and feedback. In rapid prototyping, the developer 

implements the least understood requirements (Koutsoukis et al., 2000; Matthews & 

Wensveen, 2015). There are six main steps to process the evolutionary prototyping 

(Bernstein, 1996; Budde, Kautz, Kuhlenkamp, & Züllighoven, 1992; Floyd, 1984), 

namely (1) requirement gathering of the prototype, (2) quick design of the prototype, 

(3) developing a prototype, (4) Evaluating the prototype based on user’s feedback, (5) 

refining the prototype, and (6) re-constructing the prototype. One of the advantages 

of using evolutionary prototyping in this research is that it’s useful for exploring 

intelligent systems of decision-making support of opening data.  

In step 3, we selected the functionalities and elements of the DSOD 

prototype. In this step, we used the elements and functionalities of the DSOD 

prototype, which consists of five main processes. The five main elements include: (1) 

retrieve and decompose datasets, (2) analysing the dataset, (3) weighing the dataset, 

(4) decision-making alternatives, and (5) updating the status of the dataset.  

In step 4, we constructed the DSOD prototype using a mock-up to simulate 

the decision-making process to open data. The mock-up- objective in this research is 

to test the design and functionalities of the DSOD prototype (Koutsoukis et al., 2000). 
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Furthermore, the mock-up can point to the clashing visual elements of our DSOD 

design and help organise the visual features in detail. This step can determine the 

necessary revisions to be carried out into depth system requirements, such as user 

interface contrasts, colours, and visual hierarchy.  

Finally, to evaluate the DSOD prototype, we use the alpha test and beta test 

in step 5. The alpha test aims to discover apparent problems and issues before a first 

version of the prototype is released and tested to the participants (Sommerville, 

2011). The alpha test aided in investigating unexpected system behaviour during the 

evaluation of the DSOD prototype. The beta helped to explore the interaction 

problems and issues regarding the developed prototype and the environment. 

Moreover, the beta test helped ensure that the actual users or participants can 

complete their tasks and get a wide range of user interactions (Beaudouin-Lafon & 

Mackay, 2002; Sommerville, 2011).  

6.2 Prototype functionality  

This research designed the functionalities and the DSOD prototype's selection into 

five main functionalities, as we described in Chapter 4. The five functionalities include 

(1) Initialisation, (2) analysing the dataset, (3) assessing the dataset, (4) decision-

making alternatives, and (5) updating the status of the dataset. The detailed steps of 

the decision-making process prototype, as follows:  

1. Initialisation  

We used the extract, transform, and load (ETL) approach to retrieve and 

decompose the selected dataset in this step. The ETL approach aims to process a 

dataset chosen that involves collecting the dataset from external data providers 

and converting it into a machine-readable format (Gour, Sarangdevot, Singh, & 

Sharma, 2010; Vassiliadis & Simitsis, 2009). The extraction step is a process to 

read and identify the correct subset of source data that has to be submitted to 

the ETL workflow for further processing steps (Vassiliadis & Simitsis, 2009). In the 

context of DSOD, the DSOD system will filter the selected table of the dataset, 

including ensuring that all fields are intact and maintained concerning each table. 
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A variety of datasets structure formats can be read by the system both based on 

proprietary database or open platforms such as ACCDB (Microsoft), CDF (XML 

standard), Comma-separated Value (CSV), Database File (DBF), Digital Elevation 

Model (DEM), ESRI (Geo DB), JavaScript Object Notation (JSON), and others.  

Subsequently, the DSOD system transforms the datasets to convert the 

extracted datasets from their previous form into the database format (e.g., CSV, 

XML, and JSON). A dataset's transformation is required in the decomposing 

process by using specific rules or lookup tables, like combining attributes of a 

dataset with another relevant field in a table (Gour et al., 2010). In the data 

transformation step, a series of functions in the DSOD system is responsible for 

preparing the extracted data into the end of the targeted database. One of the 

critical functions, namely data cleansing, which aims to pass only the structured 

data, can be restored to the targeted database.  

Finally, the DSOD system loads the dataset to record the datasets into 

the targeted database in this step. There are several objectives of the loading 

process in this step. First, the DSOD ensures that the selected key data field has 

neither missing values nor null. The DSOD will check whether the value of each 

attribute is in the proper types of data. Second, the DSOD tests the selected 

dataset into modelling views based on the targeted tables. In this process, the 

DSOD specifies the join statements between the selected attributes in a table to 

view and present the data into a single table. In this way, the prototype can help 

to analyse the dataset. Third, the DSOD checks the combined values of the 

dataset in the appropriate format to ensure that dimension tables have a data 

dictionary and history of the table. This step aims to help the DSOD users trace 

the historical process of the extraction and transformation steps. 

2. Analysing  

This stage is a critical stage where the datasets that have been selected in the 

previous step will go through the evaluation process. The system will interpret 

data that translates each data value from a table to be included in two broad 

categories of advantages and disadvantages. Datasets are evaluated using the 
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three selected methods (see Chapter 5), namely BbN, FMCDM, and DTA, whereby 

every method has a different number of sub-steps. In the BbN method, there are 

five main sub-steps to analyse the selected dataset. First, the DSOD determines 

each selected attribute's possible advantages and disadvantages factors. Second, 

the DSOD constructs a causality network structure to show each attribute's cause 

and effect in terms of the advantages and disadvantages factors. Third, the DSOD 

formalizes the structure of the causality network to subjective prior beliefs from 

experts. Fourth, the DSOD quantifies the prior probability of defining and 

estimating the probability distributions for each benefit and cost factor. Fifth, the 

DSOD interrogates the belief network to set the sensitivity level of the advantages 

and disadvantages factors.  

  In the FMCDM, there are four main sub-steps to analyse the selected 

dataset. First, the DSOD determines the possible criteria and sub-criteria of each 

attribute's advantages and disadvantages factors. In this step, the user can select 

the potential advantages and disadvantages criteria based on their knowledge 

and expertise. Second, the DSOD constructs a relationship diagram to show the 

relationship between criteria and sub-criteria of the advantages and 

disadvantages factors. Third, the DSOD constructs the hierarchical diagram to 

show the criteria, sub-criteria, and decision alternatives. Fourth, the DSOD defines 

decision alternatives for each criterion and sub-criteria. 

  In the DTA, there are two main steps to analyse the dataset. First, the 

DSOD determines the advantages and disadvantages. In this step, the user can 

select the possible benefits and disadvantages criteria based on their knowledge 

and expertise. Second, the DSOD constructs a decision structure to show the tree 

structure of alternative decisions and their advantages and disadvantages. 

 

3. Weighing 

The previous stages' evaluation results are classification and level references to 

the advantages and disadvantages of datasets. This system's advantage is to 

provide iterative process conditions to ensure that the benefits level is higher 
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than the disadvantage at hand. Technically, during the assessment process (step 

3 in Figure 6-1), the system will combine the overall scores from the benefit and 

disadvantage analyses to determine the appropriate solution for treating the 

dataset.  

  In the BbN method, four sub-steps weigh the potential advantages 

and disadvantages of the previous steps (analysing). First, DSOD needs to 

evaluate the information in the dataset and the advantages and disadvantages 

factors. Second, DSOD should observe the potential benefits and users of the 

dataset against the likelihood of their evidence. Third, DSOD evaluates the 

potential costs to look at the disadvantages adverse effects of the dataset against 

the likelihood of their evidence. Fourth, DSOD will process the weigh mechanism 

by integrating the overall quantified result from the previous step. 

  In the FMCDM method, there are three main steps to weigh the 

potential advantages and disadvantages factors. First, we initialised the process 

of selecting and extracting the medical records dataset. Next, we defined the four 

criteria and another eight sub-criteria. Second, we evaluated the criteria and sub-

criteria of the potential advantages and disadvantages of opening data by using 

three steps: developing a linguistics matrix, employing fuzzy AHP, and quantifying 

the fuzzy linguistics scale using an expert's judgment. Third, we provided 

alternative decisions.  

  At the same time, there are two main steps in the DTA method to 

weigh the potential advantages and disadvantages factors. First, the DSOD 

assigns the decision table's payoffs to describe the negative impacts of decisions 

like value for the expense and potential lost revenue. Second, the DSOD 

constructs the possible consequence, including the action-taking place and the 

investment value expected as the outcome. 

4. Decision-making alternatives. There are four possible decisions to release the 

datasets. Open decision refers to publishing the dataset without any additional 

measures. This suggests that the disadvantages are low that and the benefits of 

releasing the dataset substantially outweigh the estimated disadvantages. 



139 
 

Limited access decision refers to the releasing dataset will have moderate 

disadvantages, or the dataset's potential benefits do not outweigh the potential 

disadvantages. Additional screening decision refers to publishing the dataset, it 

tends to create significant disadvantages, and the potential benefits do not 

outweigh the potential estimated disadvantages. Finally, a closed decision to keep 

the dataset closed suggests that releasing the dataset generates a disadvantage 

outweighing the potential benefits according to the decision-makers. 

5. Update the status of the dataset. 

In this step, when a dataset is decided to open with limited access, the DSOD can 

iterate the process to keep higher benefits than the costs by updating the dataset 

and going back to the analysing process in the second step. The DSOD supports 

the iterative process to achieve of consolidated solution between the users and 

decision-makers. The decision-makers can use the DSS to modify, refine, and 

evaluate the selected dataset before sending it back to the cycle process.  

6.3 Prototype construction and demonstration 

This section presents the prototype’s construction by following the decision-making 

process's conceptual model in Chapter 4. Also, each of the steps is presented. Figure 

6.2 shows the navigation system of the DSOD prototype. The prototype’s navigation 

aims to provide a structural way that follows the decision-making process 

functionalities to open data. The five functionalities include initialisation, analysing 

the dataset, assessing the dataset, decision-making alternatives, and updating the 

dataset's status. 
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Figure 6-2 The navigation systems of the DSOD prototype 
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6.4.1 Initialisation 

In this process, we used five main sub-steps, namely (1) user authentication, (2) 

message box, (3) dataset selection, (4) dataset extraction (metadata), and (5) dataset 

attribute. These five sub-processes are based on the DSDOD functionalities defined 

in Chapter 3 and Chapter 4. First, the user authentication process indicates the users' 

groups and levels: administrator, data analyst (experts), and decision-makers. The 

DSOD provides access and privilege for the users to analyse and decide alternatives 

in the DSOD prototype. Second, the message box is used to notify the users what the 

current status of the previous process of analysing a dataset is. 

Furthermore, the DSOD will send recent instructions or tasks to the users. For 

example, the regular schedule to examine the new dataset or reiterate and update 

the previous datasets. Therefore, this feature could help users be aware of their tasks 

and responsibility in the DSOD prototype. Third, the data selection process aims to 

select the dataset, including its category, format, and destination of the dataset 

source.  

 Fourth, the DSOD provides the extraction process to retrieve and decompose 

the selected datasets in the data extraction process. The extraction step aims to read 

and identify the correct subset of source data that has to be submitted to the 

extraction workflow for further processing steps. In the context of DSOD, the DSOD 

system will filter the selected table in the dataset, including ensuring that all fields are 

intact and maintained concerning each table. A variety of datasets structure formats 

can be read by the system both based on proprietary database or open platforms 

such as ACCDB (Microsoft), CDF (XML standard), Comma-separated Value (CSV), 

Database File (DBF), Digital Elevation Model (DEM), ESRI (Geo DB), JavaScript Object 

Notation (JSON), and others. Subsequently, the DSOD system transforms the datasets 

to convert the extracted datasets from their original form into the standardised format 

to enable processing. 

 Fifth, the last sub-step of the initialisation process is that the DSOD will show 

the dataset attributes. There are two types of attribute information provided in this 

step, e.g., attribute name and data type. The attribute name indicates the original 
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attribute names of the selected dataset. The data type can be shown in several 

formats, such as variable character (varchar), currency, and an integer.  

 

 
 

Figure 6-3 The main interface of the DSOD prototype  

 

6.4.1.1 User authentication 

 
Authentication is the process of determining whether a user is, who, or what it 

declares itself to be recognised (Aldossary & Allen, 2016). We used user 

authentication based on the DSOD elements and functionalities in Chapter 3. An 

authentication interface provides access control for systems by checking to see if a 

user's credentials match the credentials in a database of authorized users or a data 

authentication server. Once authenticated, a user is usually subjected to an 

authorization process to determine whether the authenticated user entity should be 

permitted access and protected to use the system based on their privileges.  

 In this sub-step, the authentication process is required to indicate the users' 

groups and levels, namely: administrator, data analyst (experts), and decision-makers. 

Figure 6-4 gives an example of the data analyst or expert's privilege level. Data 

analysts can analyse and add the decision alternatives. Experts can add the 

quantitative data needed for analyzing the datasets. 
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Figure 6-4 Sign-in process for the DSOD user 

 

6.4.1.2 Message box 

A message box is a dialogue box used that presents a message to the user. In this 

sub-step, the user can see the received mails from the DSOD’s administrator. This 

message box aims to notify the users of the current status of the previous data 

analysis process. The DSOD will send the new instructions or tasks to the users. For 

example, the regular schedule to analyse the new dataset or reiterate and update the 

previous datasets. Therefore, this feature help users to be aware of the status and 

tasks in the DSOD prototype. 

 

 
Figure 6-5 Message box for the user 
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6.4.1.3 Dataset selection 

In this sub-step, data selection is defined as determining the appropriate data type 

and source, including the suitable preferred types of the file format to collect data. 

Data selection predates the actual practice of data collection. The main objective of 

data selection is to determine the appropriate data type, source, and instrument that 

allow investigators or analysts to analyse the selected dataset adequately.  

 

 
 

Figure 6-6 Dataset selection and extraction interface 

 

Figure 6-6 shows that the tool selects the datasets from the data provider. 

The original dataset structure used in this case study is derived from government 

agencies. The decision-making support prototype will extract the selected dataset 

into a readable and machine structure in this process. The tool can select a data source 

from multiple database platforms like CSV, XML, JSON, etc., and ensure that the 

dataset's metadata is well structured. 

6.4.1.4 Dataset extraction 

In this sub-step, the DSOD provides the extraction process to retrieve and decompose 

the selected datasets. Data extraction is a process that involves the retrieval of data 

to process it further and store the data in a data-specific repository (Gour et al., 2010). 
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Data extraction is a process of retrieving datasets that are frequently unstructured to 

a structured and machine-readable format (Vassiliadis & Simitsis, 2009). Figure 6-7 

presents the metadata of the dataset resulted from the extraction process. The 

extracting system is followed by dataset transformation to generate the datasets' 

metadata structure in this process. The metadata provided in this process consists of 

ten categories (see Table 6-1). 

 

 
Figure 6-7 Dataset extraction and metadata interface 

  

To categorise the metadata in the data extracting process, we used ten 

categories of Duval et al. (Duval, Hodgins, Sutton, & Weibel, 2002; Pomerantz, 2015) 

that helps to understand better the information about the dataset. The metadata 

categories are decomposed into dataset name, dataset source, dataset owner, date 

created, last modified, access level, language, number of rows, number of columns, 

and file size. 
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Table 6-1 Metadata categories and their functionality 

 Metadata 

category 

Description of functionality 

1 Dataset name Dataset name refers to the original name of the dataset 

file. The file includes the format used, such as CSV, JSON, 

XML, or DBF. This category's objective is to inform the 

users in terms of the name of the origin file. The DSOD 

allows the user to see what kinds of file types to analyse.  

2 Dataset source Data source refers to the original location of the dataset. 

The location source can be in the local computer machine 

or available at the distributed server systems. This 

category's objective is to ensure that the DSOD derives 

the file in the proper computer machine.  

3 Dataset owner Data owner refers to the legalization of the dataset. The 

DSOD will help to inform the owner of the dataset. This 

category's objective is to ensure that the dataset is legal 

and avoid property rights violations.  

4 Date created Date created refers to the original date and time of 

generated and elicited the dataset. The objective of this 

category is to inform the time of making the dataset to 

the users. 
5 Last modified Last modified refers to the latest time of modification or 

update of the dataset. This category aims to inform the 

timeline of the changes in the selected dataset.  

6 Access level Access level refers to the level status of the dataset. There 

are two access levels designed in the DSOD. First, the 

public access level means that the users can use and 

analyse the dataset publicly. Second, the private access 

level represents that the dataset only can be used by a 

limited number of users.  

7 Language Language refers to the metadata's language, including the 

attribute name and the dataset records' value. This 

category's objective is to inform the users which language 

setting is used in the selected dataset.  

8 Number of 

rows 

The number of rows refers to how many records 

containing in the dataset.  

9 Number of 

columns 

The number of rows refers to how many attributes or fields 

are containing in the dataset. 

10 File size The file size refers to the capacity of the selected dataset.  
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6.4.1.4 Dataset attributes 

There are two types of attribute information provided in this step. First, attribute name 

indicates the original attribute names and what data is contained in each column of 

the selected dataset. Second, the data type of each attribute. The dataset attribute 

type can be shown in several formats, such as variable character (varchar), currency, 

and an integer (Noble, 2020). Varchar type is a set of character data of indeterminate 

length and refers to a data type that can accept letters and numbers. Currency is a 

monetary value given to data to identify its financial significance to an institution or 

organization. Integer, furthermore, is a data type that represents a specific range of 

mathematical integers and may or not may not be allowed to contain negative values. 

Figure 6-8 shows the dataset attribute information to the users.  

 

 
 

Figure 6-8 Dataset attribute information 

 

6.4.2 Analysing 

The analysis step is a critical process in the DSOD, where the datasets will go through 

the evaluation process. In this step, the DSOD will support moving each data value 

from a selected table to the two broad categories of advantages and disadvantages. 

Thereafter, the dataset is evaluated using three methods (BbN, FMCDM, and DTA). 
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For example, in this step, the BbN method will assess all the selected attribute names 

by considering the probability and dependence of one attribute to another.  

 

  

Figure 6-9 Methods selection interface 

 

 In this step, the DSOD provides three different selection methods (Bbn, 

FMCDM, and DTA). For instance, the prototype users, data analytics, decision-makers, 

researchers, or civil servants can select one of the methods or select the methods 

altogether to process the dataset simultaneously.  

6.4.2.1 The use of Bayesian-belief Networks 

In this method, there are five main steps to analyse the dataset. First, the DSOD will 

determine each attribute's advantages and disadvantages factors. In this step, the 

user can select the possible advantages and disadvantages factors based on their 

knowledge and expertise. Second, the DSOD will develop a causal network structure 

to show each attribute's cause and effect regarding the advantages and 

disadvantages factors. Third, the DSOD will formalize the structure to subjective prior 

beliefs from experts about the potential costs and benefits of opening data. The 

formulation to compute the probabilities of the cost and benefits factors of opening 
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data. Fourth, the DSOD will quantify the prior possibility of defining and estimating 

the probability distributions for each benefit and cost factor. Fifth, the DSOD will 

interrogate the belief network to analyse the sensitivity level of the cost factors and 

present the high, moderate, and low probabilities of the potential investment. Figure 

6-10 shows the analysis steps of BbN.  

 

 
Figure 6-10 Analysis steps of the Bayesian-belief Networks 

 

6.4.2.1.1 Determine the advantages and disadvantages  

 
The main objective of this process is to determine the disadvantages and benefit 

factors. This step is presented in Figure 6-11. The tool asks the data analyst or expert 

to select single or multiple advantages and disadvantages category of the attribute. 

For example, the attribute name of Nama_Satker shown in Figure 6-11 is defined as 

multiple potential disadvantages, such as privacy infringement, data sensitivity, and 

personal identity. In this step, the DSOD prototype asks the data analyst or expert to 

choose a single or numerous disadvantage category of the attribute. This tool has 

several disadvantage categories: privacy infringement, data inaccuracy, data 

misinterpretation, data overlapping, data duplication, data sensitivity, data ownership, 

personal identity, incomplete data, and against the law.  

At the same time, the DSOD prototype supports the expert and data analyst 

to choose a single or multiple benefits categories of the attribute. For example, the 

attribute name of Nama_Pemenang shown in Figure 6-11 has several potential 

advantages, such as increasing transparency, reputation, and accountability. This tool 

has several benefit categories derived from the developed taxonomy: increased 

transparency, citizen engagement, innovation, data reusability, data availability, 
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reputation, better services, improved business processes, better understanding, data 

authenticity, and accountability.  

 

 

 
 

Figure 6-11 Determine the advantage and disadvantage categories 

 

6.4.2.1.2 Develop a causal network structure 

The Bayesian-belief Network structure is developed by identifying the causes and 

relationships between advantages and disadvantages in this step. We have identified 

three main disadvantage and benefit factors for the opening data: sensitivity, 

ownership, and improper data. Based on the cause-and-effect, a Bayesian-belief 

Network structure is created. This step can be processed in several iterations until the 

latest sub-node is identified and correlated. 

 Figure 6-12 illustrates the causalities of the disadvantage factors. There are 

three main disadvantage factors: data sensitivity, improper data, and data ownership 

(see Figure 6-12). Data sensitivity refers to releasing data that can include sensitive 

attributes. The users can analyse personal identity elements, like full name, date of 
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birth, address, and phone number. Improper data refers to the releasing of data by 

the data providers or companies that are likely to drive a misinterpretation of the 

data. The causes factors of this category are: (a) insufficient domain expertise, (b) 

essential variables are omitted, (c) inappropriate data visualisation, and (d) error of 

attribute correlation. The effect of this disadvantage category is influencing the data 

quality and data incompleteness. Data ownership refers to the legal aspect and 

comprehensive control over a single piece of dataset elements. The inaccurate 

information about the data publishers' rightful owner of the datasets might ignore 

the acquisition and distribution policy of the datasets.  

 
 

 
 

Figure 6-12 Construct the causalities of the disadvantage factors 

 

 

Figure 6-13 illustrates the causalities of the advantage factors. There are three 

main advantage categories, namely transparency, reusability, and availability. 

Transparency refers to the sharing of the datasets, increasing the clarity of the 

government and individual performance. Society is being able to access relevant 

information through specific datasets. This situation can improve the decision-making 
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process and save the investment of money both by the government and society. The 

reusability refers to the availability of the data in the government data portal is 

beneficial for the public to expose variability and enable experimentation. The public 

can re-use the data to generate new ideas or knowledge based on the experimental 

data. The availability refers to the process of ensuring that data is available to end-

users without restriction. Providing high data availability can accelerate the opening 

of stored data. 

 

 

 
Figure 6-13 Construct the causalities of the benefit factors 

 

6.4.2.1.3 Formulise the structure 

 
The BbN can capture the uncertainty in the dependencies between the defined 

variables using conditional probabilities (Cárdenas et al., 2012). The probability factors 

in the BbN can compute the effect of the selected variable from the likelihood of a 

given cause element. The expert’s judgment in this formulation refers to the experts' 

subjective prior beliefs about the potential costs and benefits of opening data. The 
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formulation to compute the probabilities of the cost and benefits factors of opening 

data can be defined as follows: 

P[effect]=[P[effect/cause].P[cause]]/P[cause/effect] 

  

Where: 

P[cause] = probability that the cause occurs, 

P[effect] = probability that the effect occurs, 

P[effect/cause] = conditional probability of the effect, given the cause, 

P[cause/effect] = conditional probability of the cause, given the effect. 

  

 
Figure 6-14 Formulise the structure 

6.4.2.1.4 Quantify the prior probability 

The objective of calculating posterior probabilities is defining and estimating the 

probability distributions for each advantage and disadvantage factors. There are two 

main procedures to quantify the posterior probability factors. First, select the experts’ 
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team based on their formal education, functional knowledge, and practical insight. 

Second, quantify the advantages and disadvantages factors by the experts’ judgment. 

a. Experts’ domain and expertise 

The experts' selection is based on their formal education, functional knowledge, 

and practical insight. The experts need to accommodate various specializations 

that partially overlap to confirm the completeness of the data or information 

available (Herland et al., 2016; Teicher, 2015).  

b. Experts’ Judgment Quantification 

Expert judgment quantification required numerical data representing the event 

frequencies, causal relationships, and conditional probabilities for the benefits 

and disadvantages of opening data. Figures 6-15 and 6-16 show the 

quantification process of the advantage and disadvantage factors. In this step, 

the selected experts quantify the posterior probabilities to estimate the 

probability distribution level, namely High, Moderate, and Low of the advantage 

and disadvantage factors.  

 

 
Figure 6-15 Quantify the advantages  
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Figure 6-16 Quantify the disadvantages  

 

6.4.2.1.5 Interrogate the belief-network 

In this step, we interrogated the resulting model by distributing the probabilities for 

each node of the disadvantage factors and their sub-factors. This step interrogates 

the cost factors' sensitivity level and presents the high, moderate, and low potential 

investment probabilities. Figure 6-17 shows the causal relationship between factors 

influencing the disadvantaged category and its sub-node probability. Based on the 

quantification process in Figure 6-16, the highest possible disadvantage is on the data 

sensitivity factor (58%). The data sensitivity is the most influenced factor affected by 

nama_pemenang, NPWP_pemenang, Nama_agency, and Nama_panitia. The status 

degree of the disadvantage, in this case, is moderate (34%) for improper data, which 

means of releasing the selected dataset tends to have a moderate adverse effect on 

the data providers, especially in the issues of data ownership and improper data.  
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Figure 6-17 Interrogate the disadvantages  

 

Figure 6-17 reveals the causal relationship between factors influencing the 

disadvantages of opening data derived from the quantification process in Figure 6-

16. The figure shows that the highest possible benefit is in the transparency factor 

(53%). Further, the citizen engagement factor is influenced by the communication 

exchange and interactive design. The advantage status level is high (41%). This means 

that releasing the selected dataset might have highly relevant advantages.  

 
 

 
 



157 
 

 
Figure 6-18 Interrogate the benefit  

 

6.4.2.2 The use of Fuzzy Multi-Criteria Decision Making 

In this method, there are four main steps to analyse the dataset. First, the DSOD will 

determine the possible criteria and sub-criteria of each attribute's advantages and 

disadvantages factors. In this step, the user can select the possible disadvantages and 

benefits criteria based on their knowledge and expertise. Second, the DSOD will 

construct a relationship diagram to show the relationship between criteria and sub-

criteria of the advantages and disadvantages factors. Third, the DSOD will construct 

the hierarchical diagram to show the criteria, sub-criteria, and decision alternatives. 

Fourth, the DSOD will define decision alternatives for each criterion and sub-criteria. 

Figure 6-19 shows the analysis steps of the FMCDM. 

 
 

Figure 6-19 Analysis steps of the FMCDM 
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6.4.2.2.1 Determine criteria and sub-criteria 

Figure 6-20 represents the hierarchy of the four criteria, eight sub-criteria, and four 

alternatives. There are three main cost criteria, namely data sensitivity, data 

ownership, and data overlapping. Data sensitivity refers to releasing data that can 

include sensitive attributes. Personal identity elements, like full name, date of birth, 

address, and phone number, are possible to be analysed. Data ownership refers to 

the rights and comprehensive control over a single piece of dataset elements. The 

inaccurate information about the data publishers' rightful owner of the datasets is 

needed to know if the data might be opened. Data overlapping refers to the datasets 

that might contain overlapping collections of data. More datasets on various 

government portals might include data on a similar theme or subject.  

 Furthermore, on the benefit side, three main criteria might reap from the 

opening of the dataset. First, data availability refers to the process of ensuring that 

data is available to end-users without restriction. Providing high data availability can 

accelerate stored data to be accessible to anyone and valid in the real-time process. 

Second, data trustworthiness refers to how the public sector can better use open data 

to inform citizens about their actions. By publication of open data, a public-sector 

body can present itself as an open and transparent institution. Third, data reusability 

refers to if the data available in the government data portal is beneficial for the public 

to expose variability and enable experimentation. The public can re-use the data to 

generate new ideas or knowledge based on the experimental data. 
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Figure 6-20 Determine criteria and sub-criteria 

 

6.4.2.2.2 Construct relationship diagram 

The DSOD will construct the relationship diagram to develop a hierarchical 

relationship between the factors in this step. The data sensitivity (C1) is composed of 

two sub-criteria: individual life-threatening (C1.1) and data identifiable (C1.2). 

Individual life-threatening (C1.1) can be defined as a potential disadvantage to an 

individual or personal life because of the possibility of recognising the dataset's 

sensitive value. Data identifiable (C1.2) is specified as the possible leak of the personal, 

organisational, business, or even government data identifiable, e.g., by combining 

some field attributes. 

The second criterion is data ownership (C2), which consists of two sub-

criteria, namely metadata scanning (C2.1) and fake or misleading (C2.2). Metadata 

scanning (C2.1) can be represented to figure out the property and structure of the 

dataset. Fake or misleading (C2.2) is defined by a user to potentially change and 

modify the dataset and affect an unreliable and wrong decision. Data availability (C3) 

is the third criterion, and it has two sub-criteria, namely, data manageability (C3.1) 

and data recoverability (C3.2). Data manageability (C3.1) is specified as the chance to 
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manage the dataset's availability and accessibility. Data recoverability (C3.2) is 

indicated by delivering a dataset, and it can have a highly positive impact on 

recovering the availability of the data. The fourth criterion is data trustworthiness (C4), 

which consists of two sub-criteria, e.g., data traceability (C4.1) and data authenticity 

(C4.2). Data traceability (C4.1) can make the possibility to trace the source of the 

dataset. Data authenticity (C4.2) is defined as potentially affected to recognise the 

authentication of the data.  

 

 
Figure 6-21 Construct relationship diagram 

 

6.4.2.2.3 Construct a hierarchical diagram 

Figure 6-22 represents the hierarchy of the four criteria, eight sub-criteria, and four 

alternatives. The four criteria, C1, C2, C3, and C4, define data sensitivity, ownership, 

data availability, and trustworthiness. The data sensitivity (C1) composes of two sub-

criteria: individual life-threatening (C1.1) and data identifiable (C1.2), as discussed 

earlier. 
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Figure 6-22 Construct a hierarchical diagram 

 

6.4.2.2.4 Define decision alternatives 

The following four alternatives of opening data in this paper are: opening the 

dataset (A1), maintaining a dataset suppression (A2), providing limited access (A3), or 

keeping the dataset closed (A4). First, “open the dataset” refers to the publishing of 

the dataset. In this situation, the opening potentially presents a low disadvantage to 

an individual or organisation, or the potential benefits of the dataset substantially 

outweigh the potential disadvantages. Second, “maintaining suppression” means 

removing a data field and/or an individual record into particular groups or generating 

unique characteristics to avoid personal identity. In this alternative, data might create 

significant disadvantages and should not be opened in the actual form, as the 

potential benefits do not outweigh the disadvantages. Third, the alternative “limited 

access” defines that only a certain group will be given access to the data. The level of 

openness is limited. Often those who will gain access have to sign a document that 

outlines the rules of access. This is because releasing the dataset will create a 

moderate disadvantage, or the potential benefits of the dataset do not outweigh the 

potential privacy disadvantages. Fourth, the alternative “keeping the dataset closed” 
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means publishing the dataset generates a very high disadvantage and significantly 

outweighs the potential advantages. 

 

 
 

Figure 6-23 Define decision alternatives 

 

6.4.2.3 The use of Decision Tree Analysis 

In this method, there are two main steps to analyse the dataset. First, the DSOD will 

determine the advantages and disadvantages categories. In this step, the user can 

select the possible advantages and disadvantages criteria based on their knowledge 

and expertise. Second, the DSOD will construct a decision structure to show the tree 

structure of alternative decisions and their disadvantages and benefits categories. 

Figure 6-24 shows the analysis steps of the DTA. 

 
 

Figure 6-24 Analysis steps of the Decision Tree Analysis 
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6.4.2.3.1 Determine advantages and disadvantages  

The first step in analysing step of the DTA is determining the cost and benefit factors. 

In this step, the DSOD will select all the possible cost and benefits factors by default. 

However, the user or analyst can choose the preferred cost and benefit factors based 

on their knowledge and expertise. In the open decision, categories such as the cost 

for data collection, data visualisation, and treating sensitive data are the three main 

costs for opening datasets. At the same time, opening data can also contribute to the 

benefits, such as increasing community engagement and improving the data 

providers' accountability.  

 In the limited access decision, factors like the cost of suppressing data, 

maintaining data, and protecting personal identity are the main issues in making this 

decision. Meanwhile, a “limited access” decision can give several benefits, such as 

providing the data's confidentiality, ensuring the users' authentication, and delivering 

a new knowledge of a better understanding of the open data users.  

 Finally, the main problems are in the “closed” decision, such as the cost for 

preserving data, providing a storage technology, and updating the incomplete 

dataset. Simultaneously, the closed decision can contribute to the advantages, such 

as protecting the privacy of individuals.  

 

 
Figure 6-25 Determine advantages and disadvantages category  
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6.4.2.3.2 Construct decision structure 

The decision-making process in opening data can be time-consuming and might 

require many resources. The decision-makers need to simplify the complex and 

strategic challenges to better understand each possible outcome's consequences. 

Therefore, the DTA can construct a model and structure the decision alternatives, 

whether the data should be released or closed. Figure 6-26 illustrates the decision 

alternatives and various possible paths in deciding the complex problems of opening 

data. We define three primary decision nodes, namely “open”, “limited access”, and 

“closed”. The first “open” decision refers to the governments releasing their data to 

the public with fewer or no restrictions. Second, “limited access” indicates that the 

level of openness is restricted to a specific group of users. Third, a “closed” decision 

refers to the government should keep the data exclusively.  

 

 
Figure 6-26 Construct decision structure 
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6.4.3 Weighing 

This step's main objective is to define the selected dataset's qualitative and 

quantitative advantages and disadvantages. In this study, we use qualitative and 

quantitative approaches to facilitate and help the experts in case of less knowledge 

to define and categorise the benefits and disadvantages, including the risks and costs 

category. This system's advantage is to provide iterative process conditions to ensure 

that the benefits level is higher than the disadvantage at hand. This step also provides 

a method to define the possibility of occurrence and impact of the predictable 

benefits. There are five categories in the qualitative value to define the benefit and 

cost level, whereas the quantitative value is determined using scale numbers from 0 

to 100.  

Table 6-2 shows the qualitative and quantitative consequences for the 

benefits of the opening dataset. This research uses five qualitative and quantitative 

categories to represent the consequence levels and make it convenient for experts to 

weigh their judgments. These five qualitative value categories could impact the 

benefits of personal, society, governments, academia, community, business enablers, 

and other open data stakeholders. First, a very high benefit category refers to the 

dataset with multiple compelling and essential utilities. At this level, the advantage of 

opening data is almost certain to occur to the open data stakeholders. Second, a high 

benefit refers to the dataset that will likely have a compelling and essential utility. At 

this level, the advantage of opening data is highly likely to occur. Third, a moderate 

benefit refers to the dataset that will likely have a clear utility, which means that the 

advantage of opening data is somewhat likely to occur to the open data stakeholders. 

Fourth, a low benefit refers to the dataset that will likely have a limited utility. At this 

level, the advantage of opening data is unlikely to occur to the open data 

stakeholders. Fifth, a very low benefit represents the dataset will likely have little 

utility. In this category, the advantage of opening data is doubtful to occur to the 

open data stakeholders.  
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Table 6-2 The consequence of advantage levels to open data 

Qualitative 

value (benefit 

consequence) 

Quantitative 

value (benefit 

consequence) 

Potential occur 

of opening 

data 

Description 

Very high 

benefit 

81 – 100 The advantage 

of opening data 

is almost certain 

to occur. 

The dataset will likely have 

multiple compelling and 

essential utilities for open 

government data 

stakeholders.  

High benefit 61 – 80 The advantage 

of opening data 

is very likely to 

occur. 

The dataset will likely have a 

compelling and essential 

utility for open government 

data stakeholders 

Moderate 

benefit 

41 – 60 The advantage 

of opening data 

is somewhat 

likely to occur. 

The dataset will likely have a 

clear utility for open 

government data 

stakeholders.  

Low benefit 21 – 40 The advantage 

of opening data 

is unlikely to 

occur. 

The dataset will likely have a 

limited utility for open 

government data 

stakeholders 

Very low 

benefit 

0 – 20 The advantage 

of opening data 

is very unlikely 

to occur. 

The dataset will likely have 

negligible utility for open 

government data 

stakeholders 

  

Table 6-3 presents the possibility of occurrence and the impact of predictable 

benefits. The use of this table is to compare the likelihood of occurrence and the 

impact of the foreseeable benefits of opening data. For example, if the possible event 

is high and the impact of the predictable benefit is moderate, then the foreseeable 

benefit will be moderate.  
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Table 6-3 Possible occurrences and the impact of predictable benefits 

Possibility of 

occurrence 

Impact of predictable benefits 

Very high 

impact 

High 

impact 

Moderate 

impact 

Low impact Very low 

impact 

Very high 

possibility 

Very high 

benefit 

Very high 

benefit 

High benefit Moderate 

benefit 

Low benefit 

High 

possibility 

Very high 

benefit 

High 

benefit 

Moderate 

benefit 

Moderate 

benefit 

Low benefit 

Moderate 

possibility 

High benefit Moderate 

benefit 

Moderate 

benefit 

Low benefit Low benefit 

Low possibility Moderate 

benefit 

Moderate 

benefit 

Low benefit Low benefit Very Low 

benefit 

Very low 

possibility 

Low benefit Low benefit Low benefit Very Low 

benefit 

Very Low 

benefit 

 

Table 6-4 indicates the qualitative and quantitative values for the 

consequence of the opening dataset disadvantages. Five categories of the qualitative 

value could impact the various potential disadvantages to the personal, society, 

governments, academicians, community, business enablers, and other open data 

stakeholders. First, the very high-risk category refers to the dataset that will likely have 

multiple severe adverse effects. At this level, the disadvantage of opening data is 

almost certain to occur to the open data stakeholders. Second, a high risk refers to 

the dataset will likely have a severe adverse effect. At this level, the disadvantage of 

opening data is highly likely to occur. Third, a moderate disadvantage refers to the 

dataset will likely have a moderate adverse effect, which means that the 

disadvantages of opening data are somewhat likely to occur. Fourth, a low benefit 

refers to the dataset will likely have a limited adverse impact. At this level, the 

disadvantage is that opening data is unlikely to occur to the open data stakeholders. 

Fifth, a very low risk represents the dataset will likely have an insignificant adverse 

impact. In this category, the disadvantages of opening data are improbable to occur 

to the open data stakeholders.  
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Table 6-4 The consequence of disadvantages levels in the opening dataset 

Qualitative 

value 

(disadvantage 

consequence) 

Quantitative 

value (risk 

consequence) 

Potential 

occurs of 

releasing data 

Description 

Very high 

disadvantage 

81 – 100 The 

disadvantage is 

almost certain 

to occur. 

The dataset will likely have 

multiple severe adverse 

effects for open data 

stakeholders. 

High 

disadvantage 

61 – 80 The 

disadvantage is 

very likely to 

occur. 

The dataset will likely have 

a severe adverse effect on 

open data stakeholders. 

Moderate 

disadvantage 

41 – 60 The 

disadvantage is 

somewhat likely 

to occur. 

The dataset will likely have 

a moderate adverse effect 

on open data stakeholders. 

Low 

disadvantage 

21 – 40 The 

disadvantage is 

unlikely to 

occur. 

The dataset will likely have 

a limited adverse impact on 

open data stakeholders.  

Very low 

disadvantage 

0 – 20 The risk is very 

unlikely to 

occur. 

The dataset will likely have 

an insignificant adverse 

impact on open data 

stakeholders. 

 
 Table 6-5 presents the possibility of occurrence and the impact of predictable 

disadvantages. The use of this table is to compare the likelihood of occurrence and 

the impact of the foreseeable disadvantages of opening data. For example, suppose 

the possible occurrence is high, and the predictable benefit's impact is moderate. In 

that case, the foreseeable disadvantages will be moderate according to the standard 

classification we included in the DSOD. Indeed, it is possible to modify the category 

by experts. The opening data's utilities show in Table 6-2 and Table 6-4 can be for 

personal uses, society benefits, government needs, academic purposes, community 

intentions, business projects, and other open data stakeholders.  
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Table 6-5 Possible occurrences and the impact of predictable disadvantages 

Possibility 

of 

occurrence 

Impact of predictable disadvantages 

Very high 

impact 

High impact Moderate 

impact 

Low impact Very low 

impact 

Very high 

possibility 

Very high 

disadvantage 

Very high 

disadvantage 

High 

disadvantage 

Moderate 

disadvantage 

Low 

disadvantage 

High 

possibility 

Very high 

disadvantage 

High 

disadvantage 

Moderate 

disadvantage 

Moderate 

disadvantage 

Low 

disadvantage 

Moderate 

possibility 

High 

disadvantage 

Moderate 

disadvantage 

Moderate 

disadvantage 

Low 

disadvantage 

Low 

disadvantage 

Low 

possibility 

Moderate 

disadvantage 

Moderate 

disadvantage 

Low 

disadvantage 

Low 

disadvantage 

Very Low 

disadvantage 

Very low 

possibility 

Low 

disadvantage 

Low 

disadvantage 

Low 

disadvantage 

Very Low 

disadvantage 

Very Low 

disadvantage 

 

6.4.3.1 The use of BbN in the prototype  

 

 
 

Figure 6-27 Weighing steps of the BbN 

 

6.4.3.1.1 Assessment of advantages and disadvantages 

The estimated disadvantage and benefit will be analysed after quantifying and 

deriving the cost and benefit using the BbN approach. This process's main objective 

is to prepare for the decision to be made. The four steps of weighing the costs-

benefits process are designed for the experts to give a vetting status structure 

(Altman, Wood, O'Brien, Vadhan, & Gasser, 2015).  

To start, DSOD needs to evaluate the information in the dataset by combining 

this with the estimated advantages and disadvantages. Second, DSOD should show 

the potential benefits and users of the dataset against the likelihood of their evidence. 
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Third, experts evaluate the potential costs by analyzing the disadvantages of the 

dataset's adverse effects against the likelihood of their evidence. Last, the DSOD will 

process the weigh mechanism by integrating the overall quantified result from the 

previous step (Step 2).  

 Figure 6-28 presents the assessment result of the advantages and 

disadvantages factors. These values are derived from the analysing steps (step 4 – 

quantify the prior probability).  

 In this step, the expert quantified numerical data representing the event 

frequencies, causal relationship, and conditional probabilities in terms of 

disadvantages and advantages for opening data. For example, in the data sensitivity, 

the attribute of Nama_Pemenang was quantified as 62% to depict possible high 

disadvantage, 22% to potential moderate disadvantage, and 16% to possible low 

disadvantage. Therefore, Nama_Pemenang attribute tends to be a high potential 

disadvantage (62%). At the same time, the attribute of Nama_Pemenang can also reap 

advantages from the transparency side. The attribute of Nama_Pemenang quantified 

as 68% to possible high benefit, 22% to potential moderate advantage, and 10% to 

possible low benefit. Thus, Nama_Pemenang attribute tends to likely high benefit 

equivalent to 68%. From this result, we can see that the Nama_Pemenang attribute 

has a potentially high disadvantage and high benefit at the same time.  

 

 

Figure 6-28 Assessment disadvantage and advantage factors 
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6.4.3.1.2 Construct comparison matrix 

In this step, the DSOD will compare the attributes based on their assessment results. 

For example, based on the analysis result, the attribute of Nama_Pemenang has a 

moderate cost and moderate benefit at the same time. This assessment shows that 

the Nama_Pemenang attribute has a clear utility for individuals, the community, and 

other organisations. However, this attribute has a severe adverse effect on individuals, 

the community, and other organisations.  

 

 

Figure 6-29 Construct matrix comparison 

 

6.4.3.1.3 Construct pairwise comparison matrix 

After the development of the comparison matrix in the previous step, the DSOD will 

construct a pairwise comparison matrix to provide the decision recommendation, as 

presented in Figure 6-30. For example, the attribute Nama_Pemenang has quantified 

as 62% to possible moderate disadvantage, and it has quantified as 68% to potential 

moderate benefit at the same time. Based on the qualitative values pairwise 

comparison matrix shown in Table 6-2, the DSOD recommends setting an additional 

screening to the dataset. The additional screening refers to releasing this dataset 

presents a high privacy disadvantage, and the benefits could outweigh the potential 

privacy disadvantages, or releasing this dataset presents a privacy disadvantage, and 

the potential benefits do not outweigh the potential privacy disadvantages.  
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Figure 6-30 Construct pairwise comparison matrix 

 

6.4.3.2 The use of FMCDM in the prototype  

To describe how the FMCDM approach works, we use a decision-making process 

consisting of three main phases: data source, evaluation, and decision. The entire 

process starts with selecting the dataset from the data source to create the input for 

the evaluation phase. The input data are processed next in the evaluation phase. The 

output of the evaluation, namely the decision stage, is a suggestion to make a 

decision. The latter is done by showing the rank of decision priority.  

1) Data Source: First, we selected the type of dataset to define the criteria and sub-

criteria of the disadvantages and benefits of opening data. This study applied four 

criteria and eight sub-criteria of the disadvantages and benefits as the input data. 

2) Evaluation: In the second stage, we used FMCDM to assess the alternatives based 

on criteria defined in the data source elicitation phase, and the criteria use linguistic 

matrix values reflected by the Fuzzy. FMCDM works on the Fuzzy AHP technique 

has an essential role in measuring the relative importance of defined criteria for 

dealing with decision-making problems. To quantify the relative importance of the 
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disadvantages and advantages, we used expert judgment input. There are two 

main steps to conduct an evaluation process by the experts in AHP 

(Hancerliogullari et al., 2017; Podvezko, 2011): First, experts should rank the criteria 

in a descending or ascending order of their significance. Then, determining the 

most important criteria and compare the criteria and sub-criteria - with each other.  

3) Decision: Finally, the outcome of this flow process is to get the best alternative's 

final weights as the priority of a decision.  

6.4.3.2.1 Define Fuzzy linguistic scale 

Construct a pairwise comparison matrix and evaluate the relative importance of 

criteria. The experts were asked to provide their consideration based on their 

knowledge and expertise. For simplicity, in this illustration, a pairwise comparison 

matrix for expert one is given in Figure 6-31. Before the experts started to quantify 

the criteria, we constructed a Fuzzy evaluation linguistic scale for the weights 

presented in Figure 6-31. 

We created an intensity scale of importance between two elements to help 

the decision-maker or data analyst assess the pair-wise comparisons. The suggested 

numbers express a degree of preference between the two elements, as shown in Table 

6-6. 
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Table 6-6 The fundamental scale for pair-wise comparison (Podvezko, 2011) 

Intensity of 

importance 

Definition Explanation 

1 Equal important (EI) Two activities contribute equally to the 

objective 

3 Weakly important (WI) Experience and judgment slightly 

favour one activity over another 

5 Essentially important 

(EI) 

Experience and judgment strongly 

favour one activity over another 

7 Very strongly 

important (VI) 

An activity is favoured very strongly 

over another; its dominance 

demonstrated in practice 

9 Absolutely important 

(AI) 

The evidence favouring one activity 

over another is of the highest possible 

order of affirmation 

2, 4, 6, 8 For a compromise 

between the above 

values  

Sometimes one needs to interpolate a 

compromise judgment numerically 

because there is no good word to 

describe it  

Reverse of 

above 

If activity i has one of 

the above nonzero 

numbers assigned to it 

when compared with 

activity j, then j has the 

reciprocal value when 

compared with i  

A comparison mandated by choosing 

the smaller element as the unit to 

estimate the larger one as a multiple of 

that unit 

 

 
 

Figure 6-31 Define Fuzzy linguistic scale 

 



175 
 

6.4.3.2.2 Pairwise comparison of the criteria 

After setting the scale for pairwise comparison in the fuzzy linguistic scale step, the 

decision-makers or data analyst then scale the pairwise criteria. In this step, we 

compare one criterion to another. For example, data sensitivity is equally as important 

as data ownership. Based on the expert's opinion, they qualitatively believe that the 

data sensitivity issue is essential than the selected dataset's data ownership. For 

instance, another example shows the experts qualitatively confident that data 

ownership is much more critical or fundamentally important than data sensitivity, as 

can be seen in Figure 6-32.  

 

 
 

Figure 6-32 Pairwise the advantages and disadvantages criteria 

 

6.4.3.2.3 Pairwise comparison of the sub-criteria 

 
Furthermore, the next step is that the users then scale the pairwise sub-criteria. In this 

step, we compare one sub-criterion to another. For example, individual life-

threatening in data sensitivity criteria are less important than data identifiable. It 

means that based on the expert's opinion, they qualitatively believe that an 

identifiable data issue is essential rather than the individual life-threatening from the 

case of the selected dataset. Moreover, the experts are confident that data 

recoverability is much more important than manageability data. These illustrations 

can be seen in Figure 6-33.  
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Figure 6-33 Pairwise advantages and disadvantages sub-criteria 

 

6.4.3.2.4 Calculate Fuzzy weights matrix 

The final weights of the alternatives are calculated using Eq. (3), (4), and (5). The 

linguistic terms provided in Figure 6-33 are utilised for the evaluation, and fuzzy 

operational laws were used for the calculation (Hancerliogullari et al., 2017; Hsieh et 

al., 2004). Illustrative examples for weights of sub-criteria C11 and C12 are given. 

Calculating sub-criteria: Linguistic terms for the pairwise comparison from Figure 6-

34 and the corresponding fuzzy numbers. For example, the pairwise comparison of 

(C1.1 C1.2) is “Equal Important,” and the fuzzy number of this linguistic term is (1,1,3). 

�̃�𝑐11 = (�̃�𝑐11𝑐11 ⊗ �̃�𝑐11𝑐12)
1
2 

�̃�𝑐11 = ((1,1,1) ⊗ (3,5,7))
1
2 

�̃�𝑐11 = (1.73,2.23,2.64) 

�̃�𝑐12 = (�̃�𝑐12𝑐11 ⊗ �̃�𝑐12𝑐12)
1
2 

�̃�𝑐12 = ((1 (3,5,7)⁄ ) ⊗ (1,1,1))
1
2 

�̃�𝑐12 = (0.37,0.44,0.57) 
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Calculating weights: For calculating weights, we use eq. 4. In the previous step, we 

got the value of �̃�𝑐1.1 and �̃�𝑐1.2 and put these values in the following equation. 

�̃�𝑐1.1 =  (0.36,0.5,1.10) 

�̃�𝑐1.2 =  �̃�𝑐1.2 ⊗ (�̃�𝑐1.1 + �̃�𝑐1.2)−1 

�̃�𝑐1.2 =  (0.57,1,1) ⊗ [(1,1,1.73) + (0.57,1,1)]−1 

�̃�𝑐1.2 =  (0.2,0.5,0.63) 

 

 

 
 

Figure 6-34 Calculate Fuzzy weights matrix 
 

6.4.3.3 The use of Decision Tree Analysis 

6.4.3.3.1 Assign payoffs table 

The DTA employs numerical values to the probabilities in this step, including the 

action-taking place and the expected investment value. The assigned payoffs 

represent each combination's outcome in a table. This table uses costs terminology 

that describes the negative impact of a decision, like value for the expense and 

potential lost revenue (Adina Tofan, 2015; Delgado-Gómez et al., 2019).  
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Figure 6-35 Assign payoffs table 

 

6.4.3.3.2 Construct possible consequence 

The process of constructing possible consequences is shown in Figure 6-36, resulting 

in the payoff results derived from the experts (as shown in Figure 6-35). The 

disadvantages and advantages of the three decision nodes (open, limited access, and 

closed) are compared from the constructed data. The numbered of each sub-element 

indicate the prediction of money expenses. The illustration of the construction of 

possible consequences in weighing the cost and benefits of opening data can be seen 

in Figure 6-36. The decision-makers can use this to select a decision. 
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Figure 6-36 Construct a possible consequence 

 

6.4.4 Decision-making 

We already mentioned that there are four possible decisions to release the datasets. 

Table 6-7 shows a possible relationship between the advantages and disadvantages 

is shown, including some suggestions for which decision might be appropriate. 

Indeed, the actual decision is dependent on more factors, and this example should 

be viewed as merely an example. Open decision refers to the publishing of the dataset. 

It is recommended that the opening of the dataset has no or limited disadvantage to 

the individual or organizational identification (or other issues such as sensitivity), or 

the potential benefits of the dataset substantially outweigh the potential 

disadvantages. The Limited access decision refers to when the dataset is only released 

to a selected group of persons who adhere to some agreements to avoid the 

disadvantages. Additional treatment decision refers to reducing the disadvantages 

first before the dataset can be opened. Typically, this is decided when there might be 

significant disadvantages, but the opening of the datasets can bring much value. 

Finally, a closed decision is recommended if releasing the dataset generates a high or 

very high disadvantage to the individual or organization and significantly outweighs 
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the potential benefits. Indeed, users can change how the recommendations are made 

in the DDOS.  

 

 Table 6-7 Example of weighing the advantage against the 

disadvantage  

Potential 

occurs of 

benefits  

Potential occur of disadvantages and their consequences 

Very high 

disadvantage 

High 

disadvantage 

Moderate 

disadvantage 

Low 

disadvantage 

Very low 

disadvantage 

Very high 

advantage 

Additional 

treatment 

Additional 

treatment 

Limited 

access 

Open Open 

High 

advantage 

Additional 

treatment 

Additional 

treatment 

Limited 

access 

Limited 

access 

Open 

Moderate 

advantage 

Closed Additional 

treatment 

Additional 

treatment 

Limited 

access 

Limited 

access 

Low 

advantage 

Closed Closed Additional 

treatment 

Additional 

treatment 

Limited 

access 

Very low 

advantage 

Closed Closed Closed Additional 

treatment 

Additional 

treatment 

 

6.4.4.1 The use of Bayesian-belief Networks 

In this step, the DSOD provides alternative decision possibilities and 

recommendations to the decision-makers (see Figure 6-37). The four possible 

decisions shown in the histogram contain the scores of the decision status. Figure 6-

37 presents the quantification resulting from the decision structure (see Figure 6-26). 

The bar with different colours represents the decision recommendation based on the 

weighing process between the advantages and disadvantages of the dataset 

attribute. For example, the yellow-coloured attribute name of nama_pemenang 

represents the additional screening decision, whereas the nama_kabupaten attribute 

having the blue colour indicates the open decision. The result shows that the DSOD 

generated six attributes with additional screening decisions, e.g., nama_pemenang, 

NPWP_pemenang, nama_agency, nama_satker, and nama_paket. At the same time, 

the DSOD also supports a recommendation for another eight attributes for opening 

decision, e.g., nama_kabupaten, kode_pemenang, kode_LPSE, pagu, nilai_kontrak, 

HPS, skor_pemenang, and skor_total. Based on this result, the decision-makers can 
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select alternative treatment methods as recommendations (see Table 6-8) with the 

privacy and utility impact.  

 

 
Figure 6-37 Decision alternatives in Bayesian-belief Networks 

 
Next, the DOSD provides support for deciding about alternative treatments to reduce 

the disadvantages of the datasets. There are five possible alternative treatments, 

namely suppression, blurring, pseudonymization, aggregation, and visualization of 

the data, as shown in Table 6-8. Each treatment contains a description, the impact on 

privacy and utility. Indeed, new treatment plans can be added.  
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Table 6-8 The treatment plans proposed in using BbN method  

 Treatment  Description Privacy Impact Utility impact 

1 Suppression Remove a data 

field or an 

individual 

record to 

prevent 

individuals' 

identification 

in small 

groups or 

those with 

unique 

characteristics. 

Removing the field 

removes the risk 

created by those 

fields and lowers 

the likelihood of 

linking one dataset 

to another based 

on that 

information. 

Removing 

individual records 

can also effectively 

protect the privacy 

of those 

individuals. 

Suppression 

cannot guarantee 

absolute privacy 

because there is 

always a chance 

that the remaining 

data can be re-

identified using an 

auxiliary dataset. 

This approach 

removes all utility 

added by the 

suppressed field 

or record, skews 

the results, or 

gives false 

impressions about 

the underlying 

data. 

2 Blurring Reduce the 

precision of 

disclosed data 

to minimise 

individual 

identification 

certainties by 

replacing 

precise data 

values with 

ranges or sets. 

The more specific a 

data value is, the 

easier it will 

generally be to 

single out an 

individual. 

However, even 

relatively broad 

categories cannot 

guarantee absolute 

privacy because 

there is always a 

chance that the 

remaining data can 

be re-identified 

using an auxiliary 

dataset. 

Generalising data 

fields can render 

data useless for 

more granular 

analysis, skew 

results slightly, or 

give false 

impressions about 

the underlying 

data. 
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 Treatment  Description Privacy Impact Utility impact 

3 Pseudonymization Replace direct 

identifiers with 

a pseudonym 

(such as a 

randomly 

generated 

value, an 

encrypted 

identifier, or a 

statistical 

linkage key). 

Pseudonymization 

refers to removing 

the association 

between an 

individual and their 

data and substitute 

it with another key, 

lowering but not 

eliminating the risk 

of re-identification. 

Pseudonymization 

can allow for 

information about 

an individual to be 

linked across 

multiple records, 

increasing its 

utility for a wide 

variety of 

purposes. 

4 Aggregation Summarise the 

data across 

the population 

and then 

release a 

report based 

on those data 

(such as 

contingency 

tables or 

summary 

statistics), 

rather than 

releasing 

individual-

level data. 

Aggregating data 

can effectively 

protect privacy as 

there is no raw 

data directly tied to 

an individual. 

However, experts 

recommend 

minimum cell sizes 

of 5-10 records. 

Aggregation is 

more helpful in 

examining the 

performance of a 

group or cohort. 

Because the raw 

data is not 

presented, it 

cannot be relied 

on to generate 

additional 

insights. 

5 Visualisation Data may be 

presented in 

more privacy-

protective 

formats rather 

than providing 

users access to 

raw microdata, 

such as data 

visualisations 

or heat maps. 

When data is 

released in non-

tabular formats, 

individual data 

records are 

typically more 

obscure and harder 

to link to other 

auxiliary datasets, 

protecting 

individual privacy. 

Data released in 

these sorts of 

formats may still 

be highly useful 

for various 

purposes, 

although not all. 

These formats 

may also limit how 

datasets can be 

combined or built 

on to generate 

new insights. 
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6.4.4.2 The use of Fuzzy Multi-criteria Decision Making 

 

Also, with FmcDM, the next step is to make decisions about the opening of datasets. 

In contrast to BbN. A calculation approach is applied for all pairwise comparisons. The 

final weights of the alternatives are provided in Table 6-3. An illustrative example of 

𝑊𝐴1 is given as follows: 

𝑊𝐴1 = 𝐶1 × 𝐶11 × 𝐴1 + 𝐶1 × 𝐶12 × 𝐴1 + ⋯ + 𝐶4 × 𝐶41 × 𝐴1 + 𝐶4 × 𝐶42 × 𝐴1 

𝑊𝐴1 =  0.53 × 0.59 × 0.39 + 0.53 × 0.40 × 0.41 + ⋯ + 0.07 × 0.59 × 0.44

+ 0.07 × 0.40 × 0.35 

𝑊𝐴1 = 0.34 

 

Table 6-9 Final weights of the criteria and alternatives 

 
According to Table 6-9, the highest-ranked of the decision alternative to 

open data is A2 (additional screening) with 0.43 score, followed by A1 (open) with 

0.34 score and A3 (limited access) with 0.08 score. In comparison, the least ranked 

decision recommendation is A4 (closed), with 0.06 score.  

Decision alternative C1 C2 C3 C4  

0.53 0.25 0.13 0.07 

C1.1 C1.2 C2.1 C2.2 C.3.1 C3.2 C4.1 C4.2 

0.59 0.40 0.82 0.17 0.59 0.40 0.59 0.40 Weight  

A1 (Open) 0.39 0.41 0.41 0.41 0.44 0.35 0.44 0.35 0.34 

A2 (Additional Screening) 0.40 0.39 0.82 0.83 0.23 0.44 0.23 0.44 0.43 

A3 (Limited Access) 0.06 0.13 0.26 0.13 0.08 0.15 0.08 0.15 0.08 

A4 (Closed) 0.05 0.05 0.10 0.05 0.22 0.05 0.22 0.05 0.06 
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Figure 6-38 Decision alternatives 

 

After defining the priority of the decision, each decision can be ranked. The 

mechanism of how to rank the decision is based on the expert’s input. For example, 

the attribute of Nama_Satker is ranked in order as (1) limited access, (2) additional 

screening, (3) closed, and (4) open. Based on this rank, the highest-ranked decision 

for the Nama_Satker attribute is giving limited access to this field. 

 

 

 

Figure 6-39 Rank Decision alternatives 
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To present the recommendations based on the analysis process's final results 

using FMCDM, we designed a graphical view to support decision-makers in deciding 

to release their dataset. Figure 6-39 shows how the Fuzzy AHP could help decision-

makers better understand the decision-making's action plans. In a similar vein as with 

BbN, decisions can be made. 

6.4.4.3 The use of Decision Tree Analysis 

The final step in developing DTA is to decide and provide some recommendations 

presented in decision action plans. To provide the most suitable decision between the 

three alternatives (open, limited access, and closed) to the decision-makers, weighing 

the costs and benefits is used. Next, from the Expected Monetary Value (EMV) results, 

the DTA can recommend a decision to the highest priority that might influence 

institutional revenue streams' investment. We classify the findings of the study into 

two parts, namely: 

Possible paths and pay-offs are shown in a DTA, including their chances, as 

can be seen in Figure 6-40. Every decision alternatives provide the estimation of 

payoffs in the Euro currency. For this illustration, the highest investment for the costs 

factor in the open data domain is data maintenance. Data maintenance, in this case, 

is the sub-nodes of the limited access decision. In this example, the highest potential 

benefit requires 52,000 Euros investment and would be a net benefit for the 

government institutions. In this case, the limited access decision can potentially have 

high costs and result in high new revenues.  
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Figure 6-40 Possible paths and total payoffs 

 

The EMV resulted from the DTA shows that the limited access decision gains 

the highest monetary value. The EMV of each decision is derived from the probability-

weighted average of the expected outcome. Figure 6-41 presents the details 

illustrating possible EMV results and ranges of the potential investment. 

 

 

Figure 6-41 Final decision in using DTA 

 
In the next step, there is a process named “Reiterate”. In the case that the 

decision-makers require to re-analyse the dataset, the DSOD can iterate the process 
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from the beginning or re-process the dataset by starting at a certain step. The 

decision-makers can use the DSOD to modify, refine, and evaluate the selected 

dataset before sending it back to the cycle process. The dataset can be modified in 

the iterations, and the number of the selected attributes can be re-analysed. 

6.5 Prototype validation and testing 

Prototype validation aims to show that a developed system both conforms to its 

specification and meets the users’ requirements (Sommerville, 2011). Prototype 

validation includes prototyping testing and reviewing the process from the user 

requirements definition to program development (Carr & Verner, 1998; Sommerville, 

2011). The process was already reviewed in the previous section, where this section 

focused on prototype testing. 

 Prototyping testing is a phase in the testing process in which stakeholders or 

system users provide input and feedback on the system testing (Bernstein, 1996; 

Pliskin & Shoval, 1987; Sommerville, 2011). In this research, we use three different 

types of the user’s prototype testing introduced by (Sommerville, 2011), namely alpha, 

beta and acceptance testing. 

6.5.1 Alpha testing 

In alpha testing, the decision-makers and data analysts work with the researcher to 

test the system at the developer’s site. This testing type aims to identify problems and 

issues that are not readily tangible during the DSOD system development. For our 

research, we thoroughly considered the requirements of the proposed DSOD in 

collaboration with 7 PhD students.  

6.5.2 Beta testing 

In beta testing, a release version of the developed prototype is made available to 

users or stakeholders to experiment and raise problems that they discover with the 

system developers (Sommerville, 2011). Usually, beta testing occurs when an early or 
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unfinished version of the prototype is made available to end-users to give attention 

in an evaluation (Smith, 1991; Sommerville, 2011). The users of the beta tester 

participants were derived from a selected group of potential users who are early 

adopters of the developed prototype. Because we use an evolutionary prototyping 

approach, we organised three different user groups consisted of 49 participants in 

total to test the different releases of the DSOD prototype in this research. The first 

beta tests involved a group from academia consisting of 15 participants, the associate 

professors, PhD candidates, bachelor’s and master’s students, and independent 

researchers from Indonesia. We derived 18 participants from local government 

institutions in the second beta tests, including decision-makers, policy-makers, civil 

servants, politicians, and data analysts. The third beta test involved a group of 16 

participants from the community, including professional open government data 

analysts and other non-governmental organisations.  

6.5.1 Acceptance testing 

Acceptance testing aims to test a system to decide whether the developed prototype 

is ready to be accepted by the users to be deployed in the selected environment 

(Sommerville, 2011). Acceptance testing takes place after releasing alpha and beta 

testing. It involves a user formally testing a system to decide whether it should be 

accepted by the system developer (Smith, 1991; Sommerville, 2011). In this research, 

we used an acceptance testing protocol (see Appendix B, Part III – Acceptance of the 

DSOD).  

6.6 Conclusions 

This chapter addressed the third design science research process, namely design and 

developing the decision-making support to open data. In this research, we presented 

our prototype approach by employing five main steps: define the objective, use the 

evolutionary prototyping, develop the functionalities of the DSOD, construct the 

DSOD prototype, and validate the DSOD prototype. The prototype provides support 

for the three methods. As the methods are different, they needed to be implemented 
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differently, although we tried to have the user experience similarly. The latter should 

enable comparison between the methods without being influenced by differences in 

the user interface.  
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Chapter 7  

Quasi-Experiment using the DSOD 
 

This chapter discusses the fourth phase of this research, namely the evaluation of the 

three decision-making methods. This chapter's main objective is to answer the fourth 

research question (RQ#4): What are the differences between BbN, FMCDM, and DTA 

to support decision-making about opening the dataset? To address the aim of the 

research question, we decomposed this chapter into five sub-sections. Section 7-1 

presents the evaluation methodology used in this research, including the quasi-

experimental approach, quasi-experiment structure, and quasi-experiment 

preparation. Second, we present quasi-experiment 1 (e-procurement), followed by 

quasi-experiment 2 (medical records) in Section 7.3. Next, we provide a comparative 

analysis of two quasi-experiments. Finally, we draw conclusions and answer the fourth 

research question.  

 In this study, we use two quasi-experiments to evaluate the three different 

methods. The first empirical setting is based on the e-procurement case study. This 

case was performed with participants of the Indonesian government. An electronic 

procurement system (e-procurement) is the electronic-based processing of the 

transaction related to the purchase orders (Boer, Harink, & Heijboer, 2002; Klabi et al., 

2018). The use of e-procurement systems can promote the effectiveness and 

efficiency of purchasing procedures, simplify administration, and improve public 

transparency (Boer et al., 2002; Czarnitzkia, Hünermund, & Moshgbar, 2020). The 

government wants to open data about e-procurement projects. However, publishing 

the e-procurement dataset encounters several risks. The potential disadvantages 

encountered from the e-procurement dataset's opening are the possibility of 

personal and company privacy violations, opening inaccurate procurement data, and 

contradicting or against the law.  

 This research's second empirical setting is based on the medical records case 

study, which is part of the Indonesian government. The terms of health records, or 

medical records, are used to describe the systematic documentation of a single 
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patient's medical history and care across time within one specific health care 

provider's authority (Spooner & Pesaturo, 2013). The medical records include various 

archives entered over time by healthcare professionals, recording observations and 

administration of therapies, test results, x-ray photographs, and psychology 

assessment records. On the one hand, the analysis of medical records may create 

societal benefits by monitoring the current situation and identifying trends. However, 

disclosing the medical record datasets can result in several potential disadvantages, 

such as revealing the patients' identity, misusing the patients' medical history, and 

disclosing patient information without proper authorization. 

7.1 Evaluation methodology 

Evaluation is an essential component of the research process to demonstrate the 

design artefact's utility, quality, and efficacy (Hevner et al., 2004; Matthews & 

Wensveen, 2015). In this section, the evaluation method consists of two main parts. 

First, we present the quasi-experimental approach used to conduct the experiments 

in a highly controlled environment and compare the case study’s participants. Second, 

we present the quasi-experiment structure, including pre-test, post-test, and 

performing scenarios. Third, we provide the quasi-experiment preparation, including 

the statistical software and the reliability analysis used in the pre-test and post-test 

quasi-experiment. 

7.1.1 Quasi-experimental approach 

Experimental studies are conducted to determine the cause and effect of a treatment, 

program, or other implementation (Champbell & Stanley, 1963; Thyer, 2012). The 

quasi-experimental approach is often utilised to evaluate various ways to improve the 

present situation at hand (Champbell & Stanley, 1963). Most experiments are 

conducted in a highly controlled environment, such as the laboratory, whereby a 

random sample of test participants has been selected prior. They are usually 

conducted as a comparison test between at least two groups of participants, a 

treatment group and a control group (Champbell & Stanley, 1963). The control group 



193 
 

will receive the standardised condition, while the treatment group is those who will 

receive the treatment.  

In this research, the DSR approach aims to evaluate the three different 

methods, BbN, FMCDM, and DTA. Section 5.4, a comparison of methods, shows that 

each method has different benefits and objectives (Ceballos et al., 2017; Heckerman, 

2008; S. Zhang, 2012). The advantage of using the BbN method is that the result is 

more accurate and can encounter the uncertainties and possible consequences. The 

benefit of using FMCDM is the ability to systematically construct a hierarchy of 

decisions, including its alternative and ranking them into the best options. 

Nevertheless, The FMCDM method is relatively difficult to comprehend, and the 

model interpretation is not easy and, like BbN, it also needs an understanding of 

mathematics. Furthermore, DTA is the least time-consuming to analyse the dataset. 

However, the DTA is challenging, and the re-development of the decision hierarchies 

is time-consuming when decision-makers modify variables during the analysis 

process. 

A quasi-experiment was conducted by applying a two-group random 

assignment pre-test and post-test design. There are four main evaluation factors to 

measure the effects of the developed prototype in this study. The evaluation factors 

are how transparent is the process, how accurate is the expected results, how easy it 

is to understand the steps of the decision-making process, and how efficient the time 

is to process the proposed DSOD. 

 

7.1.2 Structure of the quasi-experiments 

In this research, we designed the quasi-experiments structure using five main steps. 

First, we introduced the motivation and objective of the experimental case study. 

Thereafter, we provided the introduction of the proposed DSOD to the participants. 

Second, we conducted a pre-test by asking the demographics and their experiences 

in using open government data. Third, we performed scenarios in random sequence 

methods. In this step, the three methods, namely BbN, FMCDM, and DTA, were used. 

Fourth, we conducted a post-test by asking the participants to fill the questionnaire 
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to evaluate the methods. In this way, the methods were evaluated based on their 

transparency, accuracy, perceived ease of use, usefulness, and acceptance of the 

DOSD. Figure 7-1 illustrates the structure and timeline to perform the experiment.  

 

 
Figure 7-1 Structure and timeline of the experiment 

 

 

7.1.3 Preparation of the Quasi-experiment  

In this research, we use the IBM SPSS Statistics software version 23 to analyse the 

collected data. Reliability analysis was conducted to measure the constructs’ 

consistency in the pre-test and post-test quasi-experiment instrument as part of the 

data preparation. Reliability refers to the degree to which measures are free from 

error and yield consistent results (Peter, 1979). We use Cronbach’s Alpha to calculate 

and obtain information about the constructs’ reliability to define the reliability 
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coefficient. Murphy and Davidshofer (1988) state that alpha values below 0.6 are 

unacceptable, values of 0.7 are low, values between 0.8 and 0.9 are moderate to high, 

and values around 0.9 are high. Others (e.g., Davis, 1964; Nunnally, 1967) have 

recommended a lower acceptance boundary and believe that Alpha values between 

0.5 and 0.6 can still be acceptable. Based on the statistical reliability test using the 

IBM SPSS 23, the pre-test values in this study are between 0.793 to 0.832, which are 

acceptable values for Cronbach’s alpha (Field, 2009). At the same time, we also analyse 

the post-test reliability, which was between 0.852 and 0.870. Table 7-2 shows 

Cronbach’s alpha values for the five items used in our DSOD prototype.  

 

Table 7-1 Reliability analysis of the construct of the pre-test and post-

test 

Quasi-

experiment 

The functionalities of the 

DSOD prototype 

Number of 

items 

Cronbach's 

Alpha 

Pre-test (1) Initialisation 7 0.793 

 (2) Analysing the dataset 6 0.806 

 (3) Weighing the dataset 5 0.813 

 (4) Decision-making 4 0.832 

 (5) Updating the dataset 4 0.819 

Post-test (1) Initialisation 7 0.852 

 (2) Analysing the dataset 6 0.870 

 (3) Weighing the dataset 5 0.860 

 (4) Decision-making 4 0.865 

 (5) Updating the dataset 4 0.856 

 

7.1.4 MANOVA analysis to evaluate the three methods 

In this study, we used a Two-way Multivariate Analysis of Variance (MANOVA) to 

evaluate three dependent variables (BbN, FMCDM, and DTA) in terms of three 

independent groups of participants (academia, government, and community). We 

used four most relevant from eight variables in total (see Appendix B Part III) to 

measure the effects on the developed prototype, e.g., (1) transparency of the process, 

(2) accuracy of the results, (3) perceived ease of use to understand the decision-

making process's steps and (4) usefulness of the proposed DSOD. The use of three 
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different methods (BbN, FMCDM, and DTA) was evaluated on these variables by 

asking the participants to fill in the survey. 

MANOVA is used as an analytical tool to test whether there is a difference in 

the mean between groups (Nath & Pavur, 1985). MANOVA analysis is often utilised 

in experimental-based research, where there are several treatments. In this case, we 

wanted to test whether there were significant differences between these treatments. 

MANOVA is one of the various types of parametric tests because it requires a normal 

distribution of the dependent variable per treatment or a normal distribution of the 

residuals (Todorov & Filzmoser, 2010). This normality requirement assumes that the 

sample is taken randomly and can represent the entire population so that the research 

results can be used as generalisations (Todorov & Filzmoser, 2010; J. Zhang, 2012). 

The two-way MANOVA aims to understand the interaction and significant 

difference between independent variables on two or more dependent variables 

(Tabachnick & Fidell, 2011). This study used three independent variables from three 

different groups of participants to evaluate the proposed DSOD, namely government, 

academia, and community. Whereas in the dependent variables, we used three 

different methods: BbN, FMCDM, and DTA.  

MANOVA is used to perform multivariable comparative analysis. The 

comparative analysis technique using the "t" test, which is to look for a significant 

difference between the two means, is only effective when the number of variables is 

two (Nath & Pavur, 1985). MANOVA is used to compare population means, not 

population variants. The right type of data for MANOVA is nominal and ordinal in the 

independent variable. If the independent variable's data is in the form of intervals or 

ratios, it must be converted into an ordinal or nominal form. At the same time, the 

dependent variable is interval or ratio data. 

The normality test is a test used to determine whether the data population is 

normally distributed or not and measure the data with ordinal, interval, or ratio scales 

(Kutner & Wasserman, 1996). Thus, for the data normality test analysis, the data must 

come from a normal distribution. If the variable is not normally distributed, the 

method used is non-parametric statistics. In addition, the type of data distribution 

can be determined from the characteristics of the data itself, and it can also be done 



197 
 

by testing whether the data tends to a normal distribution. Normality is a distribution 

that shows a balanced distribution of data; most of the data are in the middle value. 

Normality is a must and the first requirement in parametric analysis and regression 

analysis. The normality test aims to test whether, in the regression model, the 

confounding or residual variables have a normal distribution. If this assumption is 

violated, then the statistical test will be invalid or biased, especially for small samples. 

The normality test can be done through two approaches, namely descriptive and 

inferential. For our situation, we tested if the variables were normally distributed.  

Next, we conducted a descriptive analysis. Descriptive statistical analysis is a 

method for collecting, processing, simplifying, presenting, and analysing quantitative 

data descriptively to provide an orderly picture of an event (Stone, Bleibaum, & 

Thomas, 2020). This enabled us to compare the scores of the three independent 

variables (academia, government, and community) on the three dependent variables 

(BbN, FMCDM, and DTA). 

7.2 Quasi-experiment 1: Deciding on opening e-procurement dataset 

The first empirical setting of this research is based on the electronic procurement case 

study. E-procurement is the electronic-based transaction processing related to 

purchasing orders (Czarnitzkia et al., 2020). The use of e-procurement systems can 

promote the effectiveness and efficiency of purchasing procedures, simplify 

administration, and improve public transparency. Opening an electronic procurement 

dataset to the public can reap several benefits (Czarnitzkia et al., 2020). First, 

competition between private business institutions increases a government's 

opportunities for getting better value and uses public resources more efficiently. 

Second, making the application process to the available services more transparent 

and helps for fighting corrupt practices. Third, opening procurement contracts and 

reports to the public increase’s legal certainty.  

 The opening of a procurement system should make it easier for the public to 

monitor development projects. For example, Indonesia Corruption Watch (ICW) 

organisation, in collaborating with Indonesia National Public Procurement Agency 
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(LKPP), wants to monitor the government’s programs starting from project planning, 

including project value, which and how many participants, institutions, or 

organisations are involved in the bidding process, who is the owner of the project, 

how the bids are evaluated, and how performed the project is realized.  

 Nevertheless, the number of e-procurement datasets is enormous. However, 

the opening of these datasets might result in several disadvantages. The potential 

disadvantages are the possibility of personal privacy violation, the opening of 

companies' sensitive information, the opening of inaccurate procurement data, and 

might contradict or even be against the law. The public and community's capacity to 

monitor the electronic procurement systems is very limited, and its opening can yield 

many benefits. Therefore, we use this e-procurement dataset to help relevant 

stakeholders decide whether a dataset should be opened and pre-process the 

datasets before releasing them to the public.  

 

Table 7-2 Characteristics of the group participants to conduct beta testing 

 Quasi-

experiment 1A 

Quasi-

experiment 1B 

Quasi-

experiment 1C 

Date 29 July 2019 31 July 2019 8 August 2019 

Duration 140 minutes 125 minutes 130 minutes 

Number of participants 18 15 16 

Type of group 

participants 

Local 

government 

institution 

Academia Community 

Location Indonesia Indonesia Indonesia 

Step 1. Introduction    
Step 2. Pre-test    
Step 3. Performing 

scenarios 

   

Step 4. Post-test    
Step 5. Discussion    

 
Table 7-2 shows the characteristics of the group to conduct a quasi-

experiment in the e-procurement case study. The participants were asked to conduct 

the decision-making processes in the electronic procurement (e-procurement) case 

study. We used pre-test and post-test approaches to perform the quasi-experiments. 

The participants from the three different groups were selected non-randomly. The 
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quasi-experiment was conducted in July and August 2019, Indonesia. The quasi-

experiments took between 125 and 140 minutes in total to test the proposed DSOD 

prototype. With three different groups, the quasi-experiments were conducted, e.g., 

with government officials (experiment 1a), academia (experiment 1b) and community 

members (experiment 1b). We involved 18 local government officials from several 

related departments, including the division of public information disclosure. There 

were 15 participants from academia, e.g., associate professor and PhD candidates in 

the open data research area, lecturers, senior researchers, and bachelor and master’s 

students from Telkom University Indonesia. The 16 participants in the community 

group included non-government organisations, such as Indonesia Corruption Watch 

(ICW) and Open Data Labs Jakarta. The participants from the communities included 

data analytics for analysing the potential fraud of the e-procurement system.  

7.2.1 Demographics of the participants 

This section discusses the characteristics and differences between the quasi-

experiment participants. This study used six characteristics to represent the 

participants' demographics, including gender, age, educational level, organisation 

type, and current job function of the participants. In total, there were 49 participants 

actively involved in this quasi-experiment case study. In all three quasi-experiments, 

the male (65%) participants dominated. The percentage of age (see Figure 7-2) 

majority were participants ranging from 25 to 34 years old (35%). In contrast, the 

youngest participants were between 18 to 24 years old (9%), and the oldest 

participants were above 54 years old (5%). This demographic indicates that there were 

no significant differences between the three different groups of participants in age. 
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Figure 7-2 Distribution of the age of the participants 

 
 
 From the education background, the survey shows that most of the 

participants had a master degree level (58%), followed by the bachelor and doctorate 

level (23% and 19%, respectively). This result suggests that the participants have a 

good level of educational background in terms of their knowledge, expertise, and 

human cognition.  

 Figure 7-3 shows the type of organisations of the participants of the quasi-

experiment. From the organisational types, our survey shows that most participants 

were working at local government institutions (31%), followed by the participants 

from university or academia and community-based organisations (23% and 22%, 

respectively). At the same time, other participant's organisations came from non-

profit organisations, business and private organisations, and ministry or 

governmental departments (10%, 8%, and 6%, respectively).  
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Figure 7-3 Type of organisation of the quasi-experiment participants 

 

 
Figure 7-4 shows the job function of the participants. Most participants are 

responsible for analysing and investigating datasets from the OGD portal (28%). The 

participants' second job function was supervising those who provide services to the 

public, followed by coordinating or administering one or more programs (17% and 

13%, respectively). Meanwhile, other job roles can be defined as administrative 

support (9%), technical services (8%), policy-making (7%), technical specialist (4%), 

and researchers (2%). From this result, our study found that the participant's job 

functions were varied. These results suggest that there were no significant differences 

between the three different groups of participants in job functions. 
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Figure 7-4 Current job function of the quasi-experiment participants 

 

7.2.2 Experience in using open government data 

This section elaborates on the participants' experience using open government data 

by looking at their years of experience and the actual use of opening data. This study 

used four characteristics to represent the participants' experience and expertise in 

using OGD datasets. First, the number of years of experience using ODD. Most 

participants' experience ranged between 6 to 10 years (54%), followed by between 1 

to 5 years (30%), and some had between 11 to 15 years of experience (14%).  

Figure 7-6 shows the frequency of the participants in using open government 

datasets. Half of the participants use OGD datasets daily or multiple times per day 

(56%), followed by the monthly use or a few times per month use of OGD datasets 

(21%). About 18% of the participants actively used OGD datasets each week or a few 

times per week, while about 5% of the participant rarely use the OGD dataset yearly 

or a few times per year. Overall this shows that the participants were well-experienced 

with OGD. There were no significant differences between the three different groups 

of participants in frequency in using the OGD dataset. 
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Figure 7-5 Frequency in using OGD dataset of the quasi-experiment  

 

7.2.3 Measurement of the quasi-experiment  

In this research, we used four variables to measure the effects on the developed 

prototype. The variables include (1) transparency of the process, (2) accuracy of the 

results, (3) easiness to understand the decision-making process's steps, and (4) 

efficiency of the use of the proposed DSOD.  

The use of three different methods (BbN, FMCDM, and DTA) was evaluated 

because each method appears to have various advantages, as discussed in Chapter 5, 

Section 5.4.2 (Comparison of the Methods)-. A quasi-experiment setting was 

conducted by applying two non-random groups to perform a pre-test and post-test 

approach. The quasi-experimental design compares the four factors: transparency, 

accuracy, easiness, and efficiency before testing the DSOD prototype.  

This study uses MANOVA to test the different participant groups for the three 

different methods (BbN, FMCDM, and DTA). The variance analysis aims to detect 

significant factors in a multi-factor model (Kutner & Wasserman, 1996). In this study, 

we designed the group of participants as the independent variable, and the methods 

represent the dependent variable.  
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7.2.3.1 Transparency of the DSOD 

Process transparency refers to the transparency of every step involved in the decision-

making process to analyse the advantages and disadvantages of opening a dataset. 

Process transparency represents how information describes a process and its value 

objective is complete and available for the group of participants involved in the quasi-

experiment case study (see Appendix B Part III). 

We first tested if the variable was normally disturbed. Table 7-3 shows the 

normality test result whereby the significant number of the Shapiro-Wilk standard is 

0,988, which means that the data is normally distributed (significant > 0,05).  

 
Table 7-3 Tests of normality for the transparency process 

Tests of Normality 
 

Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

Standardised 

Residual for 

Transparency 

0,045 147 0,200* 0,997 147 0,988 

 
Next, we continue our test to create a descriptive analysis. Table 7-4 presents 

the descriptive statistics using MANOVA analysis in terms of the transparency process 

of the DSOD prototype. The result shows that BbN is most transparent for academia 

(mean = 97,00), followed by the governments and community (mean = 93,72 and 

87,44 respectively). FMCDM contributes most to the academia group (mean = 89,73), 

followed by the government and community (mean = 88,89 and 83,38, respectively). 

In comparison, the DTA method was the most transparent process for the community 

group (mean = 93,25), followed by the government and academia (mean = 90,83 and 

82,40, respectively). In sum, the best method is BbN for transparency.  
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Table 7-4 Descriptive statistic of the transparency process 

Method Mean Std. Deviation N 

Bayesian-belief 

Networks 

Government 93,72 5,603 18 

Academia 97,00 2,236 15 

Community 87,44 2,366 16 

Total 92,67 5,452 49 

Fuzzy Multi-criteria 

Decision-making 

Government 88,89 4,588 18 

Academia 89,73 4,148 15 

Community 83,38 2,986 16 

Total 87,35 4,816 49 

Decision Tree Analysis Government 90,83 2,065 18 

Academia 82,40 2,414 15 

Community 93,25 4,359 16 

Total 89,04 5,481 49 

Total Government 91,15 4,712 54 

Academia 89,71 6,727 45 

Community 88,02 5,241 48 

Total 89,69 5,678 147 

 
Furthermore, Table 7-5 presents the Multivariate Tests (MANOVA) for the 

transparency independent variable. In MANOVA, there are four tests in each row: 

Pillai's Trace, Wilks' Lambda, Hotelling's Trace and Roy's Largest Root (Nath & Pavur, 

1985). These different multivariate statistics test the statistical significance of the 

independent variables (Elliot, 2006; Nath & Pavur, 1985). The difference between the 

four-measure is how they combine the dependent variables (BbN, FMCDM, DTA) to 

examine the amount of variance in the data (Todorov & Filzmoser, 2010).  

For this study, Wilks’ Lambda multivariate measure is important. We looked 

for the independent variables' variance accounted for in the independent variables 

(BbN, FMCDM, and DTA) (transparency, accuracy, etc., perceived ease of use, and 

usefulness). The smaller the Wilks’ Lambda value, the larger the difference between 

the groups being analysed (Elliot, 2006).  

The Wilks’ Lambda scale ranges from 0 to 1, where 0 means total 

discrimination (a significant difference), and 1 means no discrimination (no significant 
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difference) between the dependent variables (Todorov & Filzmoser, 2010). Our 

statistical analysis using SPSS presented in Table 7-5 shows that a significant score (α 

= 0.108 > 0.05). The F-test score is 1.310 is greater than the critical value (0.670), which 

is not significantly different from the means score of the dependent variables. This 

result interprets that there is no significant difference between the methods used 

(BbN, FMCDM, and DTA) in terms of the transparency process of the DSOD. In Table 

7-5, the intercept part shows the constant mean value of every column (Y) in the 

variable tests through the all raw (X) equal to 0. In this case, we only focused on the 

Transparency effect.  

 

Table 7-5 Multivariate Tests Result for the Transparency Variable 

Multivariate Testsa 

Effect Value F Hypot

hesis 

df 

Error 

df 

Sig. 

Intercept Pillai's Trace .905 590.263b 2.000 124.00

0 

.000 

Wilks' Lambda .095 590.263b 2.000 124.00

0 

.000 

Hotelling's 

Trace 

9.520 590.263b 2.000 124.00

0 

.000 

Roy's Largest 

Root 

9.520 590.263b 2.000 124.00

0 

.000 

Transparency Pillai's Trace .361 1.311 42.000 250.00

0 

.108 

Wilks' Lambda .670 1.310b 42.000 248.00

0 

.108 

Hotelling's 

Trace 

.447 1.309 42.000 246.00

0 

.109 

Roy's Largest 

Root 

.287 1.707c 21.000 125.00

0 

.038 

a. Design: Intercept + Transparency 

b. Exact statistic 

c. The statistic is an upper bound on F that yields a lower bound on the significance level. 
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7.2.3.2 Accuracy of the DSOD 

 
A fundamental requirement of a good decision-making support system is that they 

result in accurate outcomes (Peignot, Peneranda, Amabile, & Marcel, 2013). Accuracy 

refers to the degree of compliance with the standard measurement, which reaches 

the actual measurement and is right on target. Accuracy measures the accuracy and 

similarity of results at the same time by comparing them to absolute values. In our 

case, the accuracy is based on subjective measures, as the participants estimated the 

accuracy of each method.  

Table 7-6 shows the normality test result whereby the Significant number of 

the Shapiro-Wilk standard is 0,399, which means that the data is normally distributed 

(significant > 0,05).   

 
Table 7-6 Tests of normality for the accuracy process 

Tests of Normality 
 

Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

Standardised 

Residual for 

Transparency 

0,044 147 0,200* 0,990 147 0,399 

 
Subsequently, we conducted a descriptive analysis. Table 7-7 presents the 

descriptive statistics. The result indicates that BbN is the most accurate rated by 

academia (mean = 98,80), followed by the governments and community (mean = 

93,72 and 87,44 respectively). FMCDM is the most accurate to the academia group 

(mean = 93,20), followed by the community and government (mean = 91,38 and 

88,89, respectively). In the comparison table, the DTA method was the most accurate 

for the government group (mean = 95,67), followed by the community and academia 

(mean = 93,25 and 82,40, respectively). In total, BbN method was rated as being the 

most accurate method.  
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Table 7-7 Descriptive statistic of the accuracy process 

Method Mean Std. 

Deviation 

N 

Bayesian-belief 

Networks 

Government 93,72 5,603 18 

Academia 98,80 1,424 15 

Community 87,44 2,366 16 

Total 93,22 5,868 49 

Fuzzy Multi-criteria 

Decision-making 

Government 88,89 4,588 18 

Academia 93,20 5,634 15 

Community 91,38 8,016 16 

Total 91,02 6,326 49 

Decision Tree 

Analysis 

Government 95,67 4,459 18 

Academia 82,40 2,414 15 

Community 93,25 4,359 16 

Total 90,82 6,900 49 

Total Government 92,76 5,610 54 

Academia 91,47 7,745 45 

Community 90,69 5,861 48 

Total 91,69 6,429 147 

 
Table 7-8 shows the Multivariate Tests (MANOVA) for the accuracy of the 

result in using the DSOD. Based on our statistical analysis presented in Table 7-8 

shows that the F-test score is 1.310, which is greater than the critical value (0.810) 

with a score α = 0.791 > 0.05. This result indicates that there is no significant 

difference between the methods used (BbN, FMCDM, and DTA) in terms of the 

accuracy result of the DSOD.  
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Table 7-8 Multivariate Tests Result for the Accuracy Variable 

Multivariate Testsa 

Effect Value F Hypoth

esis df 

Error df Sig. 

Intercept Pillai's Trace .863 390.436b 2.000 124.000 .000 

Wilks' Lambda .137 390.436b 2.000 124.000 .000 

Hotelling's 

Trace 

6.297 390.436b 2.000 124.000 .000 

Roy's Largest 

Root 

6.297 390.436b 2.000 124.000 .000 

Accuracy Pillai's Trace .239 .810 42.000 250.000 .792 

Wilks' Lambda .773 .810b 42.000 248.000 .791 

Hotelling's 

Trace 

.277 .811 42.000 246.000 .790 

Roy's Largest 

Root 

.191 1.139c 21.000 125.000 .318 

a. Design: Intercept + Accuracy 

b. Exact statistic 

c. The statistic is an upper bound on F that yields a lower bound on the significance level. 

 
 

7.2.3.3 Perceived Ease of Use the DSOD 

In this study, we defined the perceived ease of use as the degree to which a person 

believes that the DSOD prototype is easy to understand. The perception of the ease 

of use of technology refers to a measure by which a person believes and knowledge 

that the technology can be easily understood and used (Hoffmann, 2016). The 

perceived ease of use can reduce a person's effort both time and effort to study a 

system or technology because individuals believe that the system or technology is 

easy to understand. The intensity of use and interaction between the user (user) and 

the system can also indicate the ease of use. The more frequently used systems 

indicate that they are more familiar, easier to operate, and easier to use by users. 

 Table 7-9 shows the normality test result whereby the Significant number of 

the Shapiro-Wilk standard is 0,894, which means that the data is normally distributed 

(significant > 0,05).  
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Table 7-9 Tests of normality for the ease of use 

Tests of Normality 
 

Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

Standardised 

Residual for 

Transparency 

0,057 147 0,200* 0,995 147 0,894 

 

Table 7-10 presents the descriptive statistics using multivariate ANOVA 

analysis. The result indicates that BbN is the easiest of use for the community group 

(mean = 97,63), followed by the governments and academia (mean = 93,72 and 87,44 

respectively). FMCDM is the easiest to use for the group from academia (mean = 

90,47), followed by the government and community (mean = 88,56 and 84,06, 

respectively). The DTA method was the easiest to use in the comparison table for the 

community group (mean = 95,56), followed by the government and academia (mean 

= 93,94 and 83,40, respectively).  

 
Table 7-10 Descriptive statistic ease of use 

Method Mean Std. 

Deviation 

N 

Bayesian-belief 

Networks 

Government 94,00 5,821 18 

Academia 88,40 2,063 15 

Community 97,63 2,446 16 

Total 93,47 5,386 49 

Fuzzy Multi-criteria 

Decision-making 

Government 88,56 4,853 18 

Academia 90,47 3,833 15 

Community 84,06 3,130 16 

Total 87,67 4,771 49 

Decision Tree 

Analysis 

Government 93,94 4,137 18 

Academia 83,40 2,746 15 

Community 95,56 3,425 16 

Total 91,24 6,333 49 

Total Government 92,17 5,528 54 

Academia 87,42 4,175 45 
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Method Mean Std. 

Deviation 

N 

Community 92,42 6,719 48 

Total 90,80 5,995 147 

 

Table 7-11 shows the Multivariate Tests (MANOVA) for the perceived ease of 

use of the DSOD. The MANOVA statistical analysis shows that the F-test score is 1.143, 

which is higher than the critical value (0.702) with a score of α = 0.265, which is also 

higher than 0.05. This result shows that there is no significant difference between the 

methods used (BbN, FMCDM, and DTA) in terms of the perceived ease of use of the 

DSOD prototype.  

 

Table 7-11 Multivariate Tests Result for the perceived ease of use Variable 

Multivariate Testsa 

Effect Value F Hypot

hesis 

df 

Error df Sig. 

Intercept Pillai's Trace .894 524.473b 2.000 124.000 .000 

Wilks' Lambda .106 524.473b 2.000 124.000 .000 

Hotelling's Trace 8.459 524.473b 2.000 124.000 .000 

Roy's Largest Root 8.459 524.473b 2.000 124.000 .000 

Percieved 

ease of 

use 

Pillai's Trace .324 1.151 42.000 250.000 .255 

Wilks' Lambda .702 1.143b 42.000 248.000 .265 

Hotelling's Trace .387 1.134 42.000 246.000 .276 

Roy's Largest Root .213 1.268c 21.000 125.000 .210 

a. Design: Intercept + Easiness 

b. Exact statistic 

c. The statistic is an upper bound on F that yields a lower bound on the significance level. 

 

7.2.3.4 Usefulness of the DSOD 

Perceived usefulness is the extent to which an individual believes that using a certain 

system will improve his performance (Meijer & Thaens, 2009). The definition of 

perceived usefulness is that users' subjective probability of using the application 

system can increase their expectations (Bonczek et al., 1980; Meijer & Thaens, 2009). 

Furthermore, perceived usefulness reflects the subjective probability that users will 

use the new decision-making support, whether it will benefit themselves or their 
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organisation. Cognitive factors also play an important role. The factors include the 

relevance of DSDO to the user and the individual's perception. 

 Table 7-12 shows the normality test result whereby the significant number of 

the Shapiro-Wilk standard is 0,088, which means that the data is normally distributed 

(significant > 0,05).  

 

Table 7-12 Tests of normality of usefulness 

Tests of Normality 
 

Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

Standardised 

Residual for 

Transparency 

0,082 147 0,016 0,984 147 0,088 

 

Table 7-13 presents the descriptive statistics using multivariate ANOVA 

analysis for perceived usefulness. The result suggests that BbN is the most useful for 

academia (mean = 95,73), followed by the governments and academia (mean = 85,94 

and 85,50 respectively). FMCDM is the most useful for the community group (mean 

= 84,94), followed by the academia and government (mean = 82,53 and 78,33, 

respectively). The DTA method was the easiest to use in the comparison table for the 

government group (mean = 95,89), followed by the academia and community (mean 

= 86,40 and 81,19, respectively). In total, DTA is perceived as the most useful method. 

 
Table 7-13 Descriptive statistic usefulness 

Method Mean Std. 

Deviation 

N 

Bayesian-belief 

Networks 

Government 85,94 6,725 18 

Academia 95,73 3,173 15 

Community 85,50 6,398 16 

Total 88,80 7,311 49 

Fuzzy Multi-criteria 

Decision-making 

Government 78,33 5,466 18 

Academia 82,53 3,701 15 

Community 84,94 9,169 16 

Total 81,78 6,986 49 
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Method Mean Std. 

Deviation 

N 

Decision Tree 

Analysis 

Government 95,89 5,989 18 

Academia 86,40 4,085 15 

Community 81,19 7,609 16 

Total 88,18 8,674 49 

Total Government 86,72 9,394 54 

Academia 88,22 6,653 45 

Community 83,88 7,881 48 

Total 86,25 8,277 147 

 
 Table 7-14 shows the Multivariate Tests (MANOVA) for the usefulness of the 

DSOD. Based on the Wilks’ Lambda, the F score is 0.878 with a score α = 0.717 > 0.05, 

which means that there is no significant difference between the methods used in 

terms of the usefulness of the DSOD.  

 

Table 7-14 Multivariate Tests Result for the usefulness Variable 

Multivariate Testsa 

Effect Value F Hypoth

esis df 

Error df Sig. 

Intercept Pillai's Trace .905 552.921b 2.000 116.000 .000 

Wilks' Lambda .095 552.921b 2.000 116.000 .000 

Hotelling's 

Trace 

9.533 552.921b 2.000 116.000 .000 

Roy's Largest 

Root 

9.533 552.921b 2.000 116.000 .000 

Usefulness Pillai's Trace .358 .881 58.000 234.000 .713 

Wilks' Lambda .672 .878b 58.000 232.000 .717 

Hotelling's 

Trace 

.442 .876 58.000 230.000 .721 

Roy's Largest 

Root 

.277 1.119c 29.000 117.000 .328 

a. Design: Intercept + Usefulness 

b. Exact statistic 

c. The statistic is an upper bound on F that yields a lower bound on the significance level. 
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In the e-procurement case study, our quasi-experiment resulted in several 

important findings. BbN appears to be the best method associated with the 

transparency and accuracy of the DSOD process. In terms of ease of use of the DSOD 

prototype, BbN, and DTA are the two most feasible methods to help stakeholders 

analyse the advantages and disadvantages of the opening datasets. For the 

stakeholders who consider the time efficiency in the decision-making process, the 

DTA is the best method to be employed. 

7.3 Quasi-experiment 2: Deciding on opening medical records dataset 

The second empirical setting of this research is in the medical records case study. The 

medical records dataset contains information about the history of patients and 

assessment or evaluation records of medical treatment. These medical records are an 

essential and crucial part of patient care planning and coordination for further 

medical treatment and ensuring the continuity of the clinic or hospital services.  

 In a situation like Indonesia's government, the opening of medical records 

makes it easier for the department of health and related stakeholders to monitor the 

current issues of the disease pandemic. Nevertheless, the number of medical records 

datasets published to the public may contain several disadvantages. The potential 

penalties encounter from the medical records dataset's opening are the possibility of 

personal privacy violation, the opening of inaccurate patient information, and 

contradicting or against the law.  
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Table 7-15 characteristics of the group participants to conduct the experiment 

 Quasi-

experiment 2A 

Quasi-

experiment 2B 

Quasi-

experiment 2C 

Date 30 July 2019 1 August 2019 9 August 2019 

Duration 145 minutes 115 minutes 125 minutes 

Number of 

participants 

15 12 10 

Type of group 

participants 

Government 

institution 

Academia Community 

Location Indonesia Indonesia Indonesia 

Step 1. Introduction    
Step 2. Pre-test    
Step 3. Performing 

scenarios 

   

Step 4. Post-test    
Step 5. Discussion    

 
Table 7-15 shows the group's characteristics in the medical records case 

study. We used pre-test and post-test approaches to perform the quasi-experiments. 

The participants from the three different groups were selected non-randomly. These 

beta testings were carried out from 30 July to 9 August 2020 in Indonesia. The quasi-

experiments took 145 minutes in total for participants from the local government 

institution. Government participants are working for the public information 

disclosure, department of public health, and social services department. The quasi-

experiment at the academia group took 115 minutes and involved 15 participants 

from academia, e.g., associate professor and PhD candidates in the open data 

research area, lecturers, senior researchers, and master’s students from Telkom 

University and Bina Darma University, Indonesia. Furthermore, 16 participants in the 

community group included non-government organisations, such as Indonesia 

Corruption Watch (ICW) and Open Data Labs Jakarta. The participants from the 

communities included data analytics for analysing the potential misuse of the e-

health patient dataset. 
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7.3.1 Demographics of the participants 

This section discusses the characteristics and differences between the quasi-

experiment participants. This study used several sub-questions to characterise the 

participants' demographics, including gender, age, educational level, organisation 

type, and current job function of the participants. In total, there were 37 participants 

involved in this quasi-experiment case study. In all three quasi-experiments, the 

majority of the participants were male (54%). The age distributions reveal that most 

of the participants fall from 35 to 44 years old (32%), as shown in Figures 7-6. 

  

 

Figure 7-6 Distribution of the age of the participants 

 
 From the education background, the survey shows that most of the 

participants had a master graduate level (62%), followed by the bachelor and 

doctorate level (22% and 16%, respectively). This result indicates that the participants 

are highly educated.  

 Figure 7-97 shows the type of organisations of the participants. From the 

organisational types, our survey indicates that most of the contributors were from a 

local government institution (35%), followed by the participants from university or 
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academia and community-based organisation (33% and 16%, correspondingly). 

Simultaneously, other participants came from business or private sectors (11%) and 

governments or ministries (5%). From this figure, we found that the participants' 

characteristic based on their home organisations is significantly different distributed. 

Figure 7-8 shows the job function of the participants. Regarding the job 

description of the participants, there are nine job positions in their organisations. 

Most participants are responsible for analysing and investigating datasets from the 

OGD portal (33%). The participants' second job function is referred to as being 

responsible for deciding the public policies, followed by providing services directly to 

the public (16% and 11%, separately). Other job roles can be classified as 

administrative support (8%), technical services (8%), coordinate one or more 

programs (8%), and technical specialist (8%).  

 

 

Figure 7-7 Type of organisation of the quasi-experiment participants 
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Figure 7-8 Current job function of the quasi-experiment participants 

 

7.3.2 Experience in using open government data 

This section elaborates on the characteristics and the differences between the quasi-

experiment participants from the perspective of experience using open government 

data. This study used four characteristics to represent the participants' experience and 

expertise in using OGD datasets. First, from the year of experience in using the OGD 

dataset, most participants used the open datasets were between 6 to 10 years (51%), 

followed by the between 1 to 5 years (30%), and some even used open datasets 

already between 11 to 15 years (16%).  

 Figure 7-9 shows the frequency of the participants in using open government 

datasets. Our study found that most of the participants used the OGD datasets daily 

or multiple times per day is more than half participants (62%), followed by the 

monthly or a few times per month to use OGD datasets (16%). Furthermore, 16% of 

the participants used the OGD dataset for their weekly job activities. About 6% of the 

participants were rarely using the OGD dataset.  
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Figure 7-9 Frequency in using OGD of the quasi-experiment 

participants 

 

7.3.3 Measurement of the quasi-experiment  

In this research, we used four main variables to measure the effects of the developed 

prototype. The use of three different methods (BbN, FMCDM, and DTA) was evaluated 

because each method performs to have different benefits and objectives. A quasi-

experiment setting was evaluated and analysed using multivariate ANOVA analysis to 

test the different participant groups using three methods (BbN, FMCDM, and DTA).  

7.3.3.1 Transparency of the DSOD 

Table 7-16 shows the normality test result whereby the Significant number of the 

Shapiro-Wilk standard is 0.482, which means that the data is normally distributed 

(significant > 0,05). 
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Table 7-16 Tests of normality for the transparency process 

Tests of Normality 
 

Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

Standardised 

Residual for 

Transparency 

0,058 111 0,200* 0,989 111 0,482 

 
After that, we continue our test to create a descriptive analysis. Table 7-17 

presents the descriptive statistics using multivariate MANOVA analysis in terms of the 

transparency process of the DSOD prototype. The result indicates that BbN is the 

most transparent for the government (mean = 93,60), followed by the academia and 

community (mean = 80,50 and 77,20 respectively). FMCDM is the most transparent 

to the academia group (mean = 95,83), followed by the government and community 

(mean = 72,47 and 55,80, respectively). In comparison, the DTA method was the most 

transparent process for the government group (mean = 99,27), followed by the 

community and academia (mean = 84,10 and 80,92, respectively). In total, the best 

method for the transparency process of the DSOD prototype is DTA.  

 

Table 7-17 Descriptive statistic of the transparency  

Method Mean Std. 

Deviation 

N 

Bayesian-belief Networks Government 93,60 5,396 15 

Academia 80,50 3,873 12 

Community 77,20 8,217 10 

Total 84,92 9,340 37 

Fuzzy Multi-criteria 

Decision-making 

Government 72,47 8,202 15 

Academia 95,83 6,699 12 

Community 55,80 5,391 10 

Total 75,54 17,222 37 

Decision Tree Analysis Government 99,27 1,163 15 

Academia 80,92 2,575 12 

Community 84,10 6,806 10 

Total 89,22 9,298 37 
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Total Government 88,44 12,927 45 

Academia 85,75 8,557 36 

Community 72,37 13,947 30 

Total 83,23 13,668 111 

 
 

Table 7-18 shows the Multivariate Tests (MANOVA) for the transparency of 

the DSOD in the case study of the e-Health patient dataset. Similar to the first quasi-

experiment, we also use Wilks’ Lambda score to find the amount of variance 

accounted for in the dependent variables (BbN, FMCDM, and DTA) by the 

independent variables (transparency, accuracy, perceived ease of use, and usefulness). 

Based on the Wilks’ Lambda, the F score is 1.401 with a value α = 0.059 > 0.05), 

indicating there is no significant difference between the methods used in terms of the 

transparency process of the DSOD.  

 

Table 7-18 Multivariate Tests Result for the transparency Variable 

Multivariate Testsa 

Effect Value F Hypot

hesis 

df 

Error 

df 

Sig. 

Intercept Pillai's Trace .866 270.720b 2.000 84.000 .000 

Wilks' Lambda .134 270.720b 2.000 84.000 .000 

Hotelling's 

Trace 

6.446 270.720b 2.000 84.000 .000 

Roy's Largest 

Root 

6.446 270.720b 2.000 84.000 .000 

Transparency Pillai's Trace .549 1.288 50.000 170.00

0 

.120 

Wilks' Lambda .498 1.401b 50.000 168.00

0 

.059 

Hotelling's 

Trace 

.912 1.514 50.000 166.00

0 

.028 

Roy's Largest 

Root 

.792 2.691c 25.000 85.000 .000 

a. Design: Intercept + Transparency 

b. Exact statistic 

c. The statistic is an upper bound on F that yields a lower bound on the significance level. 
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7.3.3.2 Accuracy of the DSOD 

 
Table 7-19 shows the normality test result whereby the Significant number of the 

Shapiro-Wilk standard is 0,512, which means that the data is normally distributed 

(significant > 0,05).  

 
Table 7-19 Tests of normality for the accuracy process of the DSOD prototype 

Tests of Normality 
 

Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

Standardised 

Residual for 

Transparency 

0,067 111 0,200* 0,989 111 0,512 

 
Table 7-20 presents the descriptive statistics using multivariate ANOVA 

analysis in terms of the accurate process of the DSOD prototype. The result indicates 

that BbN is the most accurate for academia (mean = 98,42), followed by the 

community and government (mean = 80,50 and 76,13, respectively). FMCDM is the 

most to the academia group (mean = 96,92), followed by the community and 

government (mean = 89,40 and 82,47, respectively). In the comparison table, the DTA 

method was the most transparent process for the community group (mean = 92,20), 

followed by the community and academia (mean = 78,80 and 70,75, respectively). In 

total, the most accurate process of the DSOD prototype is BbN.  

 
Table 7-20 Descriptive statistic of the accuracy  

Method Mean Std. 

Deviation 

N 

Bayesian-belief Networks Government 76,13 4,998 15 

Academia 98,42 2,466 12 

Community 80,50 4,601 10 

Total 84,54 10,725 37 

Fuzzy Multi-criteria Decision-

making 

Government 82,47 7,367 15 

Academia 96,92 6,762 12 

Community 89,40 7,691 10 
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Total 89,03 9,412 37 

Decision Tree Analysis Government 78,80 10,758 15 

Academia 70,75 8,884 12 

Community 92,20 6,730 10 

Total 79,81 12,283 37 

Total Government 79,13 8,303 45 

Academia 88,69 14,390 36 

Community 87,37 8,045 30 

Total 84,46 11,415 111 

 
 

Table 7-21 indicates the Multivariate Tests (MANOVA) for the accuracy of the 

DSOD. Based on the Wilks’ Lambda, the F score is 1.525 with an α = 0.019 < 0.05, 

which means that there is a significant difference between the methods used in terms 

of the accuracy result of the DSOD.  

 

Table 7-21 Multivariate Tests Result for the accuracy variable 

Multivariate Testsa 

Effect Value F Hypoth

esis df 

Error 

df 

Sig. 

Intercept Pillai's Trace .908 381.726b 2.000 77.000 .000 

Wilks' Lambda .092 381.726b 2.000 77.000 .000 

Hotelling's 

Trace 

9.915 381.726b 2.000 77.000 .000 

Roy's Largest 

Root 

9.915 381.726b 2.000 77.000 .000 

Accuracy Pillai's Trace .775 1.541 64.000 156.00

0 

.016 

Wilks' Lambda .375 1.525b 64.000 154.00

0 

.019 

Hotelling's 

Trace 

1.272 1.510 64.000 152.00

0 

.021 

Roy's Largest 

Root 

.712 1.737c 32.000 78.000 .025 

a. Design: Intercept + Accuracy 

b. Exact statistic 

c. The statistic is an upper bound on F that yields a lower bound on the significance level. 
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7.3.3.3 Perceived Ease of use  

Table 7-22 shows the normality test result whereby the Significant number of the 

Shapiro-Wilk standard is 0,437, which means that the data is normally distributed 

(significant > 0,05).  

 

Table 7-22 Tests of normality for the ease of use 

Tests of Normality 
 

Kolmogorov-Smirnova Shapiro-Wilk 

Statistic Df Sig. Statistic df Sig. 

Standardised 

Residual for 

Transparency 

0,063 111 0,200* 0,988 111 0,437 

 

Table 7-23 presents the descriptive statistics using multivariate ANOVA 

analysis in terms of the transparency process of the DSOD prototype. The results show 

that BbN is the easiest for the academia group (mean = 94,75), followed by the 

community and academia (mean = 79,30 and 63,73 respectively). FMCDM is the 

easiest of use to the academia group (mean = 92,17), followed by the community and 

government (mean = 85,10 and 77,33, separately). In the comparison table, the DTA 

method was easiest for the government group (mean = 95,47), followed by the 

community and academia (mean = 88,00 and 70,75, respectively). The easiest of use 

process of the DSOD prototype is DTA.  

 

Table 7-23 Descriptive statistic ease of use 

Method Mean Std. 

Deviation 

N 

Bayesian-belief Networks Government 63,73 2,576 15 

Academia 94,75 5,101 12 

Community 79,30 3,592 10 

Total 78,00 13,876 37 

Fuzzy Multi-criteria 

Decision-making 

Government 77,33 5,150 15 

Academia 92,17 6,308 12 

Community 85,10 10,027 10 

Total 84,24 9,415 37 
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Decision Tree Analysis Government 95,47 2,850 15 

Academia 70,75 8,884 12 

Community 88,00 5,121 10 

Total 85,43 12,226 37 

Total Government 78,84 13,636 45 

Academia 85,89 12,826 36 

Community 84,13 7,542 30 

Total 82,56 12,315 111 

 
 

Table 7-24 indicates the Multivariate Tests (MANOVA) for the perceived ease 

of use of the DSOD. Based on the Wilks’ Lambda, the F score is 0.286 with a significant 

score α = 0.004 < 0.05. This suggests a significant difference between the methods 

used in terms of the perceived ease of use of the DSOD.  

 

Table 7-24 Multivariate Tests Result for the perceived ease of use variable 

Multivariate Testsa 

Effect Value F Hypoth

esis df 

Error 

df 

Sig. 

Intercept Pillai's Trace .938 544.543b 2.000 72.000 .000 

Wilks' Lambda .062 544.543b 2.000 72.000 .000 

Hotelling's 

Trace 

15.126 544.543b 2.000 72.000 .000 

Roy's Largest 

Root 

15.126 544.543b 2.000 72.000 .000 

Easiness Pillai's Trace .920 1.681 74.000 146.00

0 

.004 

Wilks' Lambda .286 1.696b 74.000 144.00

0 

.004 

Hotelling's 

Trace 

1.782 1.710 74.000 142.00

0 

.003 

Roy's Largest 

Root 

1.163 2.294c 37.000 73.000 .001 

a. Design: Intercept + Easiness 

b. Exact statistic 

c. The statistic is an upper bound on F that yields a lower bound on the significance level. 
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7.3.3.4 Usefulness of the DSOD 

Table 7-25 shows the normality test result whereby the Significant number of the 

Shapiro-Wilk standard is 0,176, which means that the data is normally distributed 

(significant > 0,05).  

 
Table 7-25 Tests of normality of usefulness 

Tests of Normality 
 

Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

Standardised 

Residual for 

Transparency 

0,098 111 0,010 0,983 111 0,176 

 
Next, we continue our test to create a descriptive analysis. Table 7-26 

presents the descriptive statistics using multivariate ANOVA analysis in terms of the 

DSOD prototype's usefulness. The result indicates that BbN is the most useful for the 

government group (mean = 99,47), followed by the community and academia (mean 

= 85,94 and 85,50 respectively). FMCDM is the most useful for the government group 

(mean = 93,60), followed by the academia and community (mean = 80,50 and 77,20, 

respectively). The DTA method was the easiest to use in the comparison table for the 

government group (mean = 95,53), followed by the academia and community (mean 

= 85,92 and 80,20, respectively). In total, the best transparent process of the DSOD 

prototype is BbN. 

 

Table 7-26 Descriptive statistic usefulness 

Method Mean Std. 

Deviation 

N 

Bayesian-belief Networks Government 99,47 0,990 15 

Academia 81,17 2,368 12 

Community 81,30 2,627 10 

Total 88,62 9,287 37 

Fuzzy Multi-criteria 

Decision-making 

Government 93,60 5,396 15 

Academia 80,50 3,873 12 
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Community 77,20 8,217 10 

Total 84,92 9,340 37 

Decision Tree Analysis Government 95,53 5,383 15 

Academia 85,92 7,585 12 

Community 80,20 8,337 10 

Total 88,27 9,389 37 

Total Government 96,20 4,989 45 

Academia 82,53 5,526 36 

Community 79,57 6,912 30 

Total 87,27 9,404 111 

 
Table 7-27 indicates the Multivariate Tests (MANOVA) for the usefulness of 

the DSOD. Based on the Wilks’ Lambda, the F score is 0.248 with a value α = 0.000 < 

0.05. This suggests that there is a significant difference between the methods used 

regarding the usefulness of the DSOD.  

 

Table 7-27 Multivariate Tests Result for the usefulness variable 

Multivariate Testsa 

Effect Value F Hypoth

esis df 

Error 

df 

Sig. 

Intercept Pillai's Trace .932 581.712b 2.000 85.000 .000 

Wilks' Lambda .068 581.712b 2.000 85.000 .000 

Hotelling's 

Trace 

13.687 581.712b 2.000 85.000 .000 

Roy's Largest 

Root 

13.687 581.712b 2.000 85.000 .000 

Usefulness Pillai's Trace .946 3.213 48.000 172.00

0 

.000 

Wilks' Lambda .248 3.564b 48.000 170.00

0 

.000 

Hotelling's 

Trace 

2.244 3.927 48.000 168.00

0 

.000 

Roy's Largest 

Root 

1.813 6.497c 24.000 86.000 .000 

a. Design: Intercept + Usefulness 

b. Exact statistic 

c. The statistic is an upper bound on F that yields a lower bound on the significance level. 
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In summary, in the second quasi-experiment, DTA is the best method 

associated with the transparency, ease of use, and usefulness of the DSOD. In terms 

of ease of use of the DSOD prototype, DTA is the most feasible method to help 

stakeholders analyse the advantages and disadvantages of the opening datasets. For 

the stakeholders who consider the accuracy in the decision-making process, the 

Bayesian-belief Network is the best method to be employed. 

 

7.4 Comparative analysis of two quasi-experiments 

Using various criteria for evaluating the DSOD, it was found that each method had its 

unique pros and cons. Table 7-28 compares the methods for their level of 

transparency, accuracy, ease of use, and usefulness for the two case studies. The mean 

score in Table 7-28 indicates the average performance of the dependent variables 

(BbN, FMCDM, and DTA) dividing by the average score of the independent variables 

(transparency, accuracy, easiness, and usefulness).  

 
 

Table 7-28 Overview of the comparison result between variable analysis 

Case study Variable The best 

method 

Mean score 

e-procurement Transparency BbN 97,00 

Accuracy BbN 98,80 

Easiness BbN 97,63 

Usefulness DTA 95,89 

Medical records Transparency DTA 99,27 

Accuracy BbN 98,42 

Easiness DTA 95,47 

Usefulness BbN 99,47 

 

In the e-procurement case study, our quasi-experiment identified several 

important findings. First, in terms of the transparency process of the DSOD, BbN 

appears to be the best method to be employed in the decision-making process to 

analyse the datasets (mean score 97,00) compare to two other methods. In this case, 
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the academic group believed that BbN could help them make the decision-making 

process more transparent. Second, related to the analysis's accuracy, BbN presented 

the best performance to guarantee the process's results are more precise (mean score 

98,80). Our experiment shows that researchers, lecturers, and students believe that 

BbN can cover the accuracy of the decision-making process to analyse the datasets. 

Third, regarding the perceived ease of use of the DSOD, the BbN seems the best 

method in the e-Procurement case study. The community believes that the BbN 

presented the systematic steps and visual causal relationship diagram to understand 

better the decision-making process. Fourth, however, the differences in the tendency 

to use the usefulness methods, DTA appeared to be the best systematic method to 

analyse the e-procurement dataset (95,89). Based on our experiment, government 

institutions prefer to use the DTA to analyse the potential costs and benefits of 

disclosing data. 

 

 
 

Figure 7-10 Comparison of the most feasibility of the methods 

 

Furthermore, Figure 7-10 shows the comparison between the methods 

regarding the level of transparency, accuracy, perceived ease of use, and usefulness 

for the medical records case study. In terms of the transparency process of the DSOD, 

DTA appears to be the best method to be employed in the decision-making process 
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to analyse the datasets (Score = 99,27). In this case, three different groups of 

participants, such as government organisations, were convinced that DTA would help 

decision-makers and other government employees and make the decision-making 

process more transparent. Second, related to the analysis's accuracy, BbN scored 

highest on accuracy (Score = 98,42). Third, regarding the ease of use of the DSOD, 

the DTA was successfully performed in the medical records case study (Score = 95,47). 

From the government institutions' perspective, the DTA showed the well-structured 

steps and its causal relationship diagram that better understand the decision-making 

process. Regarding the usefulness of the DSOD, BbN was selected systematically to 

analyse the potential advantages and disadvantages of opening medical record 

datasets (Score = 99,47). Our experiment shows that the government side participants 

were confident to employ BbN because of their relevance and benefits to their current 

works. 

 
Table 7-29 Overview of the comparison result between the group of 

participants 

Case study Group The best method Mean 

score 

e-Procurement Government DTA 95,89 

Academia BbN 97,00 

Community BbN 97,63 

Medical records Government BbN 99,47 

Academia BbN 98,42 

Community DTA 92,20 

 

Table 7-29 presents a comparison between the most feasible methods used 

in terms of the three different groups of participants in the two case studies. In the e-

procurement case study, our experiment shows several essential findings. DTA is the 

most preferred method by government institutions (mean score = 95,89). The 

government actors like decision-makers, policy-makers, and administrative officers 

prefer to use the DTA since it could be useful for their current jobs. Second, BbN is 

viewed as the best alternative method for academia to analyse the potential 

advantages and disadvantages of opening datasets (mean score = 97,00). The 
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participants from academia believed to use BbN as the best method because of its 

ability to show the transparency process in decision-making to analyse the e-

procurement dataset. BbN is also the community participants’ preferred method to 

assess the potential advantages and disadvantages of disclosing data mean score = 

97,63). Community stakeholders, like professional data analytics, non-government 

organisations, and general users prefer BbN. 

 

 

 
Figure 7-11 Comparison of the methods by groups of participants 

 

Figure 7-11 compares the methods used in the medical records case study. 

First, our experimental case study shows that BbN is the most viable and preferred 

method for government institutions. Decision-makers and policy-makers are 

convinced that using this method could help them to analyse the advantages and 

disadvantages of disclosing data. Second, BbN is also preferred by higher educational 

institution participants, e.g., researchers, lecturers, and students, to assess the 

potential advantages and disadvantages of disclosing data. The participants from 

academia believe that BbN can perform systematic steps to provide more accurate 

results. Third, DTA is the community’s preferred method to assess the potential 
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advantages and disadvantages of releasing data. Community actors, such as 

professional data analytics and non-government organisations, preferred DTA since 

it provides more accuracy in the decision-making process to analyse the medical 

records dataset. 

 

7.5 Conclusions 

Based on our experiments, we conclude that the participants find that there is no 

single best method to help governments, academia, and communities analyse the 

potential advantages and disadvantages of opening the dataset. The selection of the 

methods depends on several factors. The factors might include the diversity of the 

organisational policy and their objectives, lack of human-skilled resources, different 

levels of formal education, and lack of experience in analysing the datasets. In the 

BbN method, the experts and decision-makers spent more time processing the 

evaluation compared to the other two methods. One reason is that in the BbN 

method, the time allocation to evaluate the selected dataset depended on the 

expert's input, which is subjective as their knowledge and experience are limited. 

Therefore, we suggest developing a repository when using historical data or expert’s 

knowledge in further research. In addition, we found that the advantage of using BbN 

method is the result more accurate in constructing the uncertainty relationships. DTA 

is the most viable method to be employed in terms of the usefulness in the case study 

of e-procurement and medical records at the same time. Our experiment study 

indicated that FMCDM had fewer contributions to stakeholders' expectations to 

support the decision-making process to open data. However, based on our 

experimental case study, FMCDM could help academics analyse the advantages and 

disadvantages of the opening data regarding transparency and accuracy of the results 

in the decision-making process. Academia finds that FMCDM is a transparent method 

with detailed steps to weigh and use the Fuzzy linguistic matrix.  

 Our Multivariate Test (MANOVA) analysis indicates that in the case study of 

e-Procurement, all the independent variables (transparency, accuracy, perceived ease 

of use, and usefulness) have no significant difference in the three methods used. The 

MANOVA suggests that there were no significant differences among the methods for 
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the DSOD. In contrast, in the second case study (eHealth dataset), we found that three 

independent variables, e.g. accuracy, perceived ease of use, and usefulness, have 

significant differences with regards to the methods used (BbN, FMCDM, and DTA). 

The methods perform differently on the level of accuracy, perceived ease of use and 

usefulness. Based on these results, we conclude that the different types of datasets 

with different levels of advantages and disadvantages, e.g., potential privacy violation, 

misinterpretation of the dataset, and other risk-averse categories, can influence the 

methods' significance.
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Chapter 8  

Conclusions and further research 
 
This dissertation has developed a systematic approach to decision-making support 

to analyse the advantages and disadvantages of opening data. This chapter presents 

the overall conclusions of this research in Section 8.1 and reflects this with the existing 

literature. Next, the research questions are revisited in Section 8.2. We discuss why 

decision-making processes to open data are not trivial in Section 8.3. Thereafter 

research limitations are presented in Section 8.4, and further research 

recommendations in Section 8.5.  

 

8.1 Overall conclusions 

This research started with surveying the literature's pros and cons to disclose the 

public domain datasets. Politicians all too often focus only on the advantages of 

opening data like improving transparency and enhancing citizen engagement, 

whereas potential disadvantages are given less attention (Kassen, 2013; Josefin  

Lassinantti, Bergvall-Kåreborn, & Ståhlbröst, 2013). At the same time, public servants 

are reluctant to publish the datasets due to a focus on the potential disadvantages 

(Kucera & Chlapek, 2014; Zuiderwijk & Janssen, 2015) and the complexities with 

regards to the decision-making process (Martin et al., 2013; Veenstra & Broek, 2013). 

Furthermore, decision-makers seemed to keep and not to open the datasets because 

they face challenges related to privacy issues, legislation, and data protection 

(Czarnitzkia et al., 2020; Kulk & van Loenen, 2012; Scasa, 2014). The decision-makers 

might not know or are unaware of which dataset can be opened and alternatives 

beyond the binary decision to "open" or "close" a complete dataset. In addition, the 

involvement of diverse stakeholders looking at different aspects and interests 

complicates decision-making about the opening data. Some stakeholders prefer low-

cost decision-making, while others prefer risk-averse decisions.  

Although the literature provides several overviews of evaluating the potential 

disadvantages and other adverse effects in the open data domain, there is still no 
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systematic approach to weigh these advantages and disadvantages. Previous research 

only emphasised a simple process for limited stakeholders rather than providing a 

more concrete decision-making process. There are only a few studies introduce 

method on how to deal with the possible disadvantages of opening data. (Brickell & 

Shmatikov, 2008) introduced a trade-off method to analyse sensitive attributes and 

benefits of a given dataset using an anonymisation algorithm. (Taneja, Kapil, & Singh, 

2015) used a similar method using an anonymisation tool to re-identify the sensitive 

personal attributes in a selected dataset. These two example approaches focus on re-

identifying the disadvantages of having personal data without considering potential 

benefits, the costs of opening or viewing other types of disadvantages like the 

opening of sensitive data and the opening of inappropriate data.  

Our study developed a decision-making support model by weighing the 

advantages and disadvantages to open data. There was no systematic literature study 

to categorise the advantages and disadvantages of opening data. Therefore, a 

taxonomy of the possible benefits and drawbacks of disclosing data was developed 

in this research. The taxonomy enables us to evaluate the disadvantages and 

advantages of datasets structurally. 

Furthermore, our literature study found that several methods could be used 

to analyse and weigh the open government data domain's advantages and 

disadvantages. However, it has not been clear what methods are most appropriate 

for use by the open government data decision-makers to analyse the potential 

advantages and disadvantages of disclosing data. Since there is no single best 

method found in the previous study, we decided to select three different methods 

(BbN, FMCDM, and DTA). By choosing different methods, we would able to compare 

the appropriateness of these methods.  

BbN was selected to deal with the probability of an event occurring and its 

ability to take uncertainty into account. The BbN allows a combination of data with 

domain knowledge and facilitates learning about causal relationships between factors 

influencing the advantages and disadvantages of opening data. The BbN provides a 

principal approach of probability distribution rather than a point estimate. We 

postulate that the BbN method might be useful to organisations that have a limited 
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number of experts to quantify the potential advantages and disadvantages of 

opening data.  

FMCDM was selected to express different criteria to take into account various 

stakeholder interests and objectives. The FMCDM aims to manage problems in 

making decision alternatives to express these concerns with the computational 

approach. We postulate that the FMCDM might help academia and the community 

stakeholders with sufficient knowledge and experiences to analyse the advantages 

and disadvantages of opening data variables.  

DTA was selected for its capability to consider all possible outcomes and a 

decision taken by the decision-makers and traces each path to a conclusion. The DTA 

method is relatively easy to apply both at the decision-makers and operational 

officer’s level. The DTA can manage several factors of the likely costs and benefits of 

opening datasets. We presume that DTA might help data publishers of government 

organisations to estimate the possible consequence of the opening data.  

Many decision-support works of literature focus on providing support for a 

single decision-maker. However, in this research, multiple stakeholders involved in 

decision-making and operating in several societal environments in the public domain 

were taken into account. DSOD supported different weights and criteria and was also 

selected. This study used a set of DSOD criteria, including transparency for public 

value, ease of use, expected results accuracy, and open data stakeholders' usefulness. 

This is likely the first study to compare different decision-making methods with each 

other. The analysis results show that a public value like the transparency of the 

outcomes comes at a price, as more efforts are needed, as shown by our case studies.  

Our quasi-experiment shows that the participants prefer the BbN because it 

generates causal relationships between factors influencing the advantages and 

disadvantages of opening data. The BbN would help to calculate the probability and 

manipulate the degree of human belief. The FMCDM method was preferable by 

particular researchers since this method strongly depends on human knowledge and 

expertise. Our analyses also found important results, whereby the DTA is the most 

helpful and relevant to the current work for the decision-makers, policy-makers, civil 

servants, and administrative officers. The DTA provides simple steps to construct 
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decision alternatives and can provide sufficient insight into open data decisions. The 

DTA creates a comprehensive analysis of the consequences of the possible costs and 

benefits of opening data along each decision branch and identifies decision nodes 

required in further analysis.  

Based on our experimental case studies, we conclude that there is no single 

best method to support governments, academia, and communities in identifying the 

potential advantages and disadvantages of opening data. The selection of the 

methods depends on several factors. The factors might include the divers of the 

organisational policy and their objectives, lack of human-skilled resources, different 

levels of formal education, and lack of experience in analysing the datasets.  

 

8.2 Revisiting the research questions 

Our study performed a comprehensive systematic literature review approach to 

answer the first research question (RQ#1. The first research question was defined as 

what are the advantages and disadvantages of opening data? Although there are 

overviews of advantages and disadvantages in the literature review, there was no 

structure in taxonomy for supporting decision-making. Therefore, to answer RQ#1, 

we conducted two main steps of a systematic literature review. First, we explored the 

definitions and key concepts of open government data. Our study contributes to 

classifying Open Government Data initiatives into seven perspectives: general 

overview, political and policy-making, institutional, social and cultures, economics, 

technical and human's cognitive, and legislation. These classifications aim to become 

easier to study, understand, compare, and contrast the related properties among the 

characteristics of open government data domain and their compounds from different 

groups. Second, we investigated the advantages and disadvantages of opening data 

by conducting a systematic literature review. Our study found four primary categories 

to represent the advantages and disadvantages of opening data. The categories 

include political and legislation, technology, social, and economy. Finally, a taxonomy 

was developed to help decision-makers define the advantages and disadvantages of 

opening data.  
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After we explored the OGD key concepts' definition, we then searched for 

elements of the decision-making support for opening data to answer the second 

research question (RQ#2). The second research question was defined as what are the 

elements of decision-making support for opening data? To answer RQ#2, we 

conducted a comprehensive systematic literature review and a preliminary case study 

in Indonesia's government institutions. Our comprehensive literature study found that 

there are eight essential elements to develop our DSOD prototype. The elements 

include Database Management System (DBMS), Model Base Management system 

(MBMS), Dialogue Generation and Management System (DGMS), User interface, User 

authentication, Decision context, Knowledge-based, and The model and analytical 

tool. Also, from the preliminary case study, the best practice on how decision-makers 

in Indonesia decide to open data at the time was a valuable input to define the 

decision-support elements. Our case study showed that three main aspects 

influenced the decision-making process to open data, namely institutional, 

technology, and process. By combining the eight elements and the three main 

influencing aspects in the decision-making process to open data, the answer of RW#2 

contributes to the literature regarding the decision-making support requirements and 

detailed steps that need to be taken in the decision-making process open data.  

Our novelty functionalities of the decision-making support to open data were 

defined to answer the third research question (RQ#3). The third research question 

was defined as what are the functionalities of a prototype? Our study combined the 

decision-making support elements in the previous part (Chapter 3) and the 

preliminary case study in Indonesia to define and describe the decision-making 

support's functionalities to open data. The functionalities of the decision-making 

support contributed to the development of the DSOD prototype by designing the five 

main functionalities, namely (1) retrieve and decompose datasets, (2) evaluation the 

datasets, (3) assessment the datasets, (4) decision-making, and (5) iteration and 

update the datasets. The functionalities of the DSOD contribute to the literature and 

practical overview by employing three selected methods (BbN, FMCDM, and DTA).  

Furthermore, this study was focused on finding the differences between the 

three methods used (BbN, FMCDM, and DTA) in the decision-making process for the 
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OGD stakeholders. It aimed to answer the fifth research question (RQ#4). The fourth 

research question was defined as what are the differences between BbN, FMCDM, and 

DTA to support decision-making about the opening of the dataset? We performed a 

quasi-experiment case study using three different participants: government, 

academia, and community, to answer this research question. The preferences for a 

method might be dependent on the type of dataset. First, the DTA is the most feasible 

and preferable method for government institutions in the e-procurement case study. 

The government actors such as decision-makers, policy-makers, and administrative 

officers put confidence in employing the DTA since it could be served usefulness for 

analysing the potential costs and benefits of opening data. Second, the BbN is the 

best alternative method for government and academia to analyse the causal 

relationships between factors influencing the advantages and disadvantages of 

opening datasets both in the e-procurement and medical records case study. 

Academia gave credence to use BbN as the most feasible method for them because 

of its ability to show the transparency process in the decision-making process to open 

data. Third, BbN is also the community's preferred method to analyse the causal 

relationships between factors influencing the advantages and disadvantages of 

disclosing data. Community actors such as professional data analytics, non-

government organisations, and general users agree to accept the BbN since it 

provides ease of steps and a better understanding of the decision-making process. 

The BbN can weigh utilities the disadvantages and advantages integrally against each 

other and consider uncertainties in cause-effect relationships in the opening e-

procurement dataset.  

 

8.3 Why decision-making processes to open data are not trivial? 

This dissertation finds many stakeholder tensions in the decision-making process to 

open data. Our study defines several essential factors of government institutions' 

challenges as data publishers to decide to open data. First, stakeholders might be 

different. Some of the stakeholders, such as civil servants, are risk-averse and want to 

avoid making mistakes, whereas politicians promote transparency and accountability 
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of the government organisations. Different stakeholders can have various concerns, 

and each stakeholder has their own goals to use and re-analyse datasets. For example, 

there is a tension between the value of open data at the internal government 

organisation level and avoiding risks. In contrast, other stakeholders consistently 

provide new knowledge to the public, while others tend to be risk-averse. 

Second, politicians may play a substantial role in determining which objectives 

dominate and how many resources are allocated for opening datasets. However, 

there are no clear priorities and goals to guide decision-making. The high political 

ambitions are in sharp contrast to the limited resources, a lack of adequate 

infrastructure, a limited number of trained staff, and supporting methods for making 

decisions.  

Third, stakeholders such as decision-makers and data analysts are already 

overloaded and have limited time resulting in the quick release of the datasets, which 

often have limited value. The focus is on reaching the target of opening several 

datasets instead of looking at the societal benefits. For some data, there is a clear 'yes' 

or 'no' for opening data, but for other datasets, this is less clear and straightforward. 

The decision-makers and civil servants lack cognitive and limited time to an in-depth 

analysis of the datasets. It requires training and skills in mathematics and computing, 

whereas the educational background is often low. Our decision-making support 

might only be viewed as consuming time and not adopted for this reason.  

Fourth, there is a potential of conflicting interests between the data publishers 

about the extent to which data should be opened and affect decision-making delays. 

The challenges result in tensions in the level of ambitions, resource allocation, 

acquiring technical infrastructure, and training. As a consequence, data is all too often 

not disclosed. 

Finally, our study also found several stakeholder tensions in the decision-

making process to open datasets. There might be no single answer possible for some 

datasets as a trade-off between creating societal benefits and risk appetite might be 

needed. The different roles of stakeholders represent different objectives and 
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concerns. Each stakeholder has its own goals and objectives to use and re-analyse 

datasets. This situation results in tensions between ambitions and the actual opening 

of data. In the internal government organisation, there is a tension between the value 

of opening data and the avoidance of risks. Some stakeholders are consistent with 

providing new knowledge to the public, while others tend to be risk-averse. There are 

no clear priorities and objectives to guide decision-making. Stakeholders are 

overloaded and have limited time, resulting in the quick release of datasets, often 

having limited value.  

 

8.4 Research limitations 

The results of this research have several limitations. First, this study has been carried 

out from the interpretivist paradigm, which supports multiple insights and realities 

derived from human beings (Goldkuhl, 2012; Walsham, 1993). The interpretivism 

approach in this research is essential to understand the decision-making process's 

circumstances to open data. The cases include the motivation behind the decision-

making process to open or close the data. Interpretivism is used to understand the 

relationships between the advantages and disadvantages of opening data and other 

subjective experiences that can emerge during the observations and experimental 

case study. However, interpretative research has been criticized for not thoroughly 

evaluating objective evaluation criteria and mechanisms (Goldkuhl, 2012; Klein & 

Myers, 1999). The possible subjectivity from the different stakeholders in determining 

the advantage and disadvantage factors is a limitation. Also, the subjective 

assessment by the participants in evaluating the three methods in the quasi-

experiment is a limitation. 

Second, we focussed on decision-making support, but we did not analyse the 

political processes resulting in open data policies in the decision-making process. 

Power, sense of urgency, and dominance (Josefin  Lassinantti et al., 2013) can play a 

role in decision-making. 
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Third, we focussed on public servants in Indonesia. In other countries, the 

decision-making process might be different, and persons' attitudes might be 

different. Therefore the results can be different in other countries.  

Finally, the prototype was developed, and the quasi-experiment was 

conducted with a limited number of participants. More or other participants might 

yield different outcomes.  

 

8.5 Further research recommendations 

In the previous sections of this chapter, we highlighted what has been undertaken in 

this dissertation, including the study's limitations. This final section provides several 

research directions for further research agenda in the decision-making support for 

opening data domain. 

 Our first recommendation is to investigate other decision-making support 

methods. There are many methods for deciding to open data, and these methods can 

yield different objectives and advantages, as our case study experiment showed in 

Chapter 7. As more and more decisions are made, data providers can collect data 

about the decision-making process's inputs and outputs. Machine Learning (ML) 

algorithms and Artificial Intelligence (AI) are the example methods that could be used 

to process further the opening dataset (Houston, Edge, & Bernier, 2019). In this case, 

ML and AI can provide an intelligent system to learn from the historical data and its 

decision experiences automatically. Therefore, in future research, the ideal method 

needs to be developed with all the best aspects.  

The second recommendation is to collect and store information needed to 

make decisions about the opening datasets already when collecting open datasets. 

The decision to open datasets depends on the required information details in the 

context. Such information is required to access the possibility of misuse of the 

information if privacy is violated. However, we found that these circumstances were 

not available and that it is time-intensive to collect such datasets. The decision-

making process can be efficient and effective if the datasets would preferably be 

collected already untimely by default and automatically.  
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  Our third recommendation for the research direction is to employ more 

technical controls to help data publishers make decisions. There might be no single 

answer possible for some datasets as a trade-off between creating societal benefits 

and risk appetite that might be required. Simultaneously, several alternative 

suppression mechanisms like pseudonymization, generalising data fields, and data 

aggregation could help train the selected datasets.  

The prior research studies that are relevant to decision-making support to 

open data is limited. As a result, our fourth recommendation is to develop a research 

typology of participant groups and identify gaps in the prior literature. The use of 

research typology makes the different types of participant groups and their 

requirements more specific. Regarding the focused methods used in this research, 

other methods might be relevant or combined to arrive at even better decision 

support. Hence, we recommend further research in this area. 

Finally, our case studies represent the context of the government 

organisations of Indonesia. We recommend analysing the decision-making process 

better to understand politics, decision-makers roles, and public servants' interests. 

The evaluation results of the methods were different in the two quasi-experiments. 

Therefore, our last recommendation for the research direction is to conduct more 

experiments in different contexts and settings.  
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Appendices 

Appendix A. Preliminary Case Study 

Interview Form 

Institution :  

Province :  

Interviewee :  

Interviewer :  

Location :  

Date & Time :  

Survey section used :   A. Interview background  B. Institutional 

perspective 

    C. Design and Strategy  D. Practical 

Measurement 

 

A. Interview Background 

 Questions  Answers 

A1 How long have you been working in this 

institution? 

:  

A2 How long have you been in the present 

position? 

:  

A3 What is your highest degree? :  

A4 What is your field of study? :  

A5 Briefly describe your role as it relates to your 

present position?  

:  

 

B. Institutional Perspective 

 Questions  Answers 

B1 What is the strategy of this institution for 

improving datasets services for society? 

Is it working? Why or why not? 

Probe: To what extent is the enthusiasm of 

the society in accessing the resources of the 

datasets? 

:  

 

 

 

 

 

B2 What resources are available to this 

institution for improving datasets services for 

society? 

Probe: To what extent is the readiness of 

human resources, infrastructure and 

applications developed by the Government? 

:  
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B3 Have you or your colleagues encountered 

resistance to open datasets reforms in your 

department or institution? 

Probe: To what extent is internal 

organisational support in for opening data? 

:  

 

 

 

 

B4 How do you decide to open data? 

Probe: To what extent is the method used to 

open the data effective? 

:  

B5 What benefits does this institution acquire at 

the planning and experience stage when 

opening datasets to the public? 

Probe: To what extent is the method used to 

open the data effective? 

:  

 

C. Design and Strategy 

 Questions : Answers 

C1 Do this institution has implemented the 

concept of open government data? Since 

when? Are there any referral documents 

from an authorized official? 

Probe: To what extent is the role of the 

central Government in supporting this 

program? 

:  

 

 

 

 

 

 

C2 What types of datasets would like to open to 

the public by this institution? Which is the 

full access? Partly access? or Closed? 

Probe: What are the procedures and 

methods of collecting raw data to the 

relevant departments? How to select the full, 

partly, and closed the datasets? 

:  

 

 

 

 

 

 

C3 What types of datasets have not been 

opened yet to the public or society by this 

institution? 

Probe: To what extent is responsibility for 

datasets that have not been or have been 

released?  

:  

 

 

 

 

 

C4 What factors may cause the reluctant 

decision to open the datasets to the public? 

Why? 

Probe: Is there a difference of interest among 

officials of decision-makers in this 

institution? 

:  
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C5 If your department is required to accelerate 

the implementation of open data in the near 

future, what is the strategy to be taken? 

Probe: What about the readiness of human 

resources, finance, and IT infrastructure that 

exist today? 

:  

 

 

 

 

 

C6 How are you involved in Decision-making on 

the publishing of government data? 

Probe: Have you ever had a dilemma to 

weigh the eligibility for data publication? 

:  

 

 

 

 

D. Practical Measurements 

 Questions : Answers 

D1 How do you and your related divisions been 

collecting, selecting, categorising, and 

weighing the datasets until deciding which 

datasets can be opened to the public? 

:  

 

 

 

D2 When the datasets have been decided upon 

for publication by your institution, is there a 

post-issue surveillance procedure for 

monitoring the datasets? 

:  

 

 

D3 Does your institution already use the 

supporting system to weigh the potential 

risks and benefits of open data 

implementation? 

Probe: How does the supporting system 

work? 

:  

 

 

 

 

 

D4 Did any incidents relate to the risks of open 

data that potentially affects to your 

institution? 

Probe: How do tracking mechanisms against 

data appear to have potential risks when 

opened to the public? 

:  

 

 

 

 

 

D5 How is the evaluation mechanism regarding 

open datasets to the public or society? 

Probe: How effective is the evaluation system 

implemented so far? 

:  

 

 

 

D6 How is the evaluation mechanism for 

opening datasets to the public or society? 

Probe: How effective is the evaluation system 

implemented so far? 

:  
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E. Check list of Potential Risks and Benefits 

 Potential 

Risks 

✓   Potential 

Barriers 

✓   Potential 

Benefits 

✓ 

1 Anonymity   1 Availability 

and access 

  1 Accessibility  

2 Confidentiality   2 Bureaucracy   2 Accountability  

3 Errors 

identification 

  3 Closed 

government 

culture 

  3 Better social 

services 

 

4 Heterogonous   4 Conflict of 

interest 

  4 Community 

engagement 

 

5 Inaccuracy   5 Cost impacts   5 Credibility  

6 Incomplete 

metadata 

  6 Data 

comparability 

  6 Data exchange  

7 Integration   7 Data 

compatibility 

  7 Data-driven 

decisions 

 

8 Integration   8 Data divers 

format 

  8 Innovation  

9 License   9 Data linking 

and 

combining 

  9 New 

application 

 

10 Manipulation   10 Data provider 

interaction 

  10 New business 

opportunity 

 

11 Misuse   11 Data quality   11 Preserves 

information 

 

12 Ownership   12 Data 

scalability 

  12 Public 

education 

 

13 Privacy   13 Data 

transformation 

  13 Public trust  

14 Security   14 Digital divide   14 Reputation  

15 Sensitivity   15 Disparity of 

datasets 

  15 Return of 

investment 

 

16 Synchronizatio

n 

  16 Free access vs 

convenient 

  16 Skilled in 

employment 

 

17 User skills   17 Human 

resource skills 

  17 Transparency  

18 Violation   18 Infrastructure 

development 

     

19 Vulnerability   19 Jurisdictional      

    20 Lack of 

business 

model 

     

    21 Multiple 

languages 

required 
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    22 No unified 

data structures 

     

    23 Officials 

reluctant  

     

    24 Storing big 

data 

     

    25 Unclear data 

provenance 

     

    26 Understandabi

lity 
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Appendix B. Experimental Case Study 

 

I 

Demography 

 

Dear participant, 

The objective of this pre-test survey is to collect data about your personal 

information and experiences in using Open Government Data (OGD). This survey 

consists of 2 main parts and 11 questions in total. Completing the survey will take 

about 6-8 minutes. You will be asked to fill out another survey after performing 

this preliminary survey. 

 

 

1 Please indicate your gender ☐ Male     ☐ Female 

2 Please indicate your age ☐ 18 – 24 ☐ 25 – 34  ☐ 35 – 44 ☐45 – 54  ☐ 

>54  

3 What is the highest degree 

or level of education you 

have completed? 

☐ Bachelor degree   ☐ Master's degree         ☐ 

Doctorate degree 

4 What best describes your 

employment status? 

☐ Executive board 

☐ Policy-maker 

☐ Government employee 

☐ Politician 

☐ Data analyst 

☐ Software system developer 

☐ PhD candidate 

☐ Bachelor or Master student 

☐ Independent researcher 

☐ Full or associate professor 

☐ Lecturer or senior researcher 

☐ Post-doctoral researcher 

☐ Other, please specify: 

                                

5 What type of organisation 

or agency do you work for? 

☐ Local government institution 

☐ Ministry or governmental department 

☐ Community-based organisation 

☐ Non-profit organisation 

☐ University or academy 

☐ Business or private organisation 

☐ Other, please specify: 

 

6 ☐ Coordinate or administer one or more 

programs  
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What is your current job 

function? (please mark all 

that apply)  

☐ Supervise those who provide services to the 

public 

☐ Deliver specialized or technical services 

☐ Provide services directly to the public 

☐ Deliver specialized or technical services 

☐ Provide administrative support 

☐ Responsible for deciding the public policies 

☐ Analyse and investigate dataset from OGD 

portal 

☐ Other, please specify: 

 

7 How many years have you 

been in the current 

position? 

☐ 1 - 5     ☐ 6 - 10      ☐11 - 15    ☐ >15 

 

   

Experience in using open government dataset 

8 In daily work, how often 

have you been involved in 

using or analysing open 

government data? 

☐ Daily or multiple times per day 

☐ Weekly or a few times per week 

☐ Monthly or a few times per month 

☐ Yearly or a few times per year 

9 How many years have you 

been involved in using or 

analysing open 

government data? 

☐ 1 - 5     ☐ 6 - 10      ☐11 - 15    ☐ >15 

☐ none 

10 To what extent do you have 

experience with open 

government data 

☐ Fundamental awareness (basic knowledge) 

☐ Novice (limited experience) 

☐ Intermediate (practical application) 

☐ Advanced (applied theory) 

☐ Expert (recognised authority) 

11 What are your reasons for 

using open government 

data? (please mark all that 

apply) 

☐ For my individual research  

☐ To perform a statistical analysis 

☐ To perform policymaking research 

☐ To perform investigations  

☐ For political decision-making 

☐ For combining datasets 

☐ For daily operation in work 

 

 

I sincerely thank you and appreciate your time in participating in this preliminary 

survey. Subsequently, please go to the next part of this survey.  
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II 

Performing Scenario 

 

Dear participant, 

The next part of this session concern performing scenarios. The objective of this 

survey is to collect information about your experiences in using a prototype of the 

decision-support system (DSOD) to open data. There are three main scenario tasks, 

namely Bayesian-belief Networks, Fuzzy Multi-criteria Decision-making, and 

Decision Tree Analysis. The scenarios consist of 41 questions in total, and it will 

take about 90 minutes. Many thanks in advance for conducting these scenario 

tasks. 

 

Initialisation Process 

 

 

 To which extent do you find it easy or difficult to complete the following scenario 

tasks? Please first complete the tasks shown in the column on the left. Then 

answer the question about how easy/difficult this was. If a task is not possible in 

your opinion then select 'very difficult'. 

  

 

 

 

V
e
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 d
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lt 
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r 

d
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lt 
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V
e
ry
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a
sy

 

1 Task 1. User authentication. Enter username and 

password and click "Sign in" button to start the DSS 

prototype. 

☐ ☐ ☐ ☐ ☐ 

2 Task 2. Message inbox. Read any incoming messages 

from the system administrator and click "Continue" 

button. 

☐ ☐ ☐ ☐ ☐ 

3 Task 3. Dataset selection. Select a dataset category 

using the provided combo menu.  

Health patient records  

☐ ☐ ☐ ☐ ☐ 

4 Task 4. Dataset format. Select the expected dataset 

format using radio button (CSV, XML, JSON, HDF) 
☐ ☐ ☐ ☐ ☐ 

5 Task 5. Dataset source. Find the dataset source or 

directory at the local computer by clicking "Browse" 

button. 

c:/localcomputer/desktop/dataset/health_patient_re

cords/ 

☐ ☐ ☐ ☐ ☐ 

6 Task 6. Extract dataset. Click the "Extract dataset" 

button to decompose the structure of the selected 
☐ ☐ ☐ ☐ ☐ 
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dataset. Find the metadata and attribute 

information. 

7 Task 7. Dataset Information. Find the metadata 

information of selected dataset. 
     

8 Task 8. Dataset Information. Find the attributes 

information of selected dataset. 
     

9 To which extent were you able to complete tasks 1 to 8? 

(mark all that apply) 

☐ I was able to complete task 1 

☐ I was able to complete task 2 

☐ I was able to complete task 3 

☐ I was able to complete task 4 

☐ I was able to complete task 5 

☐ I was able to complete task 6 

☐ I was able to complete task 7 

☐ I was able to complete task 8 

☐ I was not able to complete any of these tasks 

 

  

 
 

Scenario 1 

Bayesian-belief Networks 

 

 

 Step 1. Analysing Dataset 

To which extent do you find it easy or difficult to complete the following 

scenario tasks to analyse dataset? Please first complete the tasks shown in 

the column on the left. Then answer the question about how easy or difficult 

this was. If a task is not possible in your opinion then select 'very difficult'. 

  

  

V
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 d
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lt 
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r d
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lt 
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V
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a
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1 Task 1. Determine the potential costs and 

benefits factors. Select the multiple factors 

of the costs and benefits for the selected 

dataset. 

☐ ☐ ☐ ☐ ☐ 

2 Task 2. Construct causal networks. Click 

the "Continue" button to generate causal 

networks of the costs factor. 

☐ ☐ ☐ ☐ ☐ 

3 Task 3. Construct causal networks. Click 

the "Continue" button to generate causal 

networks of the benefits factor. 

☐ ☐ ☐ ☐ ☐ 
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4 Task 4. Formalize the structure. Click the 

"Continue" button to process the 

constructed formulation of the Bayesian-

belief networks.  

☐ ☐ ☐ ☐ ☐ 

5 Task 5. Quantify the structure. Fill the three 

probabilities of the potential costs factor 

("High", "Moderate", and "" Low") and 

click the "Continue" button. 

☐ ☐ ☐ ☐ ☐ 

6 Task 6. Quantify the structure. Fill the three 

probabilities of the potential benefits 

factor ("High", "Moderate", and "" Low") 

and click the "Continue" button. 

☐ ☐ ☐ ☐ ☐ 

7 Task 7. Interrogate the structure. Click the 

"Continue" button to construct the 

structure of the costs factor. 

☐ ☐ ☐ ☐ ☐ 

8 Task 8. Interrogate the structure. Click the 

"Continue" button to construct the 

structure of the benefits factor. 

☐ ☐ ☐ ☐ ☐ 

9 To which extent were you able to complete tasks 1 to 8? 

(mark all that apply) 

☐ I was able to complete task 1 

☐ I was able to complete task 2 

☐ I was able to complete task 3 

☐ I was able to complete task 4 

☐ I was able to complete task 5 

☐ I was able to complete task 6 

☐ I was able to complete task 7 

☐ I was able to complete task 8 

☐ I was not able to complete any of these tasks 

 

       

 Step 2. Weighing process 

To which extent do you find it easy or difficult to complete the following tasks 

to weigh the potential costs and benefits? Please first complete the tasks 

shown in the column on the left. Then answer the question about how easy 

or difficult this was. If a task is not possible in your opinion then select 'very 

difficult'. 
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1 Task 1. Assessment costs and benefits. Click 

the "Continue" button to process the 

costs and benefits assessment works. 

☐ ☐ ☐ ☐ ☐ 

2 Task 2. Matrix comparison. Click the 

"Continue" button to process the 

comparison matrix of costs and benefits 

factor 

☐ ☐ ☐ ☐ ☐ 

3 Task 3. Pairwise comparison. Click the 

"Continue" button to process the result of 

pairwise comparison. 

☐ ☐ ☐ ☐ ☐ 

4 To which extent were you able to complete tasks 1 to 3? 

(mark all that apply) 

☐ I was able to complete task 1 

☐ I was able to complete task 2 

☐ I was able to complete task 3 

☐ I was not able to complete any of these tasks 

  

 Step 3. Decision made 

To which extent do you find it easy or difficult to complete the following 

scenario tasks related to making a decision? Please first complete the tasks 

shown in the column on the left. Then answer the question about how easy 

or difficult this was. If a task is not possible in your opinion then select 'very 

difficult'. 

  V
e
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 d
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lt 

D
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lt 
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lt 
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1 Task 1. Alternative decisions. Click the 

"Continue" button to get information 

about to decision alternatives. 

☐ ☐ ☐ ☐ ☐ 

2  Task 2. Final result. Click the "Continue" 

button to get the final result of the 

Bayesian-belief Networks process. 

☐ ☐ ☐ ☐ ☐ 

3 Task 3. Click the "Return" button to loop 

the analysing process from the 

beginning. 

☐ ☐ ☐ ☐ ☐ 

4 To which extent were you able to 

complete tasks 1 to 3? 

(mark all that apply) 

☐ I was able to complete task 1 

☐ I was able to complete task 2 

☐ I was able to complete task 3 

☐ I was not able to complete any of 

these tasks 
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Scenario 2 

Fuzzy Multi-criteria Decision Making 

 

 

 Step 1. Structure Decision Alternatives 

To which extent do you find it easy or difficult to complete the following 

scenario tasks? Please first complete the tasks shown in the column on the 

left. Then answer the question about how easy or difficult this was. If a task 

is not possible in your opinion then select 'very difficult'. 

  V
e
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 d
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D
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lt 

N
e
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r d
ifficu

lt 

E
a
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V
e
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a
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1 Task 1. Determine the criteria and sub-

criteria. Select the criteria and sub-

criteria of potential costs and benefits 

factor, and click "Continue" button. 

☐ ☐ ☐ ☐ ☐ 

2 Task 2. Construct criteria relationship. 

Click the "Continue" button to construct 

criteria and sub-criteria relationship. 

☐ ☐ ☐ ☐ ☐ 

3 Task 3. Construct criteria hierarchy. Click 

the "Continue" button to construct 

criteria and sub-criteria hierarchy. 

☐ ☐ ☐ ☐ ☐ 

4 Task 4. Define the decision alternative. 

Select decision alternatives for each sub-

criteria and click "Continue" button to 

construct decision structure. 

☐ ☐ ☐ ☐ ☐ 

5 To which extent were you able to complete tasks 1 to 4? 

(mark all that apply) 

☐ I was able to complete task 1 

☐ I was able to complete task 2 

☐ I was able to complete task 3 

☐ I was able to complete task 4 

☐ I was not able to complete any of these tasks 

       

 

 

 

 

Step 2. Structure Pairwise Comparison 

To which extent do you find it easy or difficult to complete the following 

scenario tasks related to weighing the potential costs and benefits factor? 

Please first complete the tasks shown in the column on the left. Then answer 

the question about how easy or difficult this was. If a task is not possible in 

your opinion then select 'very difficult'. 
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 d
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1 Task 1. Define the fuzzy linguistic scale. 

Select the linguistic scales for each 

criterion and click "Continue" button.  

☐ ☐ ☐ ☐ ☐ 

2 Task 2. Pairwise the criteria. Select the 

linguistic scale for each criterion to 

compare and click "Continue" button. 

☐ ☐ ☐ ☐ ☐ 

3 Task 3. Pairwise the sub-criteria. Select 

the linguistic scale for each sub-criterion 

to compare and click "Continue" button. 

☐ ☐ ☐ ☐ ☐ 

4 Task 4. Calculate the fuzzy weights matrix. 

Quantify the fuzzy weights matrix to 

calculate the decision rank and click 

"Continue" button 

☐ ☐ ☐ ☐ ☐ 

3 To which extent were you able to complete tasks 1 to 4? 

(mark all that apply) 

☐ I was able to complete task 1 

☐ I was able to complete task 2 

☐ I was able to complete task 3 

☐ I was able to complete task 4 

☐ I was not able to complete any of these tasks 

  

 Step 3. Decision made 

To which extent do you find it easy or difficult to complete the following 

scenario tasks related to making the decision? Please first complete the tasks 

shown in the column on the left. Then answer the question about how easy 

or difficult this was if a task is not possible in your opinion then select 'very 

difficult'. 

  V
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1 Task 1. Alternative decisions. Click the 

"Continue" button to get information 

related to alternative decisions of the 

selected dataset. 

☐ ☐ ☐ ☐ ☐ 

2 Task 2. Rank decision. Select the most 

feasible decision based on the 

constructed rank of the alternative 

☐ ☐ ☐ ☐ ☐ 
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decisions and click the "Continue" 

button. 

3 Task 3. Final result. Click the "Continue" 

button to get the final result of the fuzzy 

multi-criteria decision-making process. 

☐ ☐ ☐ ☐ ☐ 

4 Task 4. Click the "Return" button to loop 

the analysing process from the 

beginning. 

☐ ☐ ☐ ☐ ☐ 

5 To which extent were you able to 

complete tasks 1 to 3? 

(mark all that apply) 

☐ I was able to complete task 1 

☐ I was able to complete task 2 

☐ I was able to complete task 3 

☐ I was able to complete task 4 

☐ I was not able to complete any of 

these tasks 

     

  

 

 
Scenario 3 

Decision Tree Analysis 

 

 

 Step 1. Structure Decision Model 

To which extent do you find it easy or difficult to complete the following 

scenario tasks? Please first complete the tasks shown in the column on the 

left. Then answer the question about how easy or difficult this was. If a task 

is not possible in your opinion then select 'very difficult'. 
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1 Task 1. Determine the costs and benefits 

factor. Select the potential costs and 

benefits factor, and click "Continue" 

button. 

☐ ☐ ☐ ☐ ☐ 

2 Task 2. Construct a decision structure. 

Click the "Continue" button to construct 

decision structure. 

☐ ☐ ☐ ☐ ☐ 

3 To which extent were you able to complete tasks 1 to 2? 

(mark all that apply) 

☐ I was able to complete task 1 
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☐ I was able to complete task 2 

☐ I was not able to complete any of these tasks 

       

 Step 2. Quantify the Payoffs Variable 

To which extent do you find it easy or difficult to complete the following 

scenario tasks related to weighing the potential costs and benefits factor? 

Please first complete the tasks shown in the column on the left. Then answer 

the question about how easy or difficult this was. If a task is not possible in 

your opinion then select 'very difficult'. 
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1 Task 1. Assign the payoffs table. Quantify 

the probability and investment of the 

costs and benefits factor and click 

"Continue" button.  

☐ ☐ ☐ ☐ ☐ 

2 Task 2. Construct a possible consequence. 

Click the "Continue" button to construct 

the possible consequence of the costs 

and benefits factor. 

☐ ☐ ☐ ☐ ☐ 

3 To which extent were you able to complete tasks 1 to 2? 

(mark all that apply) 

☐ I was able to complete task 1 

☐ I was able to complete task 2 

☐ I was not able to complete any of these tasks 

 

  

 Step 3. Decision made 

To which extent do you find it easy or difficult to complete the following 

scenario tasks related to making the decision? Please first complete the tasks 

shown in the column on the left. Then answer the question about how easy 

or difficult this was If a task is not possible in your opinion then select 'very 

difficult'. 
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1 Task 1. Possible paths and total payoffs. 

Click the "Continue" button to get 

information related to possible paths 

and total payoffs. 

☐ ☐ ☐ ☐ ☐ 
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3 Task 2. Final result. Click the "Continue" 

button to get the Expected Monetary 

Value (EMV) and the final result of the 

Decision Tree Analysis process. 

☐ ☐ ☐ ☐ ☐ 

3 Task 3. Click the "Return" button to loop 

the analysing process from the 

beginning. 

☐ ☐ ☐ ☐ ☐ 

4 To which extent were you able to 

complete tasks 1 to 3? 

(mark all that apply) 

☐ I was able to complete task 1 

☐ I was able to complete task 2 

☐ I was able to complete task 3 

☐ I was not able to complete any of 

these tasks 

     

  

 

 

III 

Acceptance of DSOD 

 

 

Dear participant, 

You have just completed the performing scenarios. The next part of this session 

concerns the acceptance of the proposed DSS model and comparison between the 

selected methods. This survey consists of 2 main parts and 24 questions in total. 

Completing the survey will take about 30 minutes. Many thanks in advance for 

conducting these scenario tasks. 

 
 Please rank (1 to 3) the following in order of the best.  

1 = First-best method 

2 = Second-best method 

3 = Third-best method 

1 

 

Process 

transparency 

 

(___) Bayesian-belief Networks 

(___) Fuzzy Multi-criteria Decision-making 

(___) Decision Tree Analysis 

2 
 

Accuracy 

 

(___) Bayesian-belief Networks 

(___) Fuzzy Multi-criteria Decision-making 

(___) Decision Tree Analysis 

3 
 

Easiness 

 

(___) Bayesian-belief Networks 

(___) Fuzzy Multi-criteria Decision-making 

(___) Decision Tree Analysis 

4  

Usefulness 

(___) Bayesian-belief Networks 

(___) Fuzzy Multi-criteria Decision-making 
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 (___) Decision Tree Analysis 

5 
 

Clear instructions 

(step-by-step) 

(___) Bayesian-belief Networks 

(___) Fuzzy Multi-criteria Decision-making 

(___) Decision Tree Analysis 

6 
 

Time efficiency 

 

(___) Bayesian-belief Networks 

(___) Fuzzy Multi-criteria Decision-making 

(___) Decision Tree Analysis 

7 

 

Usefulness in the 

current work 

 

(___) Bayesian-belief Networks 

(___) Fuzzy Multi-criteria Decision-making 

(___) Decision Tree Analysis 

8 

 

Relevant to the 

current work 

 

(___) Bayesian-belief Networks 

(___) Fuzzy Multi-criteria Decision-making 

(___) Decision Tree Analysis 

 
 

 Acceptance of the proposed DSS model 
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 Perceived of Usefulness      

1 Using the DSS would improve my 

performance 
☐ ☐ ☐ ☐ ☐ 

2 Using the DSS at work would improve 

my productivity 
☐ ☐ ☐ ☐ ☐ 

3 Using the DSS would enhance my 

effectiveness in my job 
☐ ☐ ☐ ☐ ☐ 

4 I would find the DSS useful in my job ☐ ☐ ☐ ☐ ☐ 

 Perceived Easiness of use      

5 Learning to operate the DSS would be 

easy for me 
☐ ☐ ☐ ☐ ☐ 

6 I would find it easy to get the DSS to do 

what I want to do 
☐ ☐ ☐ ☐ ☐ 

7 It would be easy for me to become skilful 

in the use of the DSS 
☐ ☐ ☐ ☐ ☐ 

8 I would find the DSS easy to use ☐ ☐ ☐ ☐ ☐ 

9 My interaction with the DSS is clear and 

understandable 
☐ ☐ ☐ ☐ ☐ 

10 The DSS is flexible to interact with ☐ ☐ ☐ ☐ ☐ 
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11 Using the DSS could help me get the 

most out of my time to decide to open 

data 

☐ ☐ ☐ ☐ ☐ 

 Intention to use      

12 I have the intention to use the DSS to 

decide to open data 
☐ ☐ ☐ ☐ ☐ 

13 I have the intention to use the DSS when 

it becomes available in my 

office/department 

☐ ☐ ☐ ☐ ☐ 

14 I have the intention to use the DSS when 

necessary to provide decisions in open 

data 

☐ ☐ ☐ ☐ ☐ 

15 I have the intention to use the DSS in my 

daily activity or work 
☐ ☐ ☐ ☐ ☐ 

16 Do you have any other comments and/or 

suggestions? If so, would you please 

write to them? 

 

  

 

End of the Survey 
 

 

Dear participant, 

 

Thank you very much for participating in this survey! 
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