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Abstract
The detection of changes in an area over time using
remotely sensed data such as images is referred to as
change detection. It has a large range of applications.
For example, changes in buildings can analysed for ur-
ban planning. Many conventional image processing and
machine learning-based algorithms have been developed
for the purpose of change detection. Conventional non-
classification algorithms have advantages in their re-
duced computational cost. Remotely sensed images vary
in their spatial resolution, which is the area a pixel covers
on the Earth surface. This work aims to explore how the
spatial resolution impacts conventional non-classification
pixel-based techniques in the urban change detection
context, to provide insight into their performance with
regards to detecting urban-related change over differ-
ent resolutions. A systematic experiment is conducted
by considering the LEVIR-CD and OSCD test sets in
their initial as well as multiple downsampled resolutions.
The change detection algorithms Change Vector Anal-
ysis (CVA) and Iteratively Reweighted Multivariate Al-
teration Detection (IR-MAD) are applied to the data in-
dividually. For creating binary change labels on a pixel-
level, the Otsu algorithm is applied. A set of performance
metrics is calculated, and trends in the metrics values
over the resolutions are analysed. The data shows some
trends towards improved metric values for lower spatial
resolutions. The degree of the trends varies and is de-
pendent on the algorithm and dataset. Overall, further
research is necessary to consider influencing factors such
as the amount of pixels in images, to refine the processing
steps, and to broaden the scope of the experiment.

1 Introduction
Remote sensing and Earth observation delivering satellite im-
agery or aerial photography has become of high importance
in a large variety of fields [1, 2, 3]. Spatial data gathered over
periods of time can be used to explore the development of re-
gions, cities and countries [4]. Analysing changes in urban ar-
eas for urban planning can be helpful in adjusting to the needs
of growing populations [3, 5]. Remote sensing in the urban
context enables more frequent data collection than for exam-
ple surveys and other administrative approaches [5], making
it easier to detect changes consistently and over longer time
periods. Other applications of remote sensing data are related
but not limited to the preservation of ecological balance and
climate change related research [3].

Change detection algorithms and models can be applied to
a variety of spatial data like satellite images [4]. Depending
on the precise algorithm, they aim at identifying change in a
binary manner, or also the types of land cover changes that
occurred. The central idea of change detection is visualised
in Figure 1.

A great number of change detection algorithms and mod-
els using remote sensing data have been developed over time,
and there are numerous literature reviews discussing the dif-
ferent approaches and solutions [1, 2, 3, 4, 6, 7]. In general
they can be split into two groups: (1) traditional/conventional
methods; and (2) Deep Learning (DL)/Neural Network-based
methods. Some reviews specifically investigate DL [7] or Ar-
tificial Intelligence (AI)-based methods [1, 3], while others

provide a general overview without focusing on a particular
group of approaches [2, 4, 6].

Figure 1: A simplified illustration of the central idea of change de-
tection, using the OSCD dataset [8]. The left-hand side displays
two images of Dubai taken at different points in time. The work-
flow includes pre-/post-processing and algorithm specific steps. The
right-hand side shows the binary change map, white pixels signify-
ing “change”, and black pixels “no change”.

DL techniques for remote sensing change detection are in-
creasingly explored in recent research [7]. Among other as-
pects, DL approaches are more promising in terms of per-
formance, and in their ability to represent semantic informa-
tion [7]. However, DL based approaches are currently still
facing some challenges. An important aspect to consider is
the large amount of training data they can require [7]. Con-
ventional algorithms that are based on algebraic operations
or image transformations can directly provide a change map,
and thus do not require any training data [6]. However, some
aspects require manual consideration for conventional tech-
niques. This includes choosing the algorithm itself, and the
thresholds for change identification.

While there are efforts to solve the challenges DL faces in
the future, aspects like training data and computational com-
plexity are some of the trade-offs to be considered between
DL and conventional change detection approaches [2, 7].
Therefore, it is of interest to not fully dismiss conventional
techniques, and to spend efforts on exploring their capabili-
ties and advances.

The spatial resolution of data is of great importance to re-
mote sensing applications as different dataset resolutions are
directly related for example to the active earth observation
satellites, their orbits, and the current technological capabili-
ties in terms of sensors [9,10]. Comparing conventional tech-
niques on their effectiveness dealing with varying spatial res-
olutions provides insight into the limitations and applications
of each algorithm.

This work aims to answer the following main re-
search question: “How does spatial resolution impact non-
classification conventional pixel-based techniques in the ur-
ban change detection context?”. Spatial resolution refers to
the resolution the data has on the Earth surface, indicating the
information content of a pixel [9]. This work analyses the
impact of the spatial resolution of data on the effectiveness of
conventional algorithms. Experiments are conducted by ap-
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plying different conventional algorithms on several datasets
downsampled at varying resolutions.

The following specific research questions are defined to
guide the study and analysis of results:

1. Is there a trend in falsely detecting change for unchanged
pixels (false positives) when decreasing resolution?

2. Is there a trend in correctly detecting change for changed
pixels (true positives) when decreasing resolution?

3. In general, how well do the algorithms identify the
urban-related changes?

The paper is structured as follows. First, some additional
background information is given to provide context on con-
ventional methods. Next, the methodology of the experiment
and the setup is laid out in detail with a focus on reproduca-
bility. Finally, the results are presented and discussed, as well
as their limitations and possible future improvements.

2 Context of Conventional Change Detection
2.1 Algorithm Taxonomy
There are various taxonomies for change detection algo-
rithms. Generally, conventional approaches can be divided
into algebra-based, transformation-based and classification-
based techniques [1, 6]. Algebra-based techniques involve
performing algebraic operations on the images. For example,
a naive approach is to subtract the images from each other,
called image differencing [6]. Transformation-based meth-
ods involve a transformation step that reduces redundant or
correlated information [1,6]. Classification-based techniques
either classify the data taken at one moment separate from the
data at the other moment, and then compare the two resulting
change maps, or merge the data, and classify the change di-
rectly [1].

Algorithms can also be divided on the level on which they
consider data [4]. The algorithms presented in this paper de-
tect change on a pixel-level. There are also techniques that
detect changes on an object-level, first segmenting the image
into different regions [4]. Each technique has different limi-
tations and advantages.

2.2 Impact of Resolution
It seems there is a lack of systematic studies that review the
impact of spatial resolution of data on conventional pixel-
based algorithms. There exists one paper by ZhiYong et
al. [11] which deals with different Change Vector Analysis
(CVA)-based algorithms and found that their accuracy is de-
pendent on the resolution, among other factors. The proposed
methodology considers different datasets at varying spatial
resolutions, instead of usage of a downsampled version of the
same dataset.

3 Methodology
This section presents the methodology followed to conduct
the current work aiming to investigate how robust a selection
of conventional change detection algorithms are in handling
different spatial resolutions of data. The methodology is vi-
sualised as a flowchart in Figure 2.

Figure 2: The methodology visualised in a flowchart to provide an
overview at a glance. The datasets are downsampled, and used as
input to the change detection algorithms. The output is compared to
the ground truth, and performance metrics are calculated.

3.1 Data Collecting
The change detection datasets LEVIR-CD [12] and OSCD
[8] are downsampled from their initial resolutions in multiple
steps. Both datasets have a focus on urban related changes,
for example building-related. They contain pairs of images
taken at different times of the same area. For every image
pair, a binary change map (“change”/“no change”) is pro-
vided, which is labeled on a pixel-level.

The data with varying image resolutions and sizes is used
to analyse how the algorithms perform depending on the res-
olution of the input. Table 1 provides an overview of the dif-
ferent spatial resolutions, scaling factors, and image sizes.

Instead of downsampling each dataset, an alternative
method is to choose more datasets with varying resolutions
to run the algorithms on [11]. However, every dataset has
different properties that need to be taken into account. As-
pects like types of areas that are imaged, and how the ground
truth change maps are labelled, influence the results of the
algorithms in addition to the resolution itself. To limit the
confounding factors, only two datasets are chosen here.

The LEVIR-CD dataset is commonly used in recent re-
search. Here, it is chosen because of its high resolution of
0.5 m/px [12]. This makes it possible to include more down-
sampling steps. However, a small image size of 64 by 64
px is already reached at a resolution of 8 m/px. In order to
provide insights into algorithm performances at lower spatial
resolutions, the OSCD dataset [8] is also considered. The
combination of the two datasets allows for subsequent spatial
resolutions ranging from 0.5m to 40m.

There is a notable difference in the amount of spectral in-
formation in the datasets. The LEVIR-CD dataset only covers
RGB (red, green, and blue) color channels [12], while OSCD
has data for a total of 13 spectral bands (later also referred to
as image bands) [8]. The OSCD dataset contains data from
the Sentinel-2 satellites with information from visible to in-
frared wavelengths. Additionally, the spatial resolution varies
from 10 m/px to 60 m/px depending on the band. In the
dataset, all data is initially upsampled to a resolution of 10
m/px. The RGB bands have an initial resolution of 10 m/px
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without upsampling. To limit the differences of the datasets,
the comparative analysis presented here selectively uses the
RGB bands for the OSCD dataset.

Dataset Scale Resolution
[m/px]

Sizes
[px×px]

LEVIR-CD 1 0.5 m/px 1024× 1024

LEVIR-CD 1/2 1 m/px 512× 512

LEVIR-CD 1/4 2 m/px 256× 256

LEVIR-CD 1/8 4 m/px 128× 128

LEVIR-CD 1/16 8 m/px 64× 64

OSCD 1 10 m/px 241× 385, (...),
824× 716

OSCD 1/2 20 m/px 120× 192, (...),
412× 358

OSCD 1/4 40 m/px 60× 96, (...),
206× 179

Table 1: The table provides a systematic overview of spatial resolu-
tions and image sizes of the data (LEVIR-CD test set [12], OSCD
test set [8]), easing interpretation of the results and ensuring replica-
bility.

3.2 Running Change Detection Algorithms
Each version of the datasets is used as input for two
conventional algorithms, namely Change Vector Analysis
(CVA) [13], and Iteratively Reweighted Multivariate Alter-
ation Detection (IR-MAD, also known as iMAD) [14]. CVA
is an algebra-based technique [15], while IR-MAD is a
transformation-based one [1]. Both algorithms can take any
number of spectral bands as input.

3.2.1 Change Vector Analysis (CVA)
For CVA, the change vector between the two images is com-
puted [13]. The magnitude and angle of the vector is used
to classify a pixel as changed or unchanged. CVA is chosen
since it is widely applied along various contexts, with differ-
ent extensions of the algorithm existing [11].

Here, before calculating the change vectors, z-score stan-
dardisation [16] is applied to all image bands by scaling to
unit variance and subtracting the mean, similar to what is
done in an ESA software [17]. The intention is to limit ef-
fects of varying light conditions, and to have equal contri-
bution from the different spectral bands1. Limitations to the
standardisation approach will be discussed in section 6.

3.2.2 Iteratively Reweighted MAD (IR-MAD)
IR-MAD is an extension of the Multivariate Alteration De-
tection (MAD) algorithm [14, 18]. First, linear combinations
of all bands per image are calculated, with coefficients deter-
mined by Canonical Correlation Analysis (CCA) [14, 19]. In
maximising their correlation, CCA makes the resulting im-
ages as similar as possible to each other. The components
of the results are then not ordered by wavelength (spectral

1ChatGPT was used for this argument. The answer was critically
reflected upon. For more details and the exact prompts, see section 9.

bands) anymore, but by their correlation, simplifying the de-
tection of changed pixels.

The increase in correlation of the images before taking
their difference results in decreased variance of the differ-
ence image. IR-MAD extends the procedure of the MAD
algorithm by then iteratively reweighting the observations on
a pixel level. Observations with less or no changes will be as-
signed a higher weight in the process. The weights can then
be used to determine whether a change occurred for a pixel.

IR-MAD is chosen as a transformation-based algorithm to
be compared with CVA as an algebra-based technique. An
advantage IR-MAD is that it is invariant to linear (affine)
transformations [14]. Consequently, it is able to detect
change in images even if they were taken in varying atmo-
spheric conditions or with different sensor calibrations [19].

3.3 Thresholding and Evaluating
The output of the algorithms is not yet a binary change map.
In the case of CVA for example, the result is the magnitude
and angle/direction of change on a pixel level per band [11,
13]. By a manual fixed threshold or an (un)supervised thresh-
olding algorithm, each pixel is assigned a binary “change” or
“no change” label. The choice of the threshold has a high
impact on the accuracy of the output [6].

The widely used Otsu thresholding algorithm is applied to
the average value of the values per pixel [20]. It aims to de-
termine the threshold at which the intensities of the classes
(“change”/“no change”) are optimally separated in terms of
intensity variances. One advantage of the Otsu method and
other unsupervised techniques is that they do not require man-
ual inspection to determine a suitable threshold.

Other alternatives include approaches based on the Expec-
tation–Maximisation algorithm, or based on Markov Random
Fields [21]. In the context of this research, Otsu was chosen
due to its usage by ZhiYong et al. [11] and for other conven-
tional change detection techniques [22].

Once obtained, the binary change maps are compared to
the corresponding ground truth labels of LEVIR-CD [12], and
OSCD [8]. The algorithms are then analysed in their perfor-
mance over the different image resolutions and datasets.

4 Experimental Setup and Results
This section presents the experimental setup and the results
obtained following the proposed methodology in section 3.
The setup is explained in subsection 4.1, to enable replicabilty
for other studies. The results are presented in subsection 4.2.

4.1 Experimental Setup
Python is used for the first step of converting and scaling the
datasets. The datasets are scaled using the OpenCV resize
function2 with the INTER AREA interpolation algorithm as
it is recommended for downscaling images. It calculates the
average of a surrounding block for each pixel to get the down-
scaled values [23]. Since this can result in values between
“change” and “no change” for the labeled change maps, the
resulting images are thresholded for binarisation purposes. A

2See the documentation, accessed 03.06.2024.
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pixel with a value greater or equal to the average of pixel
values corresponding to “change” and “no change” is catego-
rized as “change”, otherwise it is categorized as “no change”.

For the change detection algorithms, a change detection
toolbox [24] written in MatLab is used, and adapted to the
use-case. This toolbox is chosen, since it contains function-
ality to: (1) load data; (2) run multiple change detection al-
gorithms; and (3) run different thresholding algorithms. The
code is overall adjusted to simplify the evaluation process,
though the implementation for the CVA and IR-MAD algo-
rithms themselves is left unmodified.

Two dataset loaders are added: (1) a LEVIR-CD dataset
loader; and (2) a OSCD dataset loader which only considers
the RGB bands. Only including the RGB bands makes the
data more similar to LEVIR-CD dataset, and excludes unde-
sired effects of having varying initial spatial resolutions be-
tween bands. For both datasets, the test sets (128 image pairs
for LEVIR-CD, 10 for OSCD) are used, since the algorithms
require no training or tuning of hyperparameters.

The MatLab code is adjusted to retrieve and store the fol-
lowing absolute pixel values in Excel files, instead of directly
calculating metrics:

• True positives (TP): “Change” identified as “change”

• False positives (FP): “No change” identified as “change”

• True negatives (TN): “No change” identified as “no
change”

• False negatives (FN): “Change” identified as “no
change”

The usage of absolute pixel counts allows for easier follow-
up evaluation and calculation. The results are extracted and
evaluated in Python, mainly using Pandas3.

The full code of the project is available on GitHub4. Func-
tionality for the preparation of the datasets, as well as for
the evaluation is mostly written in such a way that it can be
adapted for future research.

4.2 Results
The metrics used for the evaluation process are listed and ex-
plained in Table 2. While the accuracy can give a general
impression of the results, it does not take the balance of the
ground truth labels into account [25]. Additionally, the F-
score, as well as precision and recall are considered. The pre-
cision and recall are required for the interpretation of the F-
score, since their role in the calculation of the harmonic mean
is otherwise unknown. The false alarm (FA) error metric is
included to analyse the fraction of pixels that are incorrectly
identified as “change”.

To ensure consistent image pair sets per resolution and per
metric in the comparison between them, if the calculation of
a metric results in a NaN value for some resolution, the cor-
responding image pair is fully discarded from the evaluation.
Here, such values are encountered for the recall and for the F-
score when the ground truth has no “change” pixels. In total,
16 LEVIR-CD image pairs are discarded, with a remainder

3See the webpage, accessed 20.06.2024.
4See https://github.com/fa-fie/bsc-research-project.

of 112 pairs. More details and an extensive list of discarded
files are given in section 9.

To illustrate what the output for different algorithms can
look like, see Figure 3. For this example, it is evident that the
algorithms tend to classify more pixels as “change” than in
the ground truth. This pattern can be observed throughout the
data, and in the metric evaluation.

Figure 3: For illustration purposes, the resulting change maps for an
example image pair of Dubai from the OSCD dataset at its initial
resolution of 10 m/px are shown: (1) CVA results; (2) IR-MAD
results; (3) ground truth. It is visible that the algorithms tend to
detect additional pixels as changed, compared to the ground truth.

4.2.1 Correlations Between Spatial Resolution and
Metrics

Correlation between spatial resolution and metrics is calcu-
lated per algorithm and shown in Figure 4. The correlations
are presented not only for the combined datasets, but also split
up for the LEVIR-CD dataset and the OSCD dataset. The
split makes it easier to take the influence of dataset specific
properties as well as their differing amounts of image pairs
into account.

The notion of spatial resolution is important for the inter-
pretation of the correlations. A lower spatial resolution means
that the value in meters per pixel is higher, since more area is
covered by a single pixel. Conversely, a higher spatial reso-
lution has a lower numeric value.

Therefore, a positive correlation with spatial resolution for
accuracy, precision, recall, and F-score indicates that the al-
gorithms tend to perform better in these metrics with decreas-
ing resolutions. Since FA is an error rate, a negative correla-
tion indicates the same trend. Both of these aspects are in-
deed visible in the correlations, for all dataset combinations
and metrics. The correlations vary from low to moderate.

There are differences in the amount of correlation when
comparing groups of metrics. Recall tends to have less pos-
itive correlation than accuracy, precision and F-score. The
exception is the data for CVA run on OSCD and LEVIR-CD
individually. Specifically in the case of OSCD with CVA,
recall exhibits a moderate positive correlation of 0.3, while
accuracy, precision and F-score are in a low range between
0.035 and 0.049.

The amount of correlation also varies per algorithm/-
dataset combination. Generally speaking, the correlations are
stronger for the combined datasets. Again, there are some
exceptions to this pattern, for example the recall value for ap-
plying CVA to only OSCD.

4.2.2 Mean Metric Values over Spatial Resolution
The mean value of each metric is plotted over the spatial res-
olutions in Figure 5. Up to 8 m/px the values correspond
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Metric Formula Explanation

Accuracy [25] TP + TN

TP + TN + FP + FN
Portion correctly identi-
fied pixels

Precision [25] TP

TP + FP
Portion of pixels iden-
tified as “change” that
were correct

Recall [25] TP

TP + FN
Portion of “change”
correctly identified as
“change”

F-score [25] 2 · precision · recall
precision+ recall

Harmonic mean of preci-
sion and recall

False Alarm
(FA) [11]

FP

FP + TN
Portion incorrectly iden-
tified as “change”

Table 2: Short explanation and formula for each metric used in the
evaluation process for a summarising overview.

Figure 4: Matrices showing the correlations between
metrics (accuracy, false alarm, precision, recall, F-
score), and spatial resolution [m/px] for both algorithms
(top: CVA, bottom: IR-MAD) to analyse the connection
between resolutions and metrics. Each matrix contains
data from both test sets (top), data from only the LEVIR-
CD test set (middle) [12], and data from only OSCD test
set using the RGB spectral bands (bottom) [8].

to LEVIR-CD, and from 10 m/px onwards to OSCD. The
mean plots are used to provide an averaged indication on the
amount of change that occurred, if any. In contrast to the cor-
relations, they also show the progression over resolutions.

An important observation is that there is a difference in the
values of most metrics when transitioning from LEVIR-CD
to OSCD. This indicates that the dataset properties influence
the results of the algorithms. The difference between datasets
is always smaller for IR-MAD, compared to CVA.

Overall, the algorithms tend to perform somewhat simi-
larly, recall being the exception. For recall, IR-MAD shows a
recall value of approximately 0.18 higher than CVA in the
LEVIR-CD resolutions. This indicates IR-MAD performs
better at correctly identifying the changed pixels in LEVIR-
CD image pairs. For the OSCD dataset sampled at 20 m/px,
IR-MAD performs slightly worse than CVA in terms of re-
call.

The values for the F-score and precision are overall low.
This indicates that the algorithms do not perform well at iso-
lating the changed areas. Pixels that are unchanged in the
ground truth tend to be identified as changed.

The accuracy has mean values spanning between approx-
imately 0.7 and 0.9. This indicates that even though the al-
gorithms struggle to isolate the changed area from the un-
changed area, the overall portion of correctly identified pixels
is relatively high.

For the majority of metrics there is a slight, though not
consistent, upward or downward trend over the spatial reso-
lutions. The trends are generally more apparent for IR-MAD
than for CVA. For the F-score, precision, and accuracy there
is a slight upward trend. For FA, there is a slight down-

ward trend. Both of these aspects indicate a slightly improved
mean performance for lower spatial resolutions. Recall shows
a different pattern, but this was elaborated upon previously.

4.2.3 Metric Change Direction per Image
Figure 6 shows the percentages of image pairs for which each
metric showed an in-/decrease, or remained unchanged, in
comparison to the metric value of the same image pair at the
previous resolution. There are no percentages shown for 0.5
m/px and 10 m/px, since they are the first resolutions of either
dataset. The plots provide insight into the progression of the
metric values on a more isolated basis, as they are evaluated
individually per image, and not as a mean.

However, since the values themselves are not plotted, the
precise metric differences cannot be analysed. For this rea-
son, the discussion is held brief and the plots are only restric-
tively taken into account in the evaluation.

For the most part, accuracy, recall, precision and F-score
tend more often to show increase over the resolutions on an
image pair basis. This can be seen in the “increase” frac-
tion being usually above 50%. Exceptions are 1 m/px and
20 m/px for recall (IR-MAD), 8 m/px and 40 m/px for pre-
cision (CVA), and 40 m/px for F-Measure (CVA). The false
alarm predominantly decreases with “decrease” fraction be-
ing above 50%. The percentages show a difference in trends
on a dataset basis.

5 Discussion
The research question will be discussed by investigating
the hypothesis that the pixel-based conventional techniques
utilised in the study will have a tendency to perform better
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Figure 5: Mean accuracy, false alarm, precision, recall
and F-score values for CVA (light grey) and IR-MAD
(dark grey) over different spatial resolutions to provide
an averaged indication on the amount of change that
occurred, if any. From 0.5 m/px to 8 m/px, the values
correspond to the LEVIR-CD test set [12], and from 10
m/px onwards to the OSCD test set (only RGB bands)
[8].

Figure 6: The proportion of image pairs for which each metric showed an increase
(light grey), decrease (dark grey), or remained unchanged (white), in comparison
to the metric value at the image pairs previous resolution. CVA is on the left, and
IR-MAD on the right. The metrics are accuracy, false alarm, precision, recall and
F-score. The plots provide insight into the general progression of metric values on
a more isolated, image pair, basis.
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for lower spatial resolutions in terms of the applied metrics.
Different aspects can influence the performance.

For one, pixel-based methods are more susceptible to clas-
sify noise as change [2]. They face the problem of “salt-
and-pepper noise” [3]. This refers to only partial detection
of change for a changed object due to spectral heterogene-
ity. Another negative influencing factor for CVA and IR-
MAD is that they do not consider the spatial context of a
pixel. The downsampling process here might average noise
out. Therefore, the impact of noise could be higher for the
non-downsampled datasets.

However, an important aspect is that in lower resolutions,
each pixel covers more area on the ground. This introduces
the problem of “mixed pixels” in which one pixel contains
mixed information belonging to different area types or objects
[26]. Mixed pixels could cause the algorithms to be worse at
identifying the corresponding changed areas. Therefore, the
performance could also be negatively impacted for downsam-
pled datasets.

5.1 Trend in False Change Detections

The false detection of “change” for “no change” pixels in the
ground truth is related to the FP rate. The algorithms them-
selves do not use urban-related information. However, the
datasets only label urban-related changes. This discrepancy
between datasets and algorithms, and the false labelling of
noise as change, as well as other factors, can cause the algo-
rithms to detect “no change” pixels as “change”.

The aim is to investigate whether there is a trend in such de-
tections using FA and precision. The FA metric indicates the
portion of “no change” pixels that were incorrectly identified
as “change”. The precision provides the portion of “change”
detections that were correct.

FA slightly decreases over resolutions, but it is more evi-
dent for IR-MAD than for CVA. In the case of CVA, there is
only a noticeable difference between the datasets (correlation
of -0.327 for combined datasets), and not within the datasets
(correlation of -0.058 to -0.031). For IR-MAD on the other
hand, the correlation is generally moderate. It ranges from
around -0.25 for individual datasets to -0.425 when com-
bined. The tendency for IR-MAD to show a decrease in FA is
also visible in the percentage plot with the decrease percent-
age fluctuating around 75%.

The precision tends to increase over resolutions, as seen
in the positive correlations. Again, for CVA, there is only a
difference between the two datasets rather than a noticeable
increase within datasets. Further, a large fraction (≈ 70%)
of images shows a decrease in precision from 20 m/px to
40 m/px for CVA. IR-MAD shows a more visible trend with
correlations of 0.126 (LEVIR-CD), 0.207 (OSCD) and 0.318
(combined).

Therefore, for these datasets and setup, IR-MAD tended
to be more precise in the “change” predictions for lower res-
olutions. From the means it is visible that the difference in
metric values is moderate to low. For CVA, the conclusions
are quite limited. The only conclusion that can be drawn is
that it performed better on the OSCD dataset.

5.2 Trend in Correct Change Detections
The portion of “change” pixels correctly identified as
“change” or, conversely, those incorrectly identified as “no
change” will be studied with respect to the recall metric.
Here, the portion of additional incorrectly identified change
is not considered. Therefore, precision and FA are not rel-
evant. Analysing how well the algorithms identify urban-
related changes can also be done by investigating recall, since
the datasets both only label urban-related changes.

Overall, the correlation values for the recall are mostly low.
For IR-MAD, there is a slight dip in performance for the
OSCD dataset sampled at 20 m/px. This can also be seen in
the fact that the majority of images showed a decrease rather
than an increase in recall (≈ 75%). With recall correlations
of 0.055 (LEVIR-CD), 0.025 (OSCD) and 0.023 (combined)
no trend can be found for IR-MAD. One interesting obser-
vation is that the mean recall values are close together at the
transition from the LEVIR-CD dataset to the OSCD dataset.

For CVA on the other hand, a moderate correlation of 0.3
is found for the OSCD dataset. Even though a slight trend
in the means can be seen, the correlation for the LEVIR-CD
image pairs is low (0.087). For the combined datasets, it is
0.162. This indicates that here, CVA tends to identify more
of the “change” pixels as “change” when decreasing the reso-
lution in OSCD. It also shows that the impact depends on the
dataset.

An important observation is that IR-MAD outperforms
CVA in the mean recall values for the LEVIR-CD dataset.
This could be because the pre-processing for CVA is limited
to a simple standardisation of band values. More limitations
of this aspect will be discussed in section 6. However, due
to the restrictions of the project, no specific reason for the
behavior could be identified with certainty.

5.3 Trend in Overall Performance
The overall performance of the algorithms on the datasets
with the presented setups is low. This is evident from the low
precision values, and in the mean recall values. The low pre-
cision can be due to the discrepancy between datasets and al-
gorithms in whether urban-related information is considered.
However, the recall value is also not high. Therefore, they are
only able to partially identify the changes in general.

The mean accuracy ranges from approximately 0.7 to 0.9.
Therefore, the percentage of correctly identified pixels is rel-
atively high. However, it does not take the balance of labels
into account. Both datasets have mostly “no change” pixels.

In reference to the initial research question and the investi-
gated hypothesis, the main conclusions are as follows. The al-
gorithms show a general tendency towards improved metrics
when decreasing the resolution, to varying degrees. Within
datasets, the absolute mean differences are low. The varying
properties of the datasets have a clear influence on the met-
ric values. Overall, the causes of the trends in the data need
to be investigated more thoroughly, since various factors can
influence them.

For CVA, there are no clear overarching trends within
datasets that take all metrics into account, with noticeable dif-
ferences between datasets. For IR-MAD however, there are
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more consistent trends showing improvement for lower reso-
lutions. The exception is the recall, so the correct detection
of “change” pixels.

6 Limitations and Future Work
Overall, the main limitation is the rather small size of the ex-
periment. In the following, the limitations to the presented re-
search and methodology along with avenues for future work
will be presented.

One central limitation to the experimental setup is that it
should be extended by more advanced pre-processing steps.
As mentioned in section 3, CVA is applied after a rather sim-
ple standardisation step. This choice was made at the be-
ginning of the project, and an adjustment is not possible be-
cause of the limiting time frame. Pre-processing usually in-
volves more complex radiometric and atmospheric normali-
sation or correction procedures to account for varying factors
between the images (e.g., illumination, atmospheric condi-
tions) [1, 13, 15]. Further, standardisation could influence the
results in unforeseen ways, if the data is not normally dis-
tributed [16]. It is expected that the results for CVA could
be improved and influenced by applying more advanced pre-
processing steps. For IR-MAD the normalisation is not nec-
essary, since the algorithm is invariant to relevant transforma-
tions.

Moreover, the size in pixels of the input images is not taken
into account during the analysis. The reduced image sizes
after downsampling are expected to have an impact on the
results in addition to the resolution itself. To estimate the im-
pact, a secondary experiment would need to be conducted.
For example, this could be done by cutting the images into
parts, taking the sections as input for the algorithms, and cal-
culating the metrics by “re-assembling” the images. Here,
this was also not possible due to the restricting time frame.

Another factor for the interpretation is the influence of la-
bel balance and amount of “change”/“no change” pixels. For
example, if there are only two “change” pixels, one of which
is correctly detected, the recall would be 0.5, though the in-
formation gained from that value would be limited.

As shown in the results, the algorithms themselves do not
perform well on the datasets. They tend to detect more pixels
as changed than the actual changed areas in the ground truth.
In addition to the previously mentioned pre-processing limi-
tations, this can partly be because of the simplicity of the al-
gorithms themselves. The generalisability of the conclusions
presented here is also limited since other algorithms might
show different behavior.

Therefore, it is of interest to replicate the workflow
with more complex algorithms in order to compare the re-
sults to those presented in this work and to be able to
draw more nuanced conclusions. Apart from other algebra
or transformation-based algorithms, or adding conventional
classification-based algorithms further possibilities include:

• Object-level algorithms: These are less susceptible to
the negative effects of “salt-and-pepper noise” [3]. How-
ever, they face different problems than pixel-based meth-
ods. Therefore, it would be of interest to investigate how
they are influenced by a downsampling process.

• Pixel-based methods with spatial information: For
example, an algorithm is developed by Kondmann et al.
[22] that takes the context of a pixel into account. Since
the downsampling influences the spatial context as well,
it would be interesting to analyse how well it performs
for varying spatial resolutions.

• Algorithms with information based on indices: There
exist calculations on spectral bands that provide seman-
tic information, referred to as indices. Various built-
up indices are presented and discussed in a paper by
Valdiviezo-N et al. [27]. Algorithms using semantic in-
formation could improve the performance of the simple
CVA and IR-MAD methods presented here.

As outlined in previous sections, the usage of two differ-
ent datasets limits the conclusions that can be drawn from
the combined data due to varying dataset properties. Addi-
tionally, the factor of only including two datasets with non-
overlapping resolutions influences the generalisability of the
results. Due to the influencing factors of dataset-specific
properties, the same setup with other datasets could show dif-
ferent patterns.

7 Conclusions
The research question “How does spatial resolution impact
non-classification conventional pixel-based techniques in the
urban change detection context?” is investigated by conduct-
ing an experiment involving the initial and multiple down-
sampled resolutions of the LEVIR-CD dataset [12] as well as
the OSCD dataset [8]. The initial hypothesis is that the CVA
and IR-MAD algorithms would have a tendency to perform
better for lower spatial resolutions in terms of accuracy, false
alarm, recall, precision, and F-score.

Varying degrees of trends towards improved metric values
for lower resolutions are found. The metrics show a dif-
ference between the LEVIR-CD dataset and OSCD dataset,
indicating influence of dataset-specific properties. Within
datasets, the absolute differences in the averages of metrics
are low. The conclusions differ for CVA and for IR-MAD.
In the case of CVA, the correlation between metrics and spa-
tial resolution is low per individual dataset. A clear increase
in metric-specific performance is largely only observed when
transitioning from LEVIR-CD resolutions to OSCD resolu-
tions. Compared to CVA, the correlations within datasets for
IR-MAD are mostly higher. The recall is an exception, show-
ing only low, though positive, correlations for IR-MAD.

A central limitation of the research is the small size of the
experiment, resulting in limited knowledge on the causes for
the observed trends. Further research is deemed necessary
to investigate influencing factors such as image sizes. Addi-
tionally, the experiment should be extended by pre-processing
steps and including different datasets or types of change de-
tection algorithms.

8 Responsible Research
Reproducibility is a central aspect of responsible research.
The primary reason for the importance of reproducible re-
search is that it makes the presented results verifiable. A
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reproducible methodology also enables other researchers to
replicate the workflow, and to build on the work more easily.
Ethical aspects of the work will be considered in the follow-
ing section as well.

8.1 Datasets
Both datasets can be openly accessed at the time of writing
(that being June of 2024). The LEVIR-CD dataset [12] is
available at https://chenhao.in/LEVIR/. The dataset consists
of Google Earth image pairs, and the changes are labeled,
as well as double-checked, by experts. The paper present-
ing LEVIR-CD has been cited more than 700 times, and the
dataset is an often-used benchmark in the field. These aspects
highlight the credibility of the dataset.

The OSCD dataset [8] is accessible on the IEEE DataPort
[28]. It is published under a Creative Commons license. The
image pairs are obtained from the Sentinel-2 satellites. Such
data can be openly accessed. Similarly to LEVIR-CD, the
ground truth labels are annotated manually, and only consider
urban related changes.

It is safe to assume that both datasets are composed of eth-
ically obtained image pairs. Both LEVIR-CD and OSCD use
data which is accessible to the public, and usable for aca-
demic purposes. Generally speaking, a large part of raw and
processed remote sensing data is openly accessible.

8.2 Methodology and Code
Generally, the methodology is explained in sufficient theo-
retical and practical detail such that the experiment can be
replicated and built upon. The change detection toolbox [24]
written in MatLab is published under the “Anti 996” license5

as well as partially under the MIT license6. Both licenses are
made to comply with open source standards, with the “Anti
996” license adding restrictions on the adherence to labor
laws. The toolbox repository is openly accessible on GitHub
at the time of writing (June of 2024).

To make reproducibility possible, the full code of the study
presented in this paper is made openly accessible at: https:
//github.com/fa-fie/bsc-research-project.

Unfortunately, as with any type of code, no guarantees can
be made about the code being bug-free. Specifically, detect-
ing bugs in the change detection toolbox would be difficult.
The reasons are it being external code, as well as the limited
knowledge of algorithms and of the programming language
MatLab at the start of the project. However, no influencing
bugs are known.

8.3 Ethical Considerations
Since the algorithms themselves show only a low precision,
the main ethical implications of the experiment are in its lim-
itations. These are discussed in section 6. Due to the limited
generalisability, the experiment should be extended and repli-
cation studies should be performed.

Moreover, there are some general ethical implications spe-
cific to Earth observation and remote sensing data, which are

5See https://github.com/kattgu7/Anti-996-License, accessed
03.06.2024.

6See https://opensource.org/license/mit, accessed 03.06.2024.

used as input to the algorithms. A recent recommendation
paper from December 2023 by the Climate and Societal Ben-
efits Subcommittee of the National Space Council Users’ Ad-
visory Group in the United States is taken as reference [29].
It discusses aspects specific to space data ethics, and argues
why the subcommittee believes the development of a frame-
work for such ethics is necessary.

A central concern is that remotely sensed data is usually
“dual-use” [29], which is also the case for when change detec-
tion is applied to it. This means that it can inherently be used
both for good-intentioned as well as ill-intentioned purposes.
In the context of change detection this could for example be
(1) gauging the impact of a natural catastrophe to find which
regions need the most help; or (2) tracking the positions of
potentially vulnerable groups.

Here, it is therefore argued that the ethical implications of
remote sensing data applications need to be analysed on a
case-by-case basis, since they can vary largely between sce-
narios. The application of change detection algorithms to data
should be considered with a perspective on how it affects peo-
ple in the real world outside of the theoretical context of the
study.
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Appendix A : Details on Exclusion of NaN
Values
This appendix lists the image pairs that are fully excluded
from the evaluation as a result of having NaN values for some
metrics and resolutions. It concerns 16 images of the LEVIR-
CD dataset that do not contain any “change” pixels for some
or all resolutions. In such a case, the recall and F-score cannot
be calculated as it would require division by zero.

Table 3 lists the first resolution with no “change” pixels
for each excluded image pair. Because of the downsampling
process, images that initially contain few scattered “change”
pixels can have no “change” pixels in lower resolutions, and
are then fully excluded from the evaluation.

Image pair First resolution with
no “change” pixels

test 60 0.5 m/px
test 62 0.5 m/px
test 64 0.5 m/px
test 65 0.5 m/px
test 66 0.5 m/px
test 99 0.5 m/px
test 108 0.5 m/px
test 117 0.5 m/px
test 122 0.5 m/px
test 125 0.5 m/px
test 59 8 m/px
test 61 8 m/px
test 128 8 m/px
test 88 8 m/px
test 95 8 m/px
test 99 8 m/px

Table 3: For transparency, this table details the excluded image pairs
and the resolutions at which they first have no “change” pixels.

The image pairs were fully excluded since otherwise dif-
ferent sets of image pairs would be considered between met-
rics and resolutions, complicating the comparison. The exclu-
sion of the image pairs of course has an impact on the result-
ing values and trends in metrics. The time constraints of the
project made it not possible to conduct an additional analysis
of the excluded non-NaN values to estimate the impact.

Appendix B : Usage of ChatGPT
This appendix provides context on the usage of ChatGPT for
the project. It covers the exact prompts used, as well as to
which extent they were taken into account during the project.
Overall, ChatGPT was used in a limited manner. It was not
used to write or re-write text.

9.1 Content Related Questions
9.1.1 CVA Band Standardization
The most impacting usage of ChatGPT was for argumenta-
tion about the CVA band standardization in the paper. The
standardization was already decided upon, and the experi-
ment was already conducted before asking the questions. The

initial reasons for using the standardization were critical re-
flection on the topic area, as well as it also being used in an
ESA software [17].

The references provided by ChatGPT were either not ac-
cessible online, or only mentioned (radiometric) normaliza-
tion, not standardization. Therefore, no scientific paper could
be found that uses the same setup. The answer of ChatGPT
resulted in the inclusion of the following arguments: (1) equal
contribution of different spectral bands; and (2) limiting ef-
fects of varying light conditions. The answers were critically
reflected upon, and the limitations of only using standardiza-
tion are discussed in the paper as well.

The following questions were asked, in the same order:

“Suppose Change Vector Analysis is used with multiple
image bands. Should the image bands be normalized
(standardised)? In any case, can you provide me refer-
ences for your answer that I can use to follow-up on the
information?”

“Can you provide more specific resources that tackle z-
score standardization for CVA?”

“It seems that relative radiometric normalization is some-
thing that is more regularly used. Is z-score standardiza-
tion still valid to use, and can you provide references?”

“Is z-score standardization also useful when considering
varying atmospheric conditions in CVA?”

“I rather meant, varying lightness/darkness conditions for
the overall image.”

9.1.2 Confirmation of OTSU with IR-MAD
ChatGPT was asked concerning the usage of OTSU with IR-
MAD. However, this was after the experiment was already
conducted and the choice was made for already decided rea-
sons. Therefore, the answer is not used as reference, and it
does not influence the content of the paper. It was asked more
as brief confirmation, though it is included here for trans-
parency and completion. ChatGPT argued that OTSU is suit-
able, though of course, the answer requires critical reflection.

“Do you know the IR-MAD algorithm for change detec-
tion?”

“Suppose the IR-MAD algorithm is used for bitemporal
binary change detection. After it is applied, a threshold-
ing algorithm/simple theshold should be applied to get a
binary ”change”/”no change” map. Do you think that the
Otsu thresholding technique is suited for this?”

9.1.3 Anti-996-License
The following question was asked to gain an understanding
of the context for the Anti-996-License. However, the answer
has not been taken as reference for the final text. Only the
actual license has been taken as final reference.

“Do you know the Anti-996-License?”

9.2 Code
ChatGPT was used to set the edge colors of specific plots,
namely the plots of the mean metric values. A few lines of
code were taken from the answers, that being a loop iterating
through the edges to set the colors individually. The following
prompts were used:
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“I am using matplotlib in Python. Why is there an edge
that is grey (like my grid) which I cannot change? I am
also trying to set the edge of the figure to black, with the
grid being grey. I am using ax.patch.set_edgecolor,
however it only creates lines underneath the outline in
grey.”

“Why does ax.patch.set_edgecolor not work?”

Additionally, it was used to have different y axes left and
right of the correlation matrices, resulting in including a few
lines of code referencing the following prompt:

“Can I have different labels on the left and right side for
a heatmap in Seaborn and Matplotlib?”

9.3 Formatting Latex
For formatting a figure spanning two columns in Latex, Chat-
GPT was taken into account. It resulted in the usage of the
stfloats package. The prompt was as follows:

“I have a Latex document with two columns, and want
an image to appear on the bottom of the page spread over
two columns. \begin{figure*}[b!] does not work, and it
appearson the last page of the full document. What can I
do to fix it.”
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