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Summary

Modern Digital Surface Models (DSMs) are highly detailed and cover large areas. This brings great
advantages for applications such as flood modeling, crisis management and 3D city modeling. Unfor-
tunately, and despite recent developments on this subject, current methods are unable to fully take ad-
vantage of modern DSMs. First, because of their huge data volume. And second, because conventional
methods use only 2.5D data-structures and algorithms. As a result of the latter, valuable 3D information
that is present in modern DSMs is ignored.

This research aims to develop a methodology for the analysis and generalisation of modern DSMs
that uses truly 3D data-structures and algorithms. It will be based on the Medial Axis Transform (MAT),
a compact descriptor of the geometry and topology of shapes. It is the hypothesis of this research that
the MAT can facilitate truly 3D analysis and generalization of modern 3D DSMs, through the definition
of features (significant and application dependent surface characteristics) based on the geometrical and
topological properties of the MAT.

The appropiate algorithms and data-structures will be designed, prototyped and robustly imple-
mented. To support this process, a number of case studies will be performed, that each focuses on
a distinct and practical application for which conventional 2.5D data-structures and algorithms have
proven to be unsatisfactory.
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Chapter 1

Introduction

1.1 Motivation

With recent advances in remote sensing technologies such as LiDAR, photogrammetry and multi-beam
echo-sounding we are able to acquire geometric data of the Earth’s surface in unprecedented quan-
tity and accuracy. The resulting Digital Surface Models (Digital Surface Model (DSM)s) have a broad
range of applications such as flood modeling, dike monitoring, crisis management and 3D city model-
ing [Snyder, 2013]. One of the fist LIDAR-based DSMs with national coverage was the Dutch Actueel
Hoogtebestand Nederland (AHN). Its current iteration (AHN2) offers an average point density of 8 points
per square meter, and peaks at several tens of points per square meter in urban areas, totaling up to
hundreds of billions point measurements for the whole of the Netherlands [ahn]. Furthermore, AHN3
will be an even richer dataset with (at least) additional point attributes such as intensity, echo count and
more classifications. Obviously, the wealth of data that results has big potential for the aforementioned
applications.

However, it proves challenging to efficiently manage and process huge DSMs such as AHN2. Two
not entirely unrelated issues can be identified here. First, because modern DSMs are so huge, they do
not fit in a computer’s memory [Isenburg et al., 2006a]. As a result, many of the conventional software
tools are extremely inefficient with large datasets, or even refuse to finish processing entirely. And sec-
ond, in GIS, a DSM is commonly treated as a 2.5D surface such as a raster or a TIN. While this alleviates
memory requirements and simplifies computation, it comes at the price of a significant loss of infor-
mation because 2.5D data structures are simply unable to completely represent data that is in fact 3D
(see Figure 1.1). Consequently, the information that is lost during conversion from precise and fully 3D
point clouds to (approximate) 2.5D surfaces, is no longer available for any subsequent processing. This
issue is even more critical for non-aerial, i.e. mobile mapping, pointclouds.

The issue of handling huge DSMs with limited resources has attracted the attention of a number of
researchers. Isenburg et al. [2006a] introduced the streaming paradigm for massive point clouds. They
convincingly demonstrated that operations, such as rasterization or triangulation, that require only lo-
cal information in the DSM, can be performed with great efficiency for huge DSMs on a regular laptop
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(a) Actual boundary (b) Boundary after 2.5D projection

Figure 1.1: Profile view of a DSM. Information is lost when the surface must be uniquely projectable to
a horizontal plane.

computer. This technique is now widely used in industry and has been integrated in major GIS pack-
ages such as ESRI's ArcGIS. Other researchers have applied external memory techniques, for instance
for the realtime visualisation of massive DSMs [Kreylos et al., 2008]. Furthermore, industry-backed re-
sources are being invested in the development of new Open Geospatial Consortium (OGC) standards
that facilitate the implementation of complete ICT infrastructures that handle the data management,
dissemination, processing and visualization of massive point clouds [esc]. Thus, although software for
managing huge DSMs may not be ubiquitous in practice just yet, the appropriate techniques do exist and
are becoming increasingly available.

Nonetheless, the misuse of 2.5D data structures and algorithms for the processing of modern 3D
DSMs persists. Let us, for example, look at thinning, a common DSM operation. Thinning reduces the
number of elements (points, triangles or pixels, but I will talk about points from here on) that represent
a DSM, preferably while preserving any defining surface charactistics (features) as well as possible. This
may be one of the first steps in a DSM processing pipeline, since it will reduce the amount of CPU
time (and thus money) required to execute the remaining part of the pipeline. Standard approaches
implemented in Geographic Information Science (GIS) packages, such as ArcGIS, include random or
n'" point selection, constraining the number of points contained by a moving rectangular window, and
variants of TIN decimation (similar to Lee [1989]). The first two are, because of their simplicity, quite fast
to execute, but they treat all points equally, because the chance of removal is equal for every point. Yet,
some points are more valuable than others, that is particularly true for points that describe significant
surface features, which in addition may be sparsely sampled. The thinning operator should therefore
attempt to preserve these points, and prioritize the removal of points that are relatively unimportant (for
example in large planar regions). Thinning based on TIN decimation actually attempts this, albeit from
a 2.5D perspective. In TIN decimation, points are assigned an importance value based on the vertical
variation of their local neighbourhood and the least important points are the most likely to be removed.
Although this method is much more expensive than the earlier two, it gives much better results, typically
removing more points while staying closer to the original surface [Crawford, 2013]. Unfortunately, as
noted by Crawford [2013], this method should only be used for LiDAR based DSMs with 1%-return
surfaces (thus ignoring any following reflections for the same laser pulse due to penetrable surfaces
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(a) Early illustration of the 2D MAT (consisting of edges  (b) The 3D MAT (right) of a surface model of a hand (left)
and points) of two ‘lanthropomorphs’ [Blum, 1967]. consists of faces, edges and points [Amenta et al., 2001].

Figure 1.2: The Medial Axis Transform (MAT)

such as trees or glass). In other words: when the DSM features actual 3D geometries, problems arise.
This is due to the planar triangulation that takes place during TIN decimation, which assumes that the
input DSM is 2.5D. It clearly demonstrates the need for practically feasible DSM operators that treat the
input DSM as truly 3D.

The Medial Axis Transform (MAT) is a shape descriptor that compactly represents both the geom-
etry and the topology of shapes (see Figure 1.2). It is formally defined as the set of maximally inscribed
(or medial) balls of a shape. The MAT was originally introduced by Blum [1967] and has found numerous
applications in fields that deal with geometric structures, such as cosmology, geomatics, architecture,
visual arts, computer vision and biology [Siddiqi and Pizer, 2008]. Consequently, it is a proven and es-
tablished method for the analysis and recognition of shapes. Matuk [2006] researched the applicability
of the MAT for feature-based terrain simplification. The core idea was to use the MAT to hierarchically
decompose the terrain into features (such as summits, valleys and ridges) at different scales and to retract
the corresponding skeleton branches to achieve selective feature generalisation. While the methods he
implemented are based on a 2D approximation of the 3D MAT and seem to require continuous manual
intervention, Matuk succesfully demonstrates that the MAT can be a valueable tool in the simplification
of terrain models. His main result was that his method allows for very specific feature removal (gener-
alisation) without significantly disturbing global surface characteristics such as the drainage network.
This supports the idea that we can use the MAT to 1) decompose a DSM into a set of features at different
scales, 2) conveniently traverse those features by using the topology of the MAT that connects them and
3) generalise a DSM by altering the configuration of MAT branches. Furthermore, if this could be done
based on the 3D MAT, we may have a good candidate framework for the analysis and processing of
modern 3D DSMs. Unfortunately, up untill recently, the algorithms to approximate the 3D MAT were
hampered by problems of robustness and scalability. But, due to a recently developed algorithm by Ma
et al. [2012] and Jalba et al. [2012] (see Figure 1.3), a simple, robust and scalable implementation of the
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(a) Synthetic dataset and point approximation of its inte-  (b) Synthetic dataset colored by local features size, a mea-
rior 3D MAT (in red) sure of importance based on the MAT.

Figure 1.3: Approximating the 3D MAT using an own implementation of the shrinking ball algorithm
by Ma et al. [2012]

3D MAT is possible now. Thus, a renewed exploration and an extension of the ideas that were originally
coined by Matuk are justified.

1.2 Objectives

The goal of this research is to develop and prototype a robust and fully 3D method for the analysis and
generalization of DSMs based on the 3D MAT. The hypotheses are that the 3D MAT gives the means to

1. enable a truly 3D analysis of modern DSMs, and

2. define DSM features using the geometrical (medial ball radii and geometry of MAT points) and
topological (branch connectivity and correspondence between surface and MAT points) informa-
tion encoded in the MAT.

The main objectives of this research are thus to investigate how the MAT can be used to perform:

1. DSM analysis, i.e. to compute importance measures on the DSM and to use these to recognize
and identify application-specific features.

2. DSM generalisation, i.e. to simplify or to selectively remove application-specific features.



Chapter 2

Related work and background theory

2.1 State of the art in Digital Surface Models

We use geographic data models to represent what Goodchild [1992] calls geographical reality: empirically
verifiable fact about the real world. These data models are limited representations of reality, constrained
by the finite, discrete nature of computers. Through the use of such data models we are able to analyse
and interpret geographical information on natural and artificial features in the terrain [Zhou and Zhu,
2013]. I define the Digital Surface Model (DSM), as an elevation model of the bare ground surface plus
objects on top of it, thus as it is measured initially by Lidar for instance. In contrast, a Digital Terrain
Model (DTM) represents, according to the definition I use here, just the bare earth surface, thus without
any object such as vegetation and human-built structures on it [Li et al., 2010]. When considering DSMs,
the Triangular Irregular Network (TIN) and especially the gridded Digital Elevation Model (DEM) have
proven to be the most popular models over the last decades. These are classically seen as a discretization
of an elevation field: an infinite set of tuples (x, y, 1) that assign an elevation  to a location (x, y) [Good-
child, 1992]. Since a (x, ) location in the field only has one unique elevation assigned to it, the field can
not be used to represent true three-dimensional topographic features such as caves, overfolds or verti-
cal walls. For this reason a field is said to be single-valued or 2.5D; only two of its spatial dimensions
are independent. As argued by van Kreveld [1997], the choices for particular DSM and the algorithms
to process it (e.g. viewshed analysis, contour extractions, and terrain simplification) are interwoven.
The design of an efficient algorithm and the choice for a terrain model, and also the data structure that
implements it, go hand in hand.

DSM
an elevation model of the bare ground surface plus objects on top of it.

Gridded DEM
a regular square grid of elevation values. Usually stored as a simple two-dimensional array in
computer, where each element represents a pixel. The interpretation of a pixel varies, it can be
interpreted as an area or as a point, and this is not always handled consistently [Fisher, 1997].
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Furthermore, disadvantages include a rectangular data array regardless of the morphology of the
surface and under- and over-sampling of different parts of a diverse study area [Pike et al., 2009].
However, because it is so trivial to use, it has become ubiquitous. DEMs are the prime object of
study in the field of geomorphometry; the science of quantitative land-surface analysis, which has
the goal of extracting parameters (descriptive measures of surface form, such as slope, aspect,
or wetness index) and objects (discrete spatial features, such as watershed lines, alluvial fans, or
drainage networks) from DEMs [Pike et al., 2009].

TIN
a finite set of points stored together with their elevation. As opposed to the DEM, the points need
not to lie in a particular pattern and the density may vary. A planar triangulation is defined on the
2D projection of these points, and every triangle usually defines a linear interpolation between its
three defining points.

2.1.1 3D Surface Models

As a result of advances in data acquisition techniques such as Lidar, point clouds (collections of points
in 3D space) have become a primary source for the creation of detailed TINs and DEMs. But, a point
cloud often contains information that can not be represented using the 2.5-dimensional field definition,
upon which both the DEM and the traditional TIN are based. For example in the case of over-folded
geological structures, buildings with balconies or simply buildings with vertical walls. When such a
3D point cloud is converted to a 2.5D gridded DEM or a TIN, this information is therefore lost and
can no longer be used in any future analysis. However, it is possible to extend the definition of the
TIN and the DEM to fully support 3D surfaces. In fact, a TIN is trivially extended to 3D by simply
removing the condition that it needs to be projectable to the (x,y)-plane. This is commonly called a
surface mesh, and it would not require any change in the data structure (but algorithms to process it
are more complex). Methods exist to compute surface meshes automatically from aerial imagery [Haala
and Kada, 2010]. A gridded DEM can also be extended to 3D by adding a third axis to the grid. This is
called a voxel grid, and, if we naturally extend the definition of a pixel, each voxel (or volumetric pixel)
is now a volumetric object. That is quite different from a polygonal mesh, which does not explicitly
model volumetric elements; it only explicitly models the boundary (surface) of objects. Instead, the
triangular counterpart of the Voxel grid is called a tetrahedralisation [?], which consists of tetrahedra
decomposing the volume. Furthermore, the point cloud itself could also be considered a kind of three-
dimensional DSM. Although, it lacks the connectivity of the earlier described models, and therefore does
not really define a surface explicitly (note that it is much less trivial to reconstruct 3D surfaces as opposed
to 2.5D surfaces, see for instance Heckbert and Garland [1997]). It is, however, arguably the simplest
representation for a three-dimensional DSM imaginable, resulting in lower storage requirements when
compared to for instance a polygonal mesh.
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BND

Figure 2.1: Comparison of watershed delineation algorithms based on Morse complexes by Magillo et al.
[2009]. While all of them may look plausible, it is not easy to say which result is best.

2.1.2 Finding and reconstructing features in the terrain

This section lists a number of existing methods to extract features from a DSM or DTM. What is a
feature? That depends stronly on the application of the method. Geometrically, a feature can be a point,
a line, a surface, or a mixture of these.

The geometry or morphology of landscapes has been studied comprehensively since the nineteenth
century [Wood, 1996]. It is commonly based on the computation and identification of simple geometric
point and line features in the surface, such as local extrema, saddle points, ridges and ravines. These
features are topologically related in a certain way, and this topology can be expressed in a graph which
decomposes the terrain into different regions, with the simple features at the boundaries. More complex
features, such as watersheds, can be identified through the analysis of such a graph ( see for instance
Magillo et al. [2009] and Figure 2.1). These methods are rooted in Morse Theory [Edelsbrunner et al., 2001],
and can be implemented using a gridded DEM [Wood, 1996] or a TIN [Magillo et al., 2007]. It should
noted that, while the results of these algorithm may appear to be plausible, different algorithms can give
significantly different results (e.g. watershed delineation) for equal inputs [Magillo et al., 2009]. Related
to this are methods that decompose the terrain based on contour lines [Kanade, 1994; Van Kreveld et al.,
1997]. Based on how contour lines split and merge as a function of the elevation, the contour tree is
constructed. Gauch and Pizer [1993] performs shape-based segmentation in a DEM using the intensity
axis of symmetry, which is based on the MAT.

Recently, there has been a large interest for the automated extraction of building models from var-
ious types of input data. These methods typically deliver (textured) surface meshes for urban areas.
Haala and Kada [2010] and Musialski et al. [2013] describe recent developments on this topic, which has
applications in the entertainment industry (movies and games), digital mapping (Google earth, Apple
Maps and Bing Maps), urban planning (e.g. line of sight analysis), and training and simulation (crisis
management). Different methods differ in the type of input data that is used (Lidar and/or photographic
imagery, either ground-based or aerial), the quality of input data, and the degree of automation. Clearly,
the quality of the result depends on the quality of the input data. Furthermore, some methods also ex-
ploit the availability of building footprints, others sometimes derive these automatically. Haala and
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Figure 2.2: Urban reconstruction approach from Lafarge and Mallet [2012]

| OUTPUT

Kada [2010] identifies three main approaches for the reconstruction of buildings and their roof shapes.
First, by assuming that buildings are simple shapes that can be represented using parametric shapes,
whose parameters are estimated from the input data. Such an assumption may hold for most buildings
in a dataset, but is also dependent on the country and what a common building looks like. Second, re-
construction can be performed based on a three step approach of segmentation, feature recognition and
modelling. That means to segment for instance a point cloud into shapes, such as planes, spheres, and
cylinders, detect topological relationships (boundaries) between these segments, and finally, to infer a
geometric model from this information. Third, reconstruction by DSM simplification based on highly
detailed surface meshes. The goal here is to simplify this DSM, by reducing the number of faces, while
preserving the shape properties of man-made structures through the incorporation of constraints that
are driven by planes, spheres, cylinders and cones that are detected in the input model. The edges of
these shape primitives are preserved though out the simplification process, which is based on collapsing
edges. While this classification is insightful, I believe they are in some cases overlapping. Notably, all
approaches (rightly) presume certain conditions on how a building is supposed to look like. I think it is
important to recognise the presence of this semantic knowledge in the modelling approach itself. Some
approaches, such as the one by Lafarge and Mallet [2012] (see Figure 2.2), are also able to reconstruct
parametrized vegetation.

As a concluding remark, It seems that a single universal definition of features in the DSM does not
exist. One class of methods focuses on the recognition of natural landforms (geomorphometry), but it
turns out to be quite difficult to objectively and precisely decompose a (generic) terrain into different
landforms (see also Evans [2012]). On the other hand, we have the urban reconstruction algorithms that
(at best) distinguish between bare-earth, (some types of) buildings and vegetation. These algorithms are
specifically designed to extract building geometries, and impose semantic rules in the process of doing
this. Finally, the results of both of these classes strongly depends on the quality and the form of the
input.
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2.1.3 Terrain simplification

DSMs are potentially large datasets, i.e.: they may represent a large region with high detail (densely
sampled). For various reasons, but mostly to make them more manageable, it is wished to reduce the
storage size of these datasets. The objective of terrain simplification is to minimise the the number of
vertices in a DSM while staying as close as possible to the shape of the initial model. A TIN or a surface
mesh is best suited for this form of simplification, since it has adaptive resolution: a simplified TIN
has just enough vertices to model every phenomena it represents within a given tolerance. This means
more vertices in regions of high variability and less vertices in (planar) areas of small variability, which
is not possible with a gridded DEM. Tam and Heidrich [2002] call this mesh-simplificaction, as opposed
to feature or shape-simplification which simplifies or generalizes a shape by selectively removing distinct
features. Compare Figure 2.16 to Figure 2.19.

Garland and Heckbert [1995] conduct a comprehensive survey of numerous existing terrain, i.e.: el-
evation fields, simplification methods developed by researchers from various fields in science. They also
propose their own fast algorithm to approximate height fields. It is based on a very simple local metric
of judging the importance of a point, first used by Lee [1989] who proposed a comparable algorithm
(he named it the drop heuristics algorithm), that in terms of approximation quality outperforms more
complicated metrics. This metric is defined as the vertical (elevation) difference of an input point with
the triangulation without that point at the same location. This metric calculated for all input points after
which either the point with the biggest difference is added to an initial minimal triangulation that covers
the data extent (this the refinement approach) or the point with the smallest difference is dropped from
a complete triangulation of all points (the decimation approach). That step is repeated until a pre-set
threshold of elevation difference is reached. As pointed out by Lee [1989], Garland and Heckbert [1995]
and van Kreveld [1997] this results in a high quality approximation of the sampled field with only a
limited set of vertices that is also a Delaunay triangulation.

Garland and Heckbert [1997] propose a truly three-dimensional simplification algorithm for polyg-
onal surface meshes (see Heckbert and Garland [1997] for a survey of such methods), which as demon-
strated in the same paper also works well for terrain models. The quadric edge contraction algorithm
that they propose is based on a metric that is defined for each vertex as the sum of squared distances
of the vertex to the planes that are spanned by the triangles incident to that vertex. For every edge in
the triangulation the sum of this quadric metric for its incident vertices is calculated. And by minimis-
ing this sum, the location of a new vertex follows. The next step is to perform the edge contractions
(replacing its two initial vertices with a single vertex that minimises summed quadric errors) for the
edges for which the quadric error is the lowest. Evidently, every edge contraction also implies a local
re-triangulation. This process is continued until only a preset number of triangles is remaining. The
quality of resulting geometry in terms of approximation of the initial model is arguably better than the
earlier described simplification algorithm, because quadric edge contraction is based on a fully three-
dimensional metric and also optimises the location of new vertices, whereas drop-heuristics is just based
on a one-dimensional metric and does not perform any optimisation often vertex location.

The amount of detail in the surface model that is required for a particular application may vary.
Garland [1999] describe a number of discrete and continuous multiresolution models: hierarchical struc-
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Figure 2.3: Terrain simplification with preservation of a user-defined break line [Kho and Garland, 2003].

tures that represent multiple levels of simplification for a given surface mesh. This makes it easy to
obtain the preferred level of simplification for a given application, or to switch (continously) between
different levels of detail. Of course, there is always a tradeoff between the quality and the computation
time of a simplified mesh, and the various available methods give different compromises to this regard.
Furthermore, some features which have a higher level or semantic meaning, such as ridge lines in a
terrain model, can be difficult to preserve using an automated method. Therefore, Kho and Garland
[2003] propose a user-guided simplification procedure that allows the user to indicate what features are
important and need to be preserved during the simplification process (see Figure 2.3).

2.1.4 Dealing with huge datasets

Massive DSMs are now ubiquitous in geomatics. In fact, they are so large that they do not fit in a com-
puters main memory, which makes it impractical to use many conventional algorithms. Therefore, some
researchers have focused their efforts on the development of algorithms that are optimised to work ef-
ficiently with these huge datasets. As described in Isenburg et al. [2006a], some of the main strategies
to do this are: divide-and-conquer, external memory, and streaming. Divide-and-conquer algorithms
divide the input into parts, which are processed independently, and then put back together. Difficulties
with these algorithms are: choosing the right way to cut the input, tedious programming may be require
to communicate across cuts, and possibly poor-quality results near the cuts. See for instance the work
of Constantin et al. [2010]; an approach simplify large meshes using quadric edge contraction. External
memory algorithms on the other hand, use the hard disk to store temporary data structures (such as
binary trees or octrees), and minimise the number of disk-accesses. Example are the work of Kreylos
et al. [2008] for the visualisation of massive point clouds, Agarwal et al. [2006] for computing DEMs
from point clouds and Arge et al. [2010] for cleaning massive multi beam echo sounding point clouds.
Streaming works by performing a small number of sequential passes over the input data, and processes
the data using a memory buffer whose size is a fraction of the stream length [Isenburg et al., 2006a].
While this limits the range of operators that can be applied —they must be local —memory requirements
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Figure 2.4: Streaming processing employed to extract smoothed contour lines from a massive point
cloud [Isenburg et al., 2006c].

are extremely low. Another benefit is that, since the processed data is immediately outputted, the next
processing step can already commence before the current one is finished (see Figure 2.4). As demon-
strated by Isenburg et al. [2006c] and Isenburg et al. [2006b] streaming can be effectively applied to mas-
sive point clouds in order to e.g. to generate a Delaunay Triangulation, to perform smoothing, to extract
contour lines, or to generate gridded DEMs. While the mentioned algorithms all take point clouds as
input, similar algorithms exist for polygonal surface meshes [Isenburg and Lindstrom, 2005].

Aside from algorithms themselves, datastructures are also important for scalability, both in terms
of storage as in terms of computational cost. Besides, often an algorithm is specifically designed for a
particular datastructure, which means that the input data may need to be converted if it is not already
in that format, which may be a costly operation on its own. As described in Section 2.1.1, a DSM can
be stored using a number of datastructures. They are listed in Table 2.1 that compares the different
datastructures in terms of required storage for equal resolution (defined along one axis, so 4 points/m
would mean 16 points/m?) and otherwise somewhat simplisitic assumptions (e.g. no compression). But
it proves an important point. See Figure 2.5, it illustrates how the total required storage depends on the
resolution. It is obvious that a 3D grid quickly requires massive amounts of storage, since it is actually a
volumetric datastructure, whereas the other datastructures represent only a surface. Clearly, this needs
to be considered when working with a (huge) DSM: two algorithm that both run in linear time are not
equaly scalable if one requires voxel input and the other requires point input.

2.2 Shape analysis and matching

This section aims to provide a short overview of what is important for shape matching (determining
how similar two shapes are), in the context of recognising shapes in a DSM based on the MAT, and is
mostly based on the survey paper by Tangelder and Veltkamp [2008]. Shape analysis and matching is
an important part of the proposed workflow of DSM analyisis (as described in Chapter 3).
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Table 2.1: Comparison of storage requirements for DSM datastructures for a 1kmx1km tile. (with a height
of 100m in case of the 3D grid.)

Type Dimension Storage per element Number of elements Total storage Resolution
2D grid 2.5D 32 bit 61 MB 4 points/m
3D grid 3D 1 bit 762 MB 4 points/m
3D point cloud 3D 96 bit 183 MB 4 points/m
2D TIN (star) 2.5D 288 bit 549 MB 4 points/m
3D TIN (star) 3D 288 bit 549 MB 4 points/m
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Figure 2.5: Storage requirements for a 1000x1000 m? surface tile as a function of a homogeneous resolu-

tion along each axis.
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The process of shape matching requires a shape descriptor: a compact overall description of shape.
A variety of shape descriptors exist, they mainly differ in what they measure (for example point-to-
point distances, volume, curvature or topology), how they represent it (for example as an image, a set of
vectors or a graph), and whether they measure local or global properties of shape. A dissimilarity measure
can be defined that quantifies the similarity between shapes by measuring some notion of ‘distance’
between a pair of shape descriptors. Evidently, the smaller the value of the disimilarity measure, the
more identical two shapes are. The effectiveness of a dissimilarity measure depends on the type of shape
descriptor and may be strongly application dependent. In general, a number of issues can be identified
here:

Discriminative power
how well does a shape descriptor capture discriminative properties of an object’s shape.

Partial matching
graph-based shape descriptors are able to find partial matches: a part of a shape that is similar to
a part of another shape. Figure 2.6b illustrates how a shape can be hierarchically decomposed into
different parts based on the MAT. This is also relevant for the recognition of (natural) feautures
in a DSM.

Robustness and sensitivity
for many application it is desirable for a shape descriptor to be insensitive to noise and relatively
small features on a shape. However, when a descriptor is too insensitve to noise, it is probably
also not very sensitive, which in turns negetively impacts the discriminative power.

Pose normalization
In general an object may have an arbitrary scale and rotation, which may need to be normalized
in order to compute a usable shape descriptor. However, for graph-based shape desciptors this
is not so much of an issue. Furthermore, when we consider georeferenced objects objects such as
houses of certain dimensions, a scale-dependent shape descriptor may actually be desirable.

Furthermore, Tangelder and Veltkamp [2008] describe a conceptual framework for shape retrieval
(see Figure 2.6a) that allows to quickly match a query shape to a database of pre-computed shape de-
scriptors. It uses a special index of shape desciptors and assumes that dissmimilarity measures can be
computed relatively efficiently.

2.3 The Medial Axis Transform

What is a shape? Among the several plausible definitions, Chang [2008] lists this one: ”A shape is all
geometric information of an object invariant to Euclidean transforms (e.g., translation and rotation)”.
The MAT is in essence a representation of shape. Different representations of shape exist, and their use-
fulness depends on how and for what purpose they are used. In GIS, shapes are commonly represented
using a set of points, lines and surfaces in a way that explicitly delineates the boundary of a shape. This
seems like a very natural and intuitive way to deal with shapes, and it is certainly very efficient for the
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Figure 2.6: Shape analysis and matching.

purposes of storage and visualisation. The Medial Axis Transform (MAT) [Blum, 1967], on the other
hand, makes the topology of a shape explicit as a hierarchical structure. This is particularly useful for ap-
plications such as shape analysis and matching that benefit from the ability to quantify and distinguish
different parts of a shape.

In the following sections, I first define the MAT and list its properties. Second, I present an overview
of different methods to approximate it. And finally, I discuss methods to simplify or prune the MAT.

2.3.1 Defining the Medial Axis Transform

As already indicated by Blum [1967, 1973], who originally introduced the concept, a number of alterna-
tive ways exist to define the concept that he originally named the MAT, but is sometimes also referred
to as symmetry axis or simply skeleton. These definitions usually start with the boundary of a shape X in
RY. For this research I will generally assume that d = 3, but in order to effectively explain some of the
basic concepts that underly the MAT, I will also discuss cases for which 4 = 2.

Grassfire propagation
In a very intuitive definition of the MAT a grassfire analogy is used. Consider the boundary of a
shape X (marked red Figure 2.7a), and imagine that all the points on this boundary are simultane-
ously set on fire at time ¢ = 0. The fire spreads evenly to all directions at constant speed. Now, the
MAT is defined as the set of points where the fire front meets itself (i.e. where sharp edges start
to appear). This concept is illustrated in Figure 2.7b, where the fire fronts of different times ¢ > 0
are coloured with different shades of grey.
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(a) A 2D shape (b) Inner MAT according to grassfire (c) Inner MAT according to locus of
propagation. centres of medial balls.

Figure 2.7: Different definitions for the MAT of a shape.

Medial balls
A different definition, that nonetheless delivers the same MAT, is based on so-called medial balls.
These are the balls that fit inside X and do not contain any other ball that would fit inside X. The
MAT can now be defined as the set of points that are the centres of the medial balls (see Figure 2.7¢).
Alternatively, since a medial ball relates a point on the MAT to at least two closest boundary points,
the MAT is sometimes defined as the set of points that have at least two to closest boundary points.

Furthermore, the points on the MAT are enriched with the radius of the corresponding medial ball radius
(or, equivalently, in the grassfire definition with the timestamp at which the point emerged). Formally
I use M[X] to denote the MAT of an object X.

For concave shapes, the MAT is made up out of two parts: an inner part, which completely resides
inside X (this part is depicted in Figure 2.7), and an outer part, which emerges from the concavities in X
and resides completely outside X. For 2D shapes, the MAT is a 1D structure (embedded in 2D space): it
is consists of points and lines only. However, for 3D shapes, the MAT is a 2D structure (embedded in 3D
space): it consists of points, lines and surfaces. These surfaces are sometimes called sheets. Figure 1.2b
gives an example of the 3D MAT.

2.3.2 Properties and characteristics of the Medial Axis Transform

The MAT has a number of valuable properties, e.g. for shape analysis, these are listed here:

Complete
The MAT completely describes the shape of object. As a result, we can not only compute the MAT
from a boundary representation of X, but we can also reconstruct that boundary using solely the
information that is present in the MAT.

Topology preserving
This means that the object boundary can be continuously deformed into the Medial Axis without
change in genus.
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Figure 2.8: Approximating the MAT [Biasotti et al., 2008]

Compact
The MAT is generally of dimensionality 4 — 1, hence one dimension lower than X itself, and the
space in which it is embedded. In general, structure of a lower dimensionality are easier to analyse
and process.

Hierarchy
The structure of the MAT enables an hierarchical traversal of the different parts (each part corre-
sponds to a MAT-sheet) that define an object.

Medial
The MAT is centred exactly in the middle of a shape.

Sensitivity
Small perturbations in the object boundary may cause large perturbations in the Medial Axis of
that object. This means the MAT is extremely sensitive to noise in theory.

2.3.3 Computing the Medial Axis Transform

Computation of the MAT has been a ongoing research topic since the MAT was originally introduced by
Blum. Biasotti et al. [2008] and Attali et al. [2009] argue that, while methods for the exact computation
of the MAT do exist, they are not feasible in practice. Exact computation is only possible for a class of
shapes termed semi-algebraic sets, i.e. solutions of finite systems of algebraic equations and inequalities.
For these shapes, the MAT itself is also semi-algebraic, it is in fact composed of parts of the bisectors of
the algebraic functions that define the shape. Computing these bisectors proves to be difficult even for
shapes bounded by simple curves in a plane.

However, we can also approximate the MAT. This is usually much less expensive in computational
terms and gives satisfactory results for arbitrary shapes. The trick is to find an approximation Y of the
object X, for which the MAT can be computed exactly and efficiently. Miklos et al. [2010], for instance,
state explicitly that they choose to approximate X with the union of a finite number of balls. Of course
this is not an arbitrary choice, because this particular subset of shapes, named polyballs by Attali and
Montanvert [1997], is very closely related to the definition of the MAT: every ball centre defines a point
on the MAT. Thus, a polyball approximation Y allows us to compute M| Y] exactly and in a practically
feasible manner. Finally, by simplifying or pruning M[Y], we obtain P[M[Y]], a subset of M[Y],
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Computing the MAT
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Figure 2.9: Classification of methods to compute the MAT

that aims be an adequate approximation of M[X]. This step is required because Y is, after all, an
approximation of X and may contain noise or other inaccuracies which may significantly disturb M[Y].
The complete process of approximating M|[X] is summarised in Figure 2.8.

Biasotti et al. [2008] make a classification of approximation algorithms based on two different crite-
ria, see Figure 2.9. First, a MAT approximation algorithms is either numerical or geometric. The output
of numerical algorithms is always near M| X] and possibly exactly M[X] when the sample Y of X is
sufficiently dense and accurate. In contrast, a geometric algorithm is a new descriptor that is defined
in a similar but different way, when compared to the MAT itself. Thus even with perfect sampling this
class of methods will not converge to M| X] exactly. Second, MAT approximation algorithms are either
continuous, if they manipulate and output points with real (continuous) coordinates, or discrete if the
result is obtained through the application of regular discrete grids. While I believe this classification is
useful, complete and insightful, I choose to focus on algorithms that are practically feasible and divide
them in different groups based on their main methodology. These are

1. algorithms based on the continuous Voronoi diagram,
2. algorithms based on the shrinking balls paradigm, and
3. algorithms based on the discrete distance transform.

For the sake of completeness, I will first briefly discuss some algorithms that have also been imple-
mented, but are mostly interesting from a theoretical rather than a practical point of view.
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Figure 2.10: Medial Axis (a), straight skeleton (b) and linear axis (c) for a 2D polygon [Tdnase and
Veltkamp, 2004]

Theoretical methods

The straight skeleton is an implementation of the grassfire propagation approach. It was introduced by
Aichholzer et al. [1996] for 2D input and later extended for 3D input by Barequet et al. [2008]. The straight
skeleton is computed by letting a wavefront of straight polygon edges propagate inwards. During this
process the wavefront edges remain parallel to the boundary of the polygon. Events are generated when
wavefront edges disappear. Possible events occur where the bisectors of polygon vertices intersect. By
detecting these events in the right sequence the vertices and the connectivity of the straight skeleton
is computed. As observable from Figure 2.10, the straight skeleton is quite similar to the MAT, except
that it only has straight line segments and that it has branches that connect to concave vertices on the
polygon boundary. The linear axis [Tanase and Veltkamp, 2004] is a variant of the straight skeleton
that prevents the creation of counterintuitive edges, and thus is a better approximation of the MAT.
Barequet et al. [2008] report on implementations of the straight skeleton for the 3D case of so-called
voxel polyhedra (polyhedra with integer coordinates and faces parallel to two of the coordinate axis)
and orthogonal polyhedra (that just have axis-parallel faces). For general polyhedra, they point out that
the straight axis is ambiguous. Furthermore, I would expect problems with computational robustness
for real world data. Also note that it is not possible to reconstruct using medial balls the original object
from the straight skeleton, which is important for this research.

Continuous Voronoi methods

Given a sufficiently dense point sample S of the boundary of a shape X, it can be observed that a subset
of the Voronoi Diagram (VD) of S approximates M [X]. Brandt and Algazi [1992] gave a proof for the
two-dimensional case. Observe from Figure 2.11 that those VD edges that do not intersect the bound-
ary of X contribute to M[X]. Furthermore, following the duality between the VD and the Delaunay
Triangulation (DT), if we take the dual of the remaining (boundary-intersecting) VD edges, we end up
with an approximation of the boundary that is sampled by S. Attali and Montanvert [1997], Amenta
et al. [1998a] and Gold and Snoeyink [2001] have used this duality to design algorithms that compute
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Figure 2.11: The VD can be used to approximate the MAT: the quality of the approximation (bottom row)
increases with an increasing density of the boundary sample (top row). Sampling density increases from
left to right. [Attali and Montanvert, 1996]

both this approximation of the boundary of X, as an approximation of M[X]. The approach by Gold
and Snoeyink [2001] uses a simple local test to construct these. However, these results are not easily
extended to the three-dimensional case. As explained by Amenta and Choi [2008], the main difficulty
is the presence of slivers in the 3D VD. These are almost flat Delaunay tetrahedra that appear when four
or more sample points on the boundary of X are (almost) co-circular, which is quite common in prac-
tice. Unlike the two-dimensional case, the Voronoi vertices corresponding to these slivers lie far from
M(X]. Note that these slivers are unrelated to the presence of noise in the boundary sample S, in fact
an arbitrarily dense sampling will result in Voronoi vertices that are arbitrarily far from M[X]. Asa
result, the part of the VD that corresponds to these slivers needs to be filtered out before the MAT of a
3D shape can be approximated using the VD.

I'would argue that three main approaches exist to approximate the 3D MAT based on the VD. One
is by iteratively peeling away Voronoi cells starting from the boundary of an object. In the method of
Attali and Montanvert [1997], cells are only removed if that does not change the topology of the MAT.
Furthermore, they implement a threshold for filtering slivers. A second approach is based exclusively
on filtering the elements of the VD. To achieve this, Dey and Zhao [2004] use two different local criteria
that are notably independent of scale and sampling density. This results in an approximated MAT that
is quite insensitive to noise. Unfortunately the outputted MAT may have holes, which is topologically
incorrect. The third approach was presented by Amenta et al. [2001]: the power shape. Instead of using
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Figure 2.12: Reconstruction of the boundary of an object from just its MAT. Left: using a union of a
finite number of medial balls. Right: using the power crust method. Figure from [Amenta et al., 2001].

the VD directly to construct the MAT, they use it only to find poles: the farther vertices of the Voronoi cell
of a sample point on the boundary of X. A weighted VD, i.e. the power diagram, of these poles (weighted
with the radius defined by their Voronoi balls) is constructed. The dual of this diagram, the regular
triangulation, approximates the MAT of X. Notice that the power diagram can be used to reconstruct
the surface of X, from the MAT, which is an interesting achievement on its own and I think it could also
be used to reconstruct an object surface from a MAT that is created using another method, although it
would require medial balls that are outside X as well. It certainly results in a much more natural looking
surface than simply taking the union of medial balls (See Figure 2.13). A drawback from the power shape
method is that it requires twice the calculation of a Voronoi-like diagram, whereas other Voronoi-based
methods only require one such calculation. Furthermore, the output includes tetrahedra, which may be
problematic for further processing. Tam and Heidrich [2003] therefore choose to extend and improve
an earlier variant of the power shape algorithm, which outputs many duplicate geometries but does not
exhibit the tetrahedron problem [Amenta and Kolluri, 2001]. Miklos et al. [2010] further improved the
robustness of the algorithm and simplified parts of it by assuming the input to be a surface mesh rather
than a point cloud.

Following is a list of properties that are generally true for MAT algorithms based on the continuous
VD.

* They may exhibit numerical degeneracies. Jalba et al. [2012] are eager to point this out for the
method of Miklos et al. [2010], supposedly one of the best continuous Voronoi-based MAT ap-
proximation algorithms (implemented in CGAL?, but without costly robust predicates).

* Another recurring issue with this class of algorithms is the inability capture sharp edges that may
be explicitly present, but insufficiently sampled, in the input model.

Thttp://www.cgal.org/
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Figure 2.13: Two different approaches to reconstruct a surface MAT in the method of Jalba et al. [2012].
Left: Delaunay reconstruction, right: reconstruction based on clustering of sheets (rendered in different
colours).

* The computation of the three-dimensional VD, which is the most expensive operation in this class
of algorithms, has a worst case running time complexity of O(1?). However, Amenta et al. [2001]
empirically demonstrate that for real-world input, the running time scales approximately linear.
This is also verified by Ma et al. [2012].

¢ They are the most complex to implement, when compared to the other two classes of MAT ap-

proximation algorithms.

Shrinking ball methods

Ma et al. [2012] introduced the shrinking ball algorithm. Like the Voronoi-based methods, it outputs
continuous coordinates, but it is based on a much simpler idea. It takes an oriented (i.e. including
normals) point cloud as input, and outputs a set of (disconnected) points that represent M| Y]. If nor-
mals are not available, they could be estimated using, for instance, the work of Hoppe et al. [1994]. The
shrinking ball algorithm is based on the assumption that the centre of the medial ball corresponding
to a sample point s must be positioned somewhere along line through the normal of s. Starting with a
large ball B, B is iteratively shrunk until it neither touches nor contains any other points than s and only
one more sample point. During this process a KD-tree is used as an efficient spatial index. The simplic-
ity of the algorithm makes it very efficient and scalable. Furthermore, Ma et al. [2012] mention that it
deals surprisingly well with sharp features in the input model. Compared to the power shape method
of Amenta et al. [2001], it is between 2 and 15 times faster. An additional speed up of 5 to 10 times is
gained when using a GPU implementation, and [Jalba et al., 2012] have improved the algorithm further,
gaining roughly another order of magnitude. Additionally, they overcome the main limitation of Ma
et al. [2012] (disconnected MAT), by applying one of two possible surface reconstruction techniques.
The first one (which requires the input to be a mesh) projects MAT points on the corresponding triangle
in the input mesh, and then creates a Delaunay Triangulation of these points, which then implies how
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(a) Input model (b) Volume rendering of (c) A = 11 voxels (d) A = 15 voxels

the distance transform.

Figure 2.14: MAT extraction using the discrete \-MAT method of Chaussard et al. [2011]. For Fig. 2.14b:
Blue-green-yellow-red in order of increasing distance.

to connect the MAT points. This algorithm runs in O(#) time, where 1 equals the number of triangles in
the input mesh, and the authors note that it could be implemented using an out-of-core algorithm (this
promises good scalability for large input models). The second method does not poses these favourable
computational properties. It is based on clustering the MAT points into sheets, and uses a ball-pivoting
algorithm to reconstruct the surfaces of the individual sheets. Concluding, the general properties of the
shrinking balls method are:

¢ simple implementation,

* good scalability,

e robust,

¢ deals well with sharp edges in input model,

* requires no heavy data structures during computation (only a kd-tree of input points, which has
low storage requirements when compared to Voronoi methods [Ma et al., 2012]), and

* requires in advance the computation of point normals.

Taking a point sample of an object

The continuous Voronoi methods and the shrinking ball methods that have been described so far both
take a point sample as input. What should such a point sample look like? Too few points might not
adequately capture all features of shape, and too many points will take too long to process. The ¢-
sample, proposed by Amenta et al. [1998b], attempts to define a minimum sample of object that takes
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(b) Reconstructed surface without pruning.

(c) MAT with medium pruning (\ = 6) (d) Reconstructed surface with medium pruning.
Despite the simplified MAT, the corresponding
boundary surface remains almost unchanged.

(e) MAT with strong pruning (A = 10). (f) Reconstructed surface with strong pruning. No-
tice how the tree is separated from the the ground
and that edges have become rounder.

Figure 2.15: The effect of different levels of pruning on the 2D MAT. Own implementation based on a
variant of the \-MAT described by Hesselink et al. [2005].

into account the differences in the level of detail in different parts of the same shape. It is based on the
local feature size f(p), which is defined as the minimum distance from a point p on the boundary of an
object X to M| X]. Now, a point sample P of the boundary of X is an €-sample if distance from any point
on the boundary of X to the nearest point p € P is at most €f(p). Many MAT approximation methods
[Amenta et al., 2001; Dey and Zhao, 2004; Ma et al., 2012] assume the input to be an ¢-sample, because
it ensures that fine details are sufficiently sampled and it is often used to mathematically prove that
some approximation method converges to the true MAT when € — 0. An €-sample can be obtained
from an oversampled point sample of an object by using the work of Dey et al. [2001] or, and with more
efficiency, the work of Ma et al. [2012]. In fact, this is an effective method to perform feature aware
point decimation based on the MAT. And it has the additional advantage that the e-parameter is scale-
independent, in practice a value of € = 0.4 works well for datasets obtained by laser scanning [Dey et al.,
2001]. See Figure 2.16 for an example.
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(a) Surface reconstructed from over- (b) Surface reconstructed from

sampled point sample (12772 points) ~ €-sample with € = 0.4 (4272 points)
Figure 2.16: Decimation of a point sample using local feature size preserves points were needed. [Dey
et al., 2001]

Discrete distance transform methods

Roughly two types of methods exist to approximate the MAT in a discrete manner: based on thinning or
based on the distance transform. Thinning methods take a binary (voxel) image as input, and iteratively
peel away layers of voxel at exterior of the object. A 3D example is described by Borgefors et al. [2008].
A prime feature of thinning is the preservation of topology, however the shape of the resulting skeleton
often depends on the order in which pixels or voxels are thinned. Another large group of discrete MAT-
approximation methods is based on the distance transform: an image where each element is labeled
with the shortest distance to the boundary of an object X. Different measures for distance can be used
and will result in different skeletons. From the distance transform the MAT can be intuitively recognised
as a set of 'ridges’: lines that indicate local directional maxima. Pixels or voxels that contribute to the
MAT-approximation can be identified in a number of ways. Foskey et al. [2003] take the gradient field,
a derivative of the distance transform, where every element consists of a unit vector in the direction of
its closest boundary point. For every pair of adjacent vectors, the angle between them is computed and
if this angle is larger than a threshold 6 a facet between them is added to their MAT-approximation; the
0-SMA. Foskey et al. [2003] present in fact two variants of this algorithm: one based on a regular grid,
and one based on a octree subdivision. The latter is more memory efficient and more time efficient, but
is harder to implement and harder to parallelise. Sud et al. [2007] use the same angle criterium, but on
MAT sheets rather than voxels. They compute the VD through the distance transform (with respect to
a polyhedral input) and perform topology-preserving thinning on a graph that is derived from the VD
and capture the connectivity between the MAT elements. A different criteria is chosen by Hesselink
et al. [2005] and Chaussard et al. [2011]; they set a threshold on the distance between the two boundary
points corresponding to two adjacent voxels in the distance transform. This is a discrete version of the
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continuous A\-MA which was originally introduced by Chazal and Lieutier [2005]. And unlike their
continuous counterpart, the discrete implementations do not offer any guarantee on the preservation of
topology, as observable from Figure 2.15.

Following are some concluding remarks about the pros and cons of these discrete distance transform
methods.

* A general criticism on discrete methods is that their output is not rotation invariant: i.e., spurious
branches in the skeleton may appear when the object is not axis-aligned [Borgefors et al., 2008]
(Figure 2.15a illustrates this).

* Sobiecki et al. [2013] state that voxel-based skeletization methods in general may also suffer from
sub-optimal centeredness, i.e.; the axis is not precisely medial.

* However, their main concern is scalability; both in terms of storage as in terms of speed. While
voxel-based methods are relatively fast for small inputs, with inputs that have a resolution of
1000® voxels or more, the computational cost are significantly slower since these algorithms usu-
ally scale linearly with the number of input voxels.

* On the other hand, these methods are generally (when using regular discrete grids) very easy to
parallelise.

2.3.4 Pruning the Medial Axis Transform

Virtually all approximation algorithms apply some form of pruning (see Figure 2.8). This is necessary
because of (small) differences in Y with respect to X, and the intrinsic instability of the MAT itself (e.g.
the second image in Figure 2.17). But pruning can also be used to simplify the MAT past its natural
shape, for instance to identify the most prominent parts of a shape (see the two rightmost images of
Figure 2.17).

Surface Reconstructed - . . R . . Strongly Simplified Surface Reconstructed from
from Boundary Points Original Medial Axis Simplified Medial Axis Medial Axis Strongly Simplified Axis

Figure 2.17: Simplifying the MAT [Tam and Heidrich, 2003].

In literature, I identify the following goals for pruning:
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Table 2.2: Overview of algorithms to construct the MAT

Reference Method Input Output Worst-case Topology ~ Robustness Pruning Other
time com-
plexity
[Attali and Mon- | VD peeling points mesh O(nz) yes sensitive to numeri-  yes, limited difficulty with sharp corners
tanvert, 1997] cal instabilities
[Dey and Zhao, | VD filtering points mesh O(nz) no guar- sensitive to numeri- yes, limited difficulty with sharp corners, fil-
2004] antee cal instabilities tering independent of density and
scale
[Amenta et al, | power diagram points mesh O(nz) yes sensitive to numeri-  yes, limited sliver tetrahedra in output, diffi-
2001] cal instabilities culty with sharp corners
[Tam and Hei- | power diagram points mesh O(nz) yes sensitive to numeri-  yes, sheet-based based on Amenta and Kolluri
drich, 2003] cal instabilities [2001], shape-simplification
Scale Axis [Mik- | power diagram mesh mesh O(nz) depends sensitive to numeri- yes, usingscaling  based on Tam and Heidrich [2003],
los et al., 2010] cal instabilities difficulty with sharp corners, re-
quires watertight surface mesh
[Ma et al., 2012] shrinking ball points points O(nz) no good yes, based on lo-  handles sharp features well, paral-
cal feature size lelizable, protruding balls in case
of holes, requires normals
[Jalbaetal, 2012] | shrinking ball mesh or points  mesh or points O(nz) yes good yes, based on based on Ma et al. [2012], requires
shortest geodesic  normals, easy to parallellize, com-
distance pares favourably to [Miklos et al.,
2010], could be done out-of-core
(up to reconstruction of surface
skeleton )
0-SMA [Foskey | DT mesh voxels O(n-v)* no good yes parallelizable, variant uses octree
et al., 2003] subdivision (less parallelizable)
0-HMA [Sud | VD based on DT mesh mesh complicated  yes sensitive to degener-  yes, sheet-based implementation seems non-trivial,
et al.,, 2007] ate configurations compares to Foskey et al. [2003]
IMA [Hesselink | DT voxels voxels O(n) depends not rotation invari- yes parallelizable
et al.,, 2005] ant, noise due to
discretization of
input
DLLMA [Chaus- | DT voxels voxels O(n) depends not rotation invari- yes parallelizable, improves Hesselink

sard et al., 2011]

ant, noise due to
discretization of
input

* where n equals the number of primitives in the input mesh, and v the number of voxels in the output

et al. [2005]
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m m

(a) O-MAT (b) A-MAT. (c) Boundary potential.

Figure 2.18: Common pruning measures from literature. They all define a metric based on the two
boundary points p; and p, that correspond to the same medial axis point m

1. to remove unwished spurious branches (caused by noise or approximation errors) in the MAT,
2. to quantify the importance of different parts in the MAT, and
3. to remove parts of the MAT that correspond to some salient feature in the input shape.

Often a pruning method is applied to achieve a combination of these goals, and in some cases it
is tightly integrated with a particular MAT approximation algorithm (especially the discrete methods).
Shaked and Bruckstein [1998] perform a study of pruning methods in 2D. In the following paragraphs,
I describe and exemplify three groups of prominent 3D pruning methods.

Continuous pruning methods
are the most common. They usually define an importance measure for every point on the MAT
based on some geometric property. Next, the MAT points are thresholded with this measure.
The resulting (pruned) MAT P[M][Y]] is usually a subset of M[Y]. Some methods preserve
topology, others do not or only up to a certain level. The main challenge is often selecting the
optimal threshold value, which often turns out to be a manual process.

* A\-MAT, where ) is the shortest distance between the set of boundary points that correspond
to the same point on the MAT [Chazal and Lieutier, 2005] (see Figure 2.18b). All point on
the MAT for which this distance is higher than lambda contribute to the A-MAT. Topology
is preserved until the so-called weakest feature size is reached: the largest A for which the
(inner) MAT for a single object is still completely connected (compare Figures 2.15c and
2.15e). While seemingly trivial to implement in general, the \-MAT has proven particularly
popular in approximation methods that are based on the continuous distance transform
[Chaussard et al., 2011; Hesselink et al., 2005].

e O-MAT, where 0, or the separation angle, is the angle between two boundary points that
correspond to the same point on the MAT (see Figure 2.18a). In case of more than two cor-
responding boundary points, the ones that result in the largest angle are chosen. The larger
the separation angle of a given point on the MAT, the more stable that point is considered to
be. It is generally not considered to be topology preserving. But it has been used by many
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Related work and background theory

researchers [Amenta et al., 2001; Attali and Lachaud, 2001; Attali and Montanvert, 1996; Fos-
key et al., 2003]. Sometimes it is used together with other criteria [Dey and Zhao, 2004], or
even in combination with topology-preserving constraints [Sud et al., 2007].

The scale axis transform was mathematically introduced by Giesen et al. [2009], and then im-
plemented by [Miklos et al., 2010]. It is different from other continuous pruning methods,
because it can result in a superset of the original MAT, where the other methods alway result
in a subset. The idea is to i) scale the radii of the medial balls of an initial MAT with a factor
s > 1, ii) recompute the MAT of the union of scaled medial balls, and iii) re-scale the new
medial balls with a factor of 1/s. The resulting MAT has a simplified shape, because many
relatively small medial balls will have disappeared in the second step. When comparing this
method to the §-MAT, Miklos et al. [2010] argue that it works in a more global fashion (be-
cause medial balls can disappear due to a merging with relatively far but significantly large
balls) and is therefore of a higher quality. Topology is preserved up to a certain value of s,
whereafter the topology might change due to the closing of holes, resulting in an object with
a different genus. However, this problem is fixed in the work by Faraj et al. [2013], which
improves and extends the scale axis transform. They use a progressive filtratation technique
to compute the simplified MAT for all scales at once, this enables real-time exploring for the
effects of different scale-threshold.

The boundary potential of a point on M[X] is defined as the shortest distance between two
corresponding boundary points over the surface of X (see Figure 2.18c). It was originally
introduced in the 2D case by Ogniewicz and Ilg [1992] and a similar concept was used by
Matuk et al. [2006]. Dey and Sun [2006] define essentially the same thing, but call it the medial
geodesic function, and uses it to compute the curve skeleton: a topology equivalent subset of
the MAT that has no area. Jalba et al. [2012] provide an efficient implementation and argue
that it is a good measure because it takes into account the global shape of an object.

Part based pruning

means that the MAT is reduced based on the selective removal of entire MAT-sheets, usually while
preserving topology.

e Tam and Heidrich [2003] introduce a three-step approach: i) decomposing the MAT into

parts (the MAT sheets are cut where they meet), ii) assigning a significance value to the parts
based on a) the number of triangles in the part, or b) the volume that would be removed
from the input object as a result of pruning the part, and iii) performing an ordered pruning
process that removes all parts with significance values within a specified range that do not
alter the topology of the MAT. The order is such that outer parts are removed first. The
number of iterations depends on the required level of simplification. Tam and Heidrich
[2003] specifically mention that their aim is to perform feature-based pruning, i.e. to remove
specific parts of a model as demonstrated in Figure 2.19.

Sud et al. [2007] similarly decompose the MAT into parts and iteratively remove sheets (start-
ing with the outer ones), but in contrast to Tam and Heidrich [2003], they assign a signifi-
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(a) Before pruning (b) After pruning.

Figure 2.19: Using the part-based pruning method of Tam and Heidrich [2003], features can be selec-
tively removed from a model.

cance value based on the highest separation angle (as defined earlier) in a sheet. Their pri-
mary reason to use part-based pruning is that it preserves topology and their objective is to
identify a stable MAT.
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3.1 Research question

This research ultimately aims to improve upon existing tools for DSM processing, such as thinning,
and to explore new possiblities in the field of DSM analysis and generalization. More specifically, it
investigates the feasibility of an approach based on the MAT to achieve feature identification and gener-
alization in Digital Surface Models. Based on the literature reviewed in Chapter 2 that established that
the MAT is a powerful tool for shape analysis, the hypotheses are that the 3D MAT gives the means to

1. define DSM features using the geometrical (medial ball radii and geometry of MAT points) and
topological (branch connectivity and correspondence between surface and MAT points) informa-
tion encoded in the MAT, and

2. enable a truly 3D analysis of modern DSMs, as opposed to the conventional 2.5D methods in GIS.
The main research question is:

¢ Can the MAT-concept be applied to analyze and generalize DSMs in a practically feasible manner
that improves upon current methods?

In this context, DSM analysis means to:

1. identify importance measures that quantify the geometrical and topological configuration of the
DSM, and

2. aggregate these measures to define application-specific features.
And DSM generalization means to apply this knowledge to either
1. reduce data-volume while preserving information content (mesh simplification), or

2. selectively remove application-specific shapes (shape simplification).

31
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Analysis Generalization

Figure 3.1: The proposed approach to generalize a DSM S using its MAT M(S]

Of course, this needs to be done effectively, meaning that the method should improve upon existing
solutions and must be implementable in practice.

3.2 General approach

As stated, this research will focus on how to apply the Medial Axis Transform (MAT) concept to the
analysis and generalization of DSMs. The expectation is that it is advantageous to perform certain oper-
ations, such as feature identification and feature-based generalization, on the MAT of the DSM (denoted
as M([S)]) rather than directly on the DSM S itself. The general workflow, as depicted in Figure 3.1, can
be summarised into the following four steps:

1. compute (an approximation of) M[S],

2. analyze M[S] by exploiting its topological and geometrical properties to compute application
specific signficance of parts and identify features,

3. generalize M[S] based on the result of the analysis, and

4. reconstruct the generalized DSM §'.

3.3 Methodology

In order to realize the four steps depicted in Figure 3.1, each step is subdivided in a number of tasks that
are listed below. Figure 3.2 gives a more detailed overview of the intended workflow.
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Figure 3.2: Workflow of the MAT approach

1. MAT construction

a) Investigate MAT approximation algorithms. Identify and implement the one(s) most suited
to DSMs.

b) Investigate how to handle (DSM specific) flaws in input datasets such as noise and the non-
closed nature of DSM surfaces. Implement and compare possible solutions.

c) Investigate and implement suitable data-structures to represent and navigate in the MAT
for DSMs.

2. MAT analysis for DSMs

a) Investigate various importance measures (pruning) that can be defined on the MAT. Com-
pare them and implement the most promising ones. If possible and necessary develop new
importance measures.

b) Investigate how application-dependent features (for case studies) can be defined using im-
portance measures and how they can be extracted from the MAT.

c) Investigate whether a hierarchy of features can be established from the MAT. This hierarchy
would explicitly represent how different features are (geometrically) related, e.g. how dif-
ferent low-level features (e.g. houses) would relate to higher-level features (e.g. a housing
block).
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d) Determine how and to what extend the feature extraction process can be automated (likely
to be case study dependent).

e) Investigate whether additional data (for instance 2D topographic maps/semantics) is needed
to drive the feature extraction process and what is the best way to incorporate such (exist-
ing) data into the MAT-approach (case study dependent).

f) Investigate whether it is possible to do partial feature matching using the branch connec-
tivity in the MAT.
3. MAT generalization for DSMs
a) Investigate how to use the MAT to reduce data-volume while preserving information con-
tent (similar to mesh simplification).
b) Investigate how to selectively remove application specific shapes (similar to shape simpli-
fication).

4. DSM reconstruction

a) Investigate how to effectively reconstruct (the altered part of) the DSM from the generalized
MAT without introducing unnecessary alterations to the DSM.

5. Other issues

a) Investigate if and how the developed methods can be scaled up to massive datasets in terms
of computation.

Since this research aims to deliver a practically feasible approach for the analysis and generalization
of DSMs, part of the effort will be spent on actively developing MAT-based solutions for a number of
relevant case studies. Ideally, these case studes will also benefit any involved parties in this project (see
Section 4.3). These case studies can be considered to drive the research and will be developed as part of
the tasks listed above. In addition, the following tasks are also identified.

6. Case studies
a) Find potential users and identify case studies that can be used to highlight the strenthgs of

MAT based DSM analysis and/or generalization.

b) Demonstrate the feasibility of the MAT-based approach for every case study on a sample
dataset.

¢) Compare results to previously available solutions for every case study.

Finally, a software prototype that robustly implements the developed algorithms and data-structures
will be developed.
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Table 3.1: Initial validation plan

Part of research ‘ Quantitive criteria

MAT construction sensitivy to noise

MAT analysis and | effectiveness of low-level feature recognition (e.g. though smart thinning)
generalization
effectiveness of high-level feature recognition
DSM reconstruction | difference with original DSM

Scalability running time dependence of input size in practice

3.4 Validation

In order to ensure this research is of a high quality, any (intermediate) results are to be validated thor-
oughly. This will be done both quantitively and qualitatively and independently for the different parts
of this research as listed in Section 3.3. Since every part has a different aim that can be seen indepently
from the rest of the research, the exact validation procedure depends on exactly what part is to be vali-
dated. It is expected that the validation methods will become more detailed and effective as the research
progresses. However, an approximate validation plan can already be drafted. Some general methods
of validation are:

1. Compare my results with results from relevant approaches in literature (e.g. some of the methods
discussed in Chapter 2).

2. Study how errors (e.g. noise) in the input are propagated though the developed approach.
3. Compare results to those of existing approaches in practice (through case studies).
General qualitative approaches that will be applied to all parts of this research are:

1. Visual prototyping, i.e. to visualize intermediate steps in algorithms in effective ways so that it
can be thoroughly understood what is going on.

2. Expert opinions. Interact with researchers from relevant fields through conferences and research
visits and ask proffesional practioners (as listed in Section 4.3) for their opinion and suggestions.

Quantitative methods will be more specific to a certain part of the research, Table 3.1 lists a number of
relevant quantative criteria for validation.
3.5 Scope/Priorities

1. Regarding sampling. It is obvious that the level of detail of observable features in a DSM strongly
depends on the sampling density. Initially, the research will focus on ideal inputs that have high
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sampling density and accuracy. Only after the methodology proves to be succesfull on these
inputs, more flawed inputs will be considered

2. The goal of this research is not to perform surface reconstruction from point clouds. Therefore,
and if needed, the assumption will be made that the input DSM is a surface.

3. Achieving scalability with massive inputs in terms of storage and computation time is not a pri-
mary objective. However, it will be considered during the development and implementation of
the algorithms.

3.6 Risks

It is the nature of scientific research that the precise outcome can not be known in advance. Following
is a list of potential obstacles for a succesfull outcome of parts of this research. These are challenges that
ought te be solved and are foreseen to get significant attention in the context of this research. However,
when they prove to be too difficult to solve (even after significant efforts have been made), an alternative
is suggested.

No satisfactory importance measures can be established.
This would be an unfortunate outcome, since many tasks defined in the MAT analysis part de-
pend on it. However, such an outcome may be mitigated by relying on data other than purely
the geometry of the DSM (that defines the MAT). For example: radiometric data or any existing
semantic information (case study dependent).

3.7 Case studies

The case studies form a crucial part of this research for the following reasons:
1. stimulating practical implementations of the designed algorithms,
2. motivation of research objectives,
3. providing sample datasets,

4. providing means to qualitatively and quantitatively validate the MAT-based approach by,comparing
it to current methods for a specific (case study dependent) task,

5. exchanging knowledge with practitioners, and
6. demonstrating the general feasibility of the MAT-based approach.

The following three case studies have already been found.
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Dyke profiles
The analysis of a dyke (needed for dyke monitoring and maintanance) requires a variety of data,
such as information on the soil type, water levels and dyke-geometry. The latter, which is the
focus of this case study, is commonly represented as a collection of 2D dyke-profiles, sampled at
some regular interval along the dyke. The data preparation of these dyke profiles roughly consists
of two steps:

1. deriving the actual dyke profiles (from AHN2), and

2. identifying a number of characteristic points in each dyke profile (see Figure 3.3).

Rand verkeersbelasting

buitenwaarts
(Auto defined)
Maaiveld buitenwaarts
(Auto defined) Kruin binnentalud Maaiveld binnenwaarts
! (Auto defined)
Kruin buitentalud
Kruin binnenberm
Kruin buitenberm Insteek sloot
polderzijde
/ Insteek sloot
dijkzijde

Rand verkeersbelasting

| binnenwaarts |
| Insteek buitenberm
Teen dijk Insteek binnenberm |
buitenwaarts Teen dijk
binnenwaarts
Slootbodem
dijkzijde
Slootbodem
polderzijde

Figure 3.3: Characteristic points in a dyke profile required by the Dyke Analysis Module (DAM), a
software platform for the automated analysis of dykes

The (automated) execution of both steps proves to be tedious in practice!. This is partly caused
by the presence of noise in AHN2, but also by the presence of objects on the dike that serve no
function with respect to water management (these are called ‘niet waterkerende objecten’), such
as traffic signs, trees and houses. That makes it difficult to develop a simple algorithm that can
automatically trace the “path’ of a dike and extract profiles on the way. Furthermore, for the iden-
tification of the characteristic points in a dyke profile no automated method exists, and this is
currently done completely manually.

This case study should investigate whether the MAT-based approach can be employed to

For instance this Deltares software requires it https://oss.deltares.nl/web/dam/home
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¢ identify dykes from a DSM,

e trace and extract dyke profiles along the dyke and identify critical (i.e. the weak spots in a
dike) profiles,

* remove the so called ‘niet waterkerende objecten” and,

identify (semi-)automatically the charactistic points that define the dyke profile.

Parties involved: Grontmij, Waterschappen

Smart thinning

The Dutch Kadaster is currently working on a national topographic map in 3D [Oude Elberink
et al., 2013]. For this purpose they intend to use AHN2 dataset to derive height information. To
keep processing times on a reasonable level, the AHN2 dataset must be thinned in a preprocessing
phase. Currently, they employ a simpe nt point filter. Unfortunately, this thinning filter does not
take into account local point configuration. As a result some areas end up with too few points to
be useful, while in other areas the point density may still be decreased without greatly affecting
the quality of the output.

This case study aims to investigate an adaptive thinning filter that considers local point configu-
ration based on the MAT approach. The initial approach will attempt to apply a decimation based
on the local feature size measure (that is the shortest distance from a surface point to the MAT)
based on the ideas presented by Dey et al. [2001] and Ma et al. [2012]. However, before computing
the local feature size for all surface points some form of noise detection is probably needed.

The goals of this case study are thus to

¢ investigate whether the local feature size is an effective measure for point decimation,
¢ investigate other importance measures if necessary, and

* investigate methods to detect and filter noisy points in the input DSM.

Parties involved: Kadaster

Simplification of roof geometry

Building geometries acquired through aerial LIDAR may be too detailed for some practical ap-
plications. Some of the clients of Safe Software require simplified roof geometries, for example
without airconditioning units. The goals of this case study is to

¢ identify small object on top of roofs,

¢ remove these and compute a good surface representation for the simplified roof geometry

(i.e. the gaps that result from the object removal must be filled).

Parties involved: Safe Software
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3.8 Contributions

* A novel approach for the analysis of modern DSMs that is fully 3D.

¢ Further development of practically feasible algorithms to apply the MAT.
* Improved ability to extract features from DSM relevant to application.

¢ Improved DSM generalization.

* Robust software prototype that has been demonstrated to work for a number of case studies.






Chapter 4

Practical aspects

This chapter is mainly a summation of practical matters.

4.1 Technical matters

Following is a non-comprehensive list of potential software libraries and programs that may be used
during the development of this project:

1. Scientific computation

e numpy (Python) — http://www.numpy.org
¢ scipy (Python) — http://www.scipy.org

e CGAL — http://www.cgal.org

e PCL — http://www.pointclouds.org

2. Data management

e LASTools — http://www.cs.unc.edu/~isenburg/lastools/
e GDAL/OGR — http://www.gdal.org
¢ liblas/PDAL — http://www.pdal.io

* Postgis — http://postgis.net
3. Visualisation and interaction

e VRUI — http://idav.ucdavis.edu/~okreylos/ResDev/Vrui/
e VIK — http://www.vtk.org
e matplotlib (Python) — http://matplotlib.org
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D3 — http://d3js.org

Blender — http://www.blender.org

QGIS — http://www.qgis.org/en/site/

Meshlab — http://meshlab.sourceforge.net

4.2 Graduate School: courses and obligations

Practical aspects

LidarViewer — http://keckcaves.org/software/lidarviewer

Every PhD candidate at TU Delft needs to fulfil the requirements of the university’s Graduates School.

This means that a sufficient number of activities (in 3 different categories) need to be performed. Ta-

ble 4.1 gives an overview of the activities that have already been done, are currently being done, or are

currently in planning. Note that this list is incomplete, additional activities will be added as the research

progresses.
Table 4.1: Overview of courses and activities

Title Type Where Status
Writing first journal article Research skills Marine Geodesy completed
Writing a research proposal Research skills TU Delft completed
Addressing small audience Research skills ICA workshop completed
Assisting in laboratory course Research skills TU Delft completed
Writing the first conference paper Research skills tbd planned
Addressing major international audience Research skills tbd planned
Poster presentation, major international audience | Research skills tbd planned
Teaching and active learning (C7.M1) Research skills TU Delft planned
PhD Startup (C9.M1) Transferable skills TU Delft completed
Scientific Writing in English (C13.M5) Transferable skills TU Delft completed
Building a better brain (C11.M9) Transferable skills TU Delft planned
What's you story? (C12.M7) Transferable skills TU Delft planned
Geometric Algorithms Discipline related =~ Utrecht University in progress
Pattern Recognition Discipline related =~ TU Delft planned
Geometric Algorithms in the Field Discipline related  Lorentz Center planned
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4.3 Involved parties

This project (dubbed 3DSM), which is taking place within TU Delft, is financially supported by the
Dutch Technology Foundation STW, which is part of the Netherlands Organisation for Scientific Re-
search (NWO), and which is partly funded by the Ministry of Economic Affairs (project code: 12217).
Table 4.2 lists the involved individuals from TU Delft and STW as well as a number of selected users
from practice that have an interest in this research.

Table 4.2: People involved with the 3DSM project

Name Role Organisation

Prof. Jantien Stoter Promotor TU Delft

Dr. Hugo Ledoux Daily Supervisor ~ TU Delft

Dr. Roderik Lindenbergh | External reviewer TU Delft

Ravi Peters, MSc PhD student TU Delft

Arend Zomer Program officer STW

René Visser User Rijkswaterstaat DVS
Niels van der Zon User Het waterschaphuis
Paul Beurskens User Grontmij

Joris Goos User Gemeente Rotterdam
Johan Cranenburgh User Waterschap scheldestromen
Marc Post User Kadaster

Benoit Frédéricque User Bentley

Kevin Wiebe User Safe Software

4.4 Planning

A rough planning of the main tasks that have already been performed or are to be performed for this
research is given in Figure 4.1. More information on the core tasks (typeset in bold in the chart) is given
in Section 3.3.
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