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ABSTRACT 
The ability to automatically infer relevant aspects of human users’ 
thoughts and feelings is crucial for technologies to intelligently 
adapt their behaviors in complex interactions. Research on mul-
timodal analysis has demonstrated the potential of technology to 
provide such estimates for a broad range of internal states and pro-
cesses. However, constructing robust approaches for deployment 
in real-world applications remains an open problem. The MSECP-
Wild workshop series is a multidisciplinary forum to present and 
discuss research addressing this challenge. Submissions to this 5�ℎ 

iteration span eforts relevant to multimodal data collection, model-
ing, and applications. In addition, our workshop program builds on 
discussions emerging in previous iterations, highlighting ethical 
considerations when building and deploying technology modeling 
internal states in the wild. For this purpose, we host a range of 
relevant keynote speakers and interactive activities. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in ubiq-
uitous and mobile computing. 
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1 INTRODUCTION 
Modern intelligent systems are expected to support human ac-
tions and decisions in complex task environments. Importantly, 
this demand is pressing in many domains where an application’s 
performance relates to meeting human psycho-social needs, e.g. so-
cial robots in therapy [4]. To display adaptive behavior within these 
settings, systems require plausible estimates of how users think 
and feel. Research on multimodal analysis of behavioral and physi-
ological data has demonstrated the potential to provide estimates 
of relevant constructs, e.g., persons’ impressions of dependence 
and power in negotiations [6]. Despite substantial technological 
advances, important challenges for reliable estimates in real world 
settings remain unresolved (e.g., context-sensitive analysis [5]), hin-
dering progress toward more successful real-world applications. 
Crucially, these challenges often arise from a complex interaction 
of both technological and conceptual issues when modeling the 
targeted phenomena (e.g., handling subjectivity in machine analy-
sis [3]). This inherent diversity underlines the need for interdisci-
plinary collaboration in addressing them [1]. 

Over several iterations, the MSECP-Wild workshop series [7– 
9, 11] has established itself as an interdisciplinary forum to discuss 
the state-of-the-art in modeling social and cognitive-afective pro-
cesses from multimodal signals. It facilitates debates over recent 
contributions, joint research projects, and critical refection on cur-
rent and future eforts. 

In the following, we provide a brief overview over the contents 
of this workshop iteration. Concretely, we will outline submitted 
paper contributions generally relating to the topic of modeling 
socio-emotional and cognitive processes, as well as program ele-
ments for the thematic focus of this iteration: ethical challenges for 
multimodal analysis in practice. 

2 WORKSHOP CONTENT 

2.1 Paper submissions 
Submissions to this 5�ℎ iteration span eforts relevant to multimodal 
data collection, modeling, and applications: 
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Guidelines for designing and building an automated multi-
modal textual annotation system (Joshua Kim and Kalina Yacef). 
Presents use-cases for building an automated multimodal annota-
tion system, as well as guidelines for multimodal data collection, 
feature extraction and user information presentation in the context 
of automated multimodal annotation systems. 

GraphITTI: Atributed Graph-based Dominance Ranking 
in Social Interaction Videos (Garima Sharma, Shreya Ghosh, Abhi-
nav Dhall, Munawar Hayat, Jianfei Cai and Tom Gedeon). Presents 
a reformulation of detecting the Most Dominant Person (MDP) by 
utilizing a graph-based approach, which learns generic and robust 
person ranking on top of context-level features. 

SMYLE: A new multimodal resource of talk-in-interaction 
including neuro-physiological signal (Auriane Boudin, Roxane 
Bertrand, Stéphane Rauzy, Matthis Houlès, Thierry Legou, Maga-
lie Ochs and Philippe Blache). Presents the collection of a French 
multimodal corpus including neuro-physiological data from 60 par-
ticipants engaged in storytelling and free conversation tasks. 

Multiscale Contextual Learning for Speech Emotion Recog-
nition in Emergency Call Center Conversations. (Theo Deschamps-
Berger, Lori Lamel and Laurence Y. Devillers) Presents a multi-scale 
conversational context learning approach for speech emotion recog-
nition, evaluated on a corpus composed of French emergency calls. 

A multi-tasking multi-modal approach for predicting dis-
crete and continuous emotions (Alex-Răzvan Ispas and Laurence 
Y. Devillers). Presents a multi-task multi-modal approach that pre-
dicts discrete and continuous emotion representations at the same 
time, highlighting the importance of cross-regularisation. 

Multimodal Entrainment in Bio-Responsive Multi-User VR 
Interactives (Steve DiPaola). Presents an interactive virtual real-
ity (VR) framework which explores musical and visual forms of 
entrainment using EEG, heart rate and gestures in real-time. 

2.2 Program Focus: Ethical Challenges 
Building on previous iterations, the program of this ffth installment 
of the workshop will focus especially on ethical challenges for 
estimating socio-emotional and cognitive states. The development 
and use of technology to estimate these states raises important 
ethical considerations such as privacy, consent, and bias, especially 
regarding data collection in the wild (e.g., online data collection 
has raised substantial questions about consent and impact [2]). 

As research’s technical and theoretical aspects develop, identify-
ing and considering ethical questions will become more important, 
especially for application in areas focusing on the socio-emotional 
needs of vulnerable populations. In particular, research will need 
to identify ethically viable solutions for multimodal data collec-
tion, sharing and storage, as well as (semi)-automatic analysis and 
evaluation. While some of these may take the form of technologi-
cal approaches, other elements will require the development and 
adoption of practices by the community (e.g., formats for documen-
tation to improve accountability [10]). Addressing these pragmatic 
issues will need to be discussed in line within broader societal de-
bates about what should (not) be done by intelligent systems, e.g. 
regarding the future of work. 

To facilitate a discussion of existing challenges for in-the-wild 
research and applications of multimodal modeling, we have invited 
keynote speakers to share insights and experiences from their work. 
Furthermore, the workshop features several brainstorming sessions 
and a plenary discussion to refect on existing practices and debate 
future research opportunities. 

3 CONCLUSIONS 
This iteration of MSECP-Wild hosts a variety of submissions cov-
ering multimodal data collection, modeling, and interactive adap-
tation across a diverse range of settings and phenomena. Com-
plementing this variety, we have set a thematic focus on ethical 
challenges for modeling socio-emotional and cognitive processes 
through a choice of invited speakers and interactive activities. Over-
all, we are confdent that this program ofers an efective platform 
to stimulate interdisciplinary exchanges and future research. 
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