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Abstract

Many drugs cannot be made without homogeneous catalysis. To increase the yield of drug synthesis, the
search for new catalysts continues. Computational catalysis is becoming a more prominent tool since it en-
ables to screen many catalysts without performing (m)any laboratory experiments. In this research a com-
putational workflow has been created to calculate both electronic (e.g. dipole, ionisation potential, nucle-
ophilicity, etc.) and steric (bite angle, buried volume, cone angle, etc.) molecular descriptors. The structures
were automatically created starting from the metal centre, some bidentate phosphorus ligands, auxiliary lig-
ands, and the substrate. An in-house computational workflow, MACE, is used for for high-throughput gen-
eration of structures from the starting bidentate phosphorus ligands, by generating stereo-isomers around
to metal centre. Afterwards small substituents (H, CHs, Ph, etc.) are changed by ChemSpaX increasing the
number of structures combinatorically. To reduce the computational cost of this workflow, it has been re-
searched whether properties of the octahedral geometry could be predicted using properties from a simple
model structure containing only the metal centre and the bidentate phosphorus ligand. This model structure
did not show a correlation except for the electronic energy and the solvent accessible surface area, which
are both primarily influenced by the number of electrons. Other correlations may be found if some other
descriptors were calculated which where excluded now, like the HOMO-LUMO gap and the substrate bind-
ing energy. The workflow could be extended to machine learning and improved by including symmetry and
optical isomerism.
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Introduction

Catalysis, in chemistry, is the modification of the rate of a chemical reaction, usually an acceleration, by addi-
tion of a substance not consumed during the reaction.

1.1. Catalysis

The above definition comes from ‘catalysis’ in Brittania Encyclopedia [1]. The referred modification of reac-
tion rates can be over a broad range of systems, from industry to human bodies. For all these processes cat-
alysts are available. Catalysts can be divided into three categories: biocatalysts, heterogeneous catalysts and
homogeneous catalysts. Biocatalysis is the use of enzymes for chemical reactions. This field has much suc-
cess currently, due to advanced tools for enzyme discovery with high-throughput laboratory environments
[2]. Heterogeneous catalysts are defined as catalysts that are in a different aggregation state as the substrate.
Most of the time, the catalyst is in the solid state. This type of catalysis is mostly used in (petro)chemical
industry [3]. Homogeneous catalysis is defined as catalysis with the catalyst and the substrate in the same
phase. Most of the time, this is the liquid phase [4]. In this research homogeneous catalysis is meant as
homogeneous catalysis by transition metal (TM) complexes. Nevertheless, homogeneous catalysis is also
possible by acids and bases [5]. Homogeneous catalysis has a few advantages over heterogeneous catalysis,
namely its high selectivity, easy variability due to change of ligands and above all the ability to perform asym-
metric catalysis. This means that a catalyst can guide the reaction to a specific enantiomer, resulting in an
enantiomeric excess [4, 5]. Enantioselectivity is an important property since different enantiomers can have
different properties in for example the human body by their rate of metabolism, potency and selectivity for
receptors, and toxicity [6]. This results in enantioselecitivity as an demand in drug synthesis.

1.2. Hydrogenation of imines

The reaction studied in this research is the asymmetric hydrogenation of the imine 2-Methyl-1-pyrroline to
2-Methylpyrrolidine (an amine), which is shown in Figure 1.1. The solvent is CH,Cl,. In general, the hy-
drogenation of imines is interesting because stereospecific amines are commonly used for pharmaceuticals,
agrochemicals, and fine chemicals [7, 8]. These stereospecific amines can be made by direct hydrogenation
and by transfer hydrogenation. The difference between these methods is the donor for the H-atoms. In case
of direct hydrogenation this is Hy, as shown in Figure 1.1. In case of transfer hydrogenation, the donor is a
small organic molecule like isopropanol or formic acid, which is less favourable due to the production of ex-
tra waste [9]. Both reactions are homogeneously catalysed. This is mostly done by an iridium-based catalyst
[10], but catalysts based on ruthenium, rhodium and palladium are used as well [8]. This research focuses on
an iridium based catalyst. The mechanism for both hydrogenation methods is still unknown and researched
in for example [11].

1.3. Computational catalysis
The research into catalysts started in the nineteenth century. Until the 1950s, computational chemistry did
not play any role in catalysis research [12]. New catalysts were discovered by the trial-and-error approach
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Figure 1.1: Hydrogenation of 2-Methyl-1-pyrroline.

in experiments [13]. From the 1950s, relationships, based on molecular descriptors started to dive up in re-
search, from which Tolman’s [14] are most well-known [15]. These descriptors can be calculated at different
levels of theory corresponding with the quality of the descriptor. This opened the way for computational
chemistry in the field of catalysis. From the 1990s this field became more prominent. Both for confirming
hypotheses about reaction pathways as well as data approaches based on descriptor models [16]. This de-
velopment was accelerated by the advancement of computational techniques like Density Functional The-
ory (DFT), which is one of the levels of theory used to calculate molecular descriptors. The ‘holy grail’ in
computational catalysis engineering is the scenario that an entirely computational process leads to one pro-
posed catalyst based on user-defined criteria like activity, availability, toxicity and cost by using data from the
reaction mechanism and the use of machine learned properties about chemicals. This is not possible yet.
Currently, breakthroughs in catalysis engineering are with the help of computational models, experimental
procedures and dialogues between experts. This is partly due to the large computational cost involved to
automate the entire process [17].

1.4. Research at Inorganic Systems Engineering (ISE)

The ISE-group, headed by Prof. Dr. E.A. Pidko, at Delft University of Technology, combines theoretical and
practical knowledge of both hetero- and homogeneous catalysis to come up with new catalysts. Recently, the
group started with a new road into data science & automation as part of the theoretical side of the group. This
well-integrated approach is noticed by industry and ISE works together with multiple chemical and pharma-
ceutical companies.

The bigger picture of the research for this project is a question coming from a pharmaceutical company to
use the new data science & automation approach together with the knowledge of mechanism research to
suggest a new catalyst for a the hydrogenation of 2-Methyl-1-pyrroline (section 1.2). The company possesses
high-throughput laboratory equipment but is not able to process this data together with information from
the mechanism and computational workflows. This is where ISE steps in, due to the strong integration be-
tween theory and practice in the group.

This research builds towards a computational workflow for catalyst discovery. In this research the goal was
to create a workflow for chemical descriptor calculation and correlation. Furthermore, it aims to find a way
to reduce the computational cost of this workflow by using a model structure to save computational cost. In
chapter 2 the necessary theory to understand this thesis is explained. Afterwards, in chapter 3 the followed
procedure is explained. This procedure led to the results which are explained and discussed in chapter 4. The
computational workflow, which is explained in chapter 3, is discussed in chapter 5. The thesis ends with the
conclusions and a outlook in chapter 6.



Theory

In this chapter relevant background information is given for a better understanding of this thesis. In sec-
tion 2.1 a short introduction in inorganic chemistry is given. Section 2.2 explains the theoretical background
on structure optimisation, specifically density functional theory and extended tight binding. This section
assumes a basic knowledge of theoretical chemistry. This chapter ends in section 2.3 with an overview of
molecular descriptors.

2.1. Bidentate TM complexes

TM complexes consist of a metal atom or ion bound via dative bonds to so-called 'ligands’. Ligands are de-
fined as any atom, ion or neutral molecule capable of donating an electron pair to bond to the central metal
ion or atom through secondary valency [18]. The metal centre considered in this research is Ir**. Ir** has 6
valence electrons. Using the 18 electron rule by Langmuir [19], 6 ligands (each counting for 2 electrons) can
bind to the iridium. This results in an octahedral (OH) structure in 3D which can be seen in Figure 2.1(a).

Complexes with a ligand bound twice to the metal centre by two different atoms are so-called bidentate
complexes. The atoms that connect to the metal centre are called chelating atoms. This research was limited
to phosphorus atoms as chelating atoms. An example of a bidentate complex with phosphorus atoms as
chelating atoms is represented in Figure 2.1(b).

A geometry for metal centres with 4 ligands is square planar (SP). This geometry is shown in Figure 2.1(c).
Metal centres that can be found in SP are metal centres with 8 valence electrons, such as Irt. Metal centres
with 8 valence electrons and 4 ligands, contributing 2 electrons each, result in 18 electrons which is preferred
according to Langmuir’s rule.

An SP structure can be generated from an OH structure by removing 2 auxiliary ligands. In the case of an
bidentate ligand this results in a complex as shown in Figure 2.1(d).

* xS

(a) OH complex (b) OH bidentate complex (c) SP complex d) SP bidentate complex

Figure 2.1: OH (2.1(a)), OH bidentate (2.1(b)), SP (2.1(c)), and SP bidentate (2.1(d)) geometry of an iridium complex. The blue spheres
represent the iridium cores, the white spheres the (auxiliary) ligands and the orange sphere the phosphorus chelating atoms.



2.2. Structure optimisation 4

2.2, Structure optimisation
2.2.1. Density Functional Theory

Density Functional Theory (DFT) is one of the most popular quantum mechanical tools present. Its goal
is the quantitative understanding of material properties from the fundamental laws of quantum mechanics
[20]. Despite the original development for chemistry and material sciences, the applications from DFT range
from geosciences until biology nowadays [21, 22]. Density functional theory is a method to approximate
solutions to the Schrddinger equation, the fundamental equation in quantum chemistry which is shown in
equation 2.1 [23].

HY = E¥Y 2.1)

In this equation H is the Hamiltonian, which is an operator working on the many-bodies wavefunction ¥
and E is the energy associated with this wavefunction. The Hamiltonian for a system with multiple electrons
and nuclei is given by Equation 2.2.

H=T,+ T+ Vo + Voo + Vop, (2.2)

In this equation T, and T}, are the sum over the kinetic energies of the electrons and the nuclei, respec-
tively. V,n and V,, represent repulsion between the nuclei and between the electrons. At last, V,,, describes
the attractive interaction between the electrons and the nuclei.

To approximate the solutions to the Schrédinger equation some approximations have to be made. First
the Born-Oppenheimer approximation is used. The Born-Oppenheimer approximation states that the nuclei
are fixed compared to the electrons due to their difference in mass. Since the mass of the proton is 1836
times higher than the electron’s mass, the nuclei have a much smaller velocity. This approximation results in
the ability to separate the many-bodies wavefunction ¥ in an electronic wavefunction ¢ depending on the
coordinates of both the electrons and nuclei and a nuclear wavefunction ® depending on the coordinates of
the nuclei only [24].

The Hamiltonian for the electronic wavefunction H,;.. is given in Equation 2.3.

I:Ielec = Te + Tn + Vee + Vext (2.3)

In this equation V,,, is a constant external potential given by the static nuclei and is given by the sum
over the potential of all nuclei. Thomas and Fermi came up with the idea of using the electron density p(7)
as the central variable for quantum mechanical calculations instead of the many-electrons wavefunction.
This concept leads to a significant decrease in variables from 3 variables per electron (x, y and z coordinate)
to 3 variables with the use of a density. This also means that the number of variables does not depend on
the number of electrons anymore, which makes this concept suitable for systems with a large number of
electrons. Hohenberg and Kohn used this idea to formulate their theorems which are the basis for DFT [25].

The first Hohenberg-Kohn theorem states that the external potential V. is a functional of the electron
density only, resulting in the use of only the electron density to determine all properties. Their second the-
orem states that the variational principle applies [26]. The variational principle proves that every energy
calculated by DFT is always larger than the energy of the ground state of the system. This means that the best
energy of the ground state is the lowest energy found, and the best wavefunction is the wavefunction that
corresponds to the lowest energy. The derivation of both postulates is beyond the scope of this research and
can for example be found in [25].

These postulates are used in the Kohn-Sham approach which transforms a system of interacting elec-
trons in a static external potential to a system of non-interacting electrons in an effective potential, named
the Kohn-Sham potential vis(7) [27]. This results in a set of single-particle equations instead of coupled
Schrédinger equations, which are easier to solve [25]. Due to a difference in the exact kinetic energy T1p (7)]
and the kinetic energy of a non-interaction electron gas (also called the Hartree energy) T's[p (7)1 and the
difference between the exact electron-electron interaction energy and the classical electrostatic energy a new
terms comes into play; the exchange-correlation energy E XC[p(?)] which is defined in Equation 2.4 [28].

Exclp (7)1 =Tlp (7)) - Tslp (7)1 + Eeelp (7)1 = Eulp (T)] (2.4)

Current research in theoretical chemistry aims to find the best functional to solve for the exchange-
correlation energy [29]. The functionals to solve for the exchange-correlation energy are ranked in a Jacob’s
ladder as proposed by Pardew [30]. A figure of the Jacob’s ladder can be seen in Figure 2.2. This ladder ranks
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from the Hartree world (or sometimes called Hartree hell), which means no exchange-correlation energy, to
chemical heaven. A method higher on the ladder means a higher chemical accuracy but an increased com-
putational cost. It is the power of a theoretical or computational chemist to use the best functional to balance
between chemical accuracy and computational cost for their purpose.

Hartree World

Figure 2.2: A Jacob’s ladder which ranks ways to solve for the exchange correlation energy from the hartree world to chemical heaven.
Higher on the ladder means a higher chemical accuracy but also increased computational cost. Image taken from [31].

Not only the operators have to be defined. A wavefunction has to be constructed as well. An electron
wavefunction is constructed from a linear combination of numerical functions, so called basis functions [32].
These basis functions can be constructed in different ways. Gaussian-type orbitals (GTOs) are commonly
used, due to their balance between accuracy and computational cost. GTOs are constructed through a lin-
ear combination of slater atomic orbitals (LCAO). This means that the wavefunction for every slater atomic
orbital corresponds with a constant, which is determined with the DFT-calculation, to the GTO. The rep-
resentation of atoms can be combined to the representation of molecules by multiplying these GTOs. The
Gaussian Product Theorem predicts that two GTOs of different atoms multiplied yield a finite sum of Gaus-
sian integrals centred on a point between the atoms. This reduces the number of integrals and therefore the
computational cost [33].

Until now no interactions with other molecules have been taken into account. This is problematic since
the reaction considered in this research takes place in a solvent. A solvent can be taken into account in
two ways. The explicit solvent model models the solvent molecules explicitly. In this way the most realistic
solvation is generated, but it is computationally very expensive. The implicit solvent model assumes a homo-
geneous polarizable medium for the solvent, thus taking effects of the charge distribution and the geometry
coming from the solvent into account [25].

2.2.2. Extended Tight Binding (xTB) DFT
Grimme and coworkers developed GFNn-xTB with n =0, 1,2. GFN#n-xTB are semiempirical DFT functionals
meant for calculations on Geometries, Frequencies and Noncovalent interactions [34]. Multiple versions of
GFNn-xTB have been published. A semiempirical method is a method that uses systematic approximations
to get to efficient computational workflows. These workflows are several orders of magnitude faster than
ab initio calculations. These workflows, together with the use of modern supercomputers, lead to many
applications for computational chemists. The downside of semiempirical DFT methods is their decrease in
accuracy, which makes them not usable for highly quantitative computational studies [35].

The goal of GFNn-xTB is to describe large (1000 atoms or more) systems, specifically in chemistry and bi-
ology. Due to the computational cost it is impossible to do this with ab initio calculations yet. The first version
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of GFN-xTB, later named GFN1-xTB was released in 2017 and started from DFTB3, which is a DFT-functional
published in 2011. DFTB3 uses a third order approximation of the density p (7) around a reference density
to reduce computational cost. Corrections are made for Coulomb interactions between partial charges [36].
The changes made in GFN1-xTB compared to DFTB3 are the use of many element-specific parameters in-
stead of the use of element-pair-specific parameters. These element-specific parameters have been found by
fitting up to Z = 86 (Radon), which makes GFN1-xTB useful for many systems [37].

GFN1-xTB was improved to GFN2-xTB which was released in 2019. It gave more accurate and physically
solid results than GFN1-xTB without a noticeable increase in computational demands [38]. The biggest flaw
in GFN1-xTB was an inaccurate description of London-dispersion interactions. In 2019 a better model to
describe London-dispersion interactions was released, called D4 [39]. This model is incorporated in GFN2-
xTB. The second mentioned enhancement is a change in the description of electrostatic interactions between
atoms. In GFN1-xTB all electrostatic interactions were accounted as spherical. In GFN2-xTB these interac-
tion are modelled as quadrupole, which is a physically better description. The last improvement mentioned
is the absence of the last element-pair-specific parameters and corrections, for example in H-H, N-H or halo-
gen bonds. Only fitted element-specific parameters are used in GFN2-xTB. Besides this some minor improve-
ments have been made which can be found in [38]. In the same article, the benchmarks of GFN2-xTB can be
found which show a significant increase in performance compared with GFN1-xTB.

GFNn-xTB is still under development, with an attempt to reduce the computational resources even fur-
ther in GFNO-xTB [34] and the recent introduction of a force field version called GFN-FF [40].

2.2.3. Universal Force Field

The last discussed method for structure optimisation is Universial Force Field (UFF). Force Field methods
are computationally cheap methods to do rough optimisations of molecules based on information of the
element, hybridisation and connectivity of atoms. UFF puts the atoms from a molecule in a force field that
consists of the potential energies from the terms given in Equation 2.5.

E=Ep+Eg+Ep+Ey+Eyqu+ Eel 2.5)

In Equation 2.5, Eg represents the bond stretching according to a harmonic oscillator or a Morse potential.
Ey, Ep and E, represent angular corrections for the angle bend, angle torsion and inversion respectively.
E, 4 describes the Van der Waals interactions and E,; describes the electrostatic interactions [41].

2.3. Descriptors

Molecules can be numerically represented using descriptors. These descriptors give quantitative informa-
tion over a certain property of a molecule. This numerical description is used for a computer to understand
a molecule, since it can only do data analysis on numbers. Descriptors can be divided in two categories:
1) electronic properties (discussed in subsection 2.3.1), which represent electronic properties and 2) steric
descriptors (discussed in subsection 2.3.2), which describe spatial properties.

2.3.1. Electronic descriptors

Dipole

The dipole moment is a vector which represents the distribution of charges over a molecule due to a differ-
ence of electronegativity between atoms. The dipole is the length of this vector [42].

Ionisation potential and electron affinity

The ionisation potential is defined as the change in energy between the molecule and the molecule as cation,
so after removing an electron. This energy barrier gives information about the likelihood for the molecule to
lose an electron. The electron affinity is the opposite change. It is the difference between the molecule and
the molecule as anion, i.e. after adding an electron [43].

Nucleophilicity and electrophilicity

Nucleophilicity and electrophilicity describe the eagerness of molecules to donate or accept electrons respec-
tively, and therefore make chemical bonds [42]. The electrophilicity and nucleophilicity are calculated with
IP the ionisation potential and E A the electron affinity using the equations in Equation 2.6 and 2.7 [44].

_ (IP+EA)?

EP= (2.6)
IP-EA



2.3. Descriptors 7

NP=-IP (2.7)

Nucleofugality and electrofugality

Nucleofugality (NF) and electrofugality (EF) are used to describe chemical groups eager to leave with or
without an electron pair, to complete their octet [45]. The electrofugality and nucleofugality are calculated as
in Equation 2.8 and 2.9, with IP and E A still the ionisation potential and electron affinity respectively.

_ (BIP-EA)? 2.8
- 8(IP-EA) '
_ (IP-3EA)? 2.9)
~ 8(IP-EA) '

Highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO)

The Linear Combination of Atomic Orbitals (LCAO) - Molecular Orbitals (MO) theory, as introduced by Lennard-
Jones [46] states that by combining atoms into molecules electrons are combined in molecular orbitals, origi-
nating from their atomic orbitals. By arranging all possible MO’s from the lowest to the highest, these orbitals
get filled until some point. The orbital that is (partially) filled is called HOMO and the orbital that is just not
filled is called LUMO. The energies of these orbitals are used as the descriptor.

2.3.2. Steric descriptors

Bite angle

The bite angle is defined as the angle between the two chelating ligand atoms and the metal atom and is
assigned with 6 in Figure 2.3.

Figure 2.3: Bite angle in a bidentate complex denoted with 6.

The bite angle is a much used descriptor in inorganic chemistry since it is both influenced by steric and
by electronic properties [16]. Since the descriptor itself is spatial it is categorised as a steric descriptor in this
thesis.

Buried volume

For the cone angle multiple definitions can be found. In this research the definition from Cavallo and cowork-
ers is used [47]. The buried volume is a relative value calculated from a steric map. A steric map can be seen
in Figure 2.4. This figure is made by drawing a sphere of 3.5 A around the metal centre. The first two dimen-
sions are shown on the x and y axes. The third dimension is indicated by colour. Afterwards, it is measured
which part of this sphere is occupied and thereafter divided by the total volume. The volume occupation of
the metal centre and hydrogen atoms are excluded by default.

Cone angle

For the cone angle multiple definitions can be found. In this research the definition from Allen and coworkers
is used [48]. They describe a systematic approach to computationally calculate the cone angle. The cone
angle is the angle between two lines starting at the metal centre and tangent to the furthest atom of the ligand
as can be seen in Figure 2.5. The angle is indicated with 6.
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Figure 2.4: Steric map from which the buried volume can be calculated.

Figure 2.5: Cone angle indicated with 6 between the tangent lines in black.

Dispersion

The London dispersion force is an attractive force originating from a transient dipole in atoms that induce
transient dipoles in nearby atoms [49]. This dipole can be measured in all atoms separately. Pollice and Chen
introduced a method to calculate a quantitative descriptor of this interaction potential [50]. This method
is used with one adaption. Instead of the electron density isosurface, a surface is created from the electron
densities since this saves computational cost [51]. The dispersion is always seen as the dispersion of the metal
centre.

Solvent Accessible Surface Area (SASA)
The solvent accessible surface area gives information about how much area of the molecule can be reached
by a solvent. A computational workflow to calculate the SASA is described in [52].

2.3.3. Boltzmann average

The Boltzmann average is a weighted average over a sample of chemical structures based on their energies
with a temperature high enough that quantum mechanical effects may be neglected. The Boltzmann average
for an observable A is equal to the expectation value, denoted as (A), at a certain temperature. The Boltzmann
average for the observable A is defined in Equation 2.10, with E; the energy of the chemical structure i, kg
Boltzmann’s constant and T the absolute temperature [53, 54].

Zi Ae—Ei/kBT

<A> = Zi e_Ei/kBT

(2.10)



At the start of this chapter the choice for the used reference structure and
model structure is discussed. Next, the computational workflow shown
in Figure 3.1, is described. First, the way of high-throughput generation
of structures is explained. Afterwards, the optimisation and conformer
search is discussed. Lastly, the calculation of the descriptors is explained.

3.1. Reference and model structure
It is chosen to build the reference structure as shown in Figure 3.2(a).
This is an OH geometry with Ir** as the metal centre. The ligands are
the chosen bidentate phosphorus ligand (shown as two connected phos-
phorus atoms) and 3 hydrides (H™) as auxiliary ligands. For the sub-
strate it is chosen to not include 2-Methyl-1-pyrroline but acetonitrile
(ACN). This structure is chosen to decrease the computational power and
avoid stereochemical effects. Computational cost is reduced since ACN
does not contain any rotable bonds and 2-Methyl-1-pyrroline contains
one rotable bond, which decreases the computational cost for the con-
former search. After attaching an hydrogen atom in the hydrogenation
reaction 2-Methyl-1-pyrroline possesses a chiral centre, resulting in two
enantiomers. Since the two enantiomeric products can differ in reaction
energy, calculations regarding the reaction energy get more complicated.
To avoid this, ACN, as a flat linear molecule is chosen over 2-Methyl-1-
pyrroline.

The model structure is shown in Figure 3.2(b). For the model structure,
a flat geometry is chosen. This flat geometry might result in a decrease in
computational cost over the three dimensional OH geometry when op-
timising the structure and calculating the descriptors. This structure is
modelled with Ir3* as the metal centre and the chosen bidentate phospho-
rus ligand. All auxiliary ligands and the substrate are not included. This
means that the structure is formally not a square planar structure since it
does not have four ligands at the metal structure. Therefore this structure
will be named as bidentate (BD). This model structure has a charge of +3e.

3.2. Structure generation

This section consists of a part about separation of the starting structures in
backbones and substitutes. After that, the packages MACE and ChemSpaX
are explained for high-throughput generation of structures.

Method

Metal centre
Geometry
Backbones
Substrate

"\rmc MaCE |

OH and BD complexes (with isomers)
Substitutes

ChemSanV

Functionalised OH and BD
complexes

Optimised and functionalised OH
and BD conformers

M®RFEUS

molecur feaiures for

Numerical values per conformer per
descriptor

4| pandas
|41 P

r-values

Figure 3.1: Schematic overview of the
computational workflow.
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Figure 3.2: Structure templates for OH (3.2(a)) and SP (3.2(b)).

3.2.1. Backbones and substitutes

At the start of this research, the industrial partner provided ninety ligands they tested in an iridium based
complex for the hydrogenation of 2-Methyl-1-pyrroline. To be able to fulfill this research in the designated
amount of time, the number of structures had to be limited to about twenty structures. First, structures
with non-covalent bonds, like ferrocenes, were omitted, since MACE cannot process these. Second, only
structures with two chelating phosphorus atoms were selected for two reasons. The first reason was that
with two phosphorus chelating atoms the researchers were always able to distinguish the chelating atoms
from the other atoms. The second reason was that a trend in the descriptors might easier be spotted with
the same chelating atoms. From the remaining structures, 18 were chosen based on their variety in size
and heteroatoms. Next, the structures were split in backbones and substitutes. The base for the backbone is
everything between the two phosphorus atoms. This part was examined further and small organic groups like
H, CHs, isopropyl and phenyl were taken off and listed as substitutes. For purposes which will be explained
later, all substitutes were replaced by a monovalent atom not occurring anywhere else in the structures. For
this purpose bromine was chosen. Two examples of backbones with bromines as substitutes are shown in
Figure 3.3.

Br
| Br

Br/P\ I

]
o
)
Z

H Br\ "N

r Br

Figure 3.3: 2 examples of backbones in 3.3(a) and 3.3(b).

3.2.2. MetAl Complexes Embedding (MACE)

The backbones were fed to MACE commit 68 [55] as ligands, together with the metal centre, auxiliary ligands,
and ACN for both the BD and the OH structure as specified in section 3.1. MACE is able to construct 3D
coordinates for a SP or OH complex from this information in the requested geometry. MACE searches for
all different stereoisomers, originating from different positions of the ligands around the metal centre. The
results of MACE for the backbone presented in Figure 3.3(a) are shown in Figure 3.4. Figure 3.4(a) until 3.4(d)
show four stereoisomers for the OH complex. For the BD model only one isomer could be found by MACE
which is shown in Figure 3.4(e).

3.2.3. Conversion of chemical structures

MACE yields as output only a XYZ file. An XYZ file only contains the element symbol and the coordinates for
each atom. For ChemSpaX both a XYZ file and an MDL Molfile are necessary. An MDL Molfile contains not
only the coordinates, but includes bonding information. This information includes the atoms bonded and
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19

(a) OH 1 (b) OH 2 (c)OH3 (d) OH 4 (e) BD

Figure 3.4: Example structures with the backbone presented in Figure 3.3(a). 3.4(a) until 3.4(d) show the four OH structures and 3.4(e)
shows the only BD structure.

the bond type. The XYZ files had to be converted to MDL Molfiles. This is done with the python package
openbabel version 3.1.1 [56].

3.2.4. ChemSpaX

The separation of the structures in separate backbones and substitutes opened possibilities for highthrough-
put generation of structures, since all substitutes can be placed on any open space on the backbone. This is
done with a modified version of the package ChemSpaX commit 117 [57]. ChemSpaX replaces a certain sub-
stituent, bromine in this case, by one of the previously defined substitutes. A few example structures of the
structure from MACE given in Figure 3.4(a) are given in Figure 3.5, with the substitutes indicated under the
subfigures. ChemSpaX has been modified to support parallel use and take substitutes from a previously de-
fined file which contained all options of substitutes based on combinatorics. Different substituent files were
made for a different number of substitution sites. After the modification, ChemSpaX was able to increase the
amount of structures combinatorially. The modification to ChemSpaX will be avaialable on GitHub shortly
[58]. After the use of ChemSpaX a conversion was necessary again. The modified version of ChemSpaX gives
as output both a XYZ file and an MDL Molfile, but the XYZ file is not an optimised version of last structure.
Therefore the MDL Molfiles were converted to XYZ files for the next step. This is done in the same way as
indicated in subsection 3.2.3.

L

(@H,HHH (b) CH3, CsHp —para—CHs, H, CgHg (c) OCHCH3CH3, CeHe—-CHsz-para, H,
CH2CH3

Figure 3.5: Example structures from ChemSpaX with the MACE structure presented in Figure 3.4(a). Under the subfigures the placed
substitutes are indicated.

3.3. Optimisation & conformer search

Before descriptor calculation could take place, all ChemSpaX generated structures had to be optimised such
that the descriptors would be calculated at a sufficient level of theory. Together with the optimisation, a
conformer search is performed. This is done with the Conformer-Rotamer Ensemble Sampling Tool (CREST)
developed by Grimme and coworkers [59], which uses the different versions of GFNn-xTB version 6.5.2 for
optimisation [38]. First, the structures were optimised on the GFN2-xTB level. Then GFN2-xTB was used
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for the OH structures in CREST. Optimising the BD structures using GFN2-xTB led to newly created bonds
between atoms from the substrate (O, N, C and H) to the iridium core, instead of their original position.
Therefore it is chosen to constrain all of these atoms during a separate GFN2-xTB optimisation and use a
GFN-FF optimisation in CREST. This resulted in an optimisation of the Ir and P-atoms only. An example of
this optimisation problem is shown in Appendix A.

3.4. Descriptor calculation

The next step was the calculation of the descriptors described in section 2.3. This is done with the python
package MOleculaR FEatureS for machine learning (morfeus) version 0.6.0 [60]. This package is able to cal-
culate the electronic descriptors, as described in subsection 2.3.1, directly over the conformer ensemble orig-
inating from CREST. This is not possible for the steric descriptors, as described in subsection 2.3.2. Therefore
a python script is written that saves all conformers from the CREST conformers file in separate XYZ files. This
way, the descriptors could be calculated for all descriptors. All calculated descriptors from each conformer
were put in a pandas dataframe [61]. The energies found by CREST had to be converted from relative to ab-
solute energies. The energies reported by CREST are relative to the lowest conformer. This means that the
energy of the lowest conformer is set to zero. The absolute electronic energy of this conformer is found in the
CREST logfile and added to all conformers. This way, all conformers have the same reference and different
structures can be compared. Afterwards all properties are boltzmann averaged with a copy of the function
from morfeus. This resulted in one row of descriptors per chemical structure. To be able to automate the
steric descriptor calculation, the metal centre and the chelating atoms should be found in the conformer xyz-
file in the same spot for every conformer. Therefore a script was written to automatically place the Ir atom as
the first atom in the list and the phosphorus atoms on places 2 and 3.

3.5. Descriptor comparison

Since the goal of this research is to compare the quality of the descriptors from the BD structures with the
OH structures it is chosen to take the boltzmann average for each descriptor over the structures generated
by MACE. This results in two values per descriptor for every combination of backbone and substitutes. The
first value is the boltzmann average over all MACE-structures for the OH structure. The second value is the
boltzmann average over all MACE-structures for the BD structure. All these values were written, together with
the structure information, to a pandas DataFrame. Pandas has a built in workflow to produce a correlation
matrix. In this matrix all correlation coefficients, also called r-values, are shown between the different vari-
ables. The main diagonal shows the correlation coefficients for the same descriptor coming from the BD and
OH structure.



Results & Discussion

This chapter builds up to the descriptor correlation, which are the main results of this research. This chapter
is built up in the same structure as the Method chapter. At the start, the way of high-throughput generation
of structures is discussed. Next, the optimisation and conformer search is discussed. At last, the results of the
descriptor calculation are shown.

4.1. Structure generation

The industrial partner provided ninety ligands structures. From these structures 32 contained a non-covalent
bond, like a ferrocene, and were therefore discarded directly. Due to the other criteria explained in subsec-
tion 3.2.1 this was reduced to 18 structures. These structures are shown Table B.1 in Appendix B.

4.1.1. Backbones and substitutes

The found backbones from the structures in Table B.1 that were successfully processed by MACE can be found
in Table C.1 in Appendix C, together with the bb# (backbone number), which was used to keep track of the
structures, and the number of substituent sites. The backbones that did not successfully produced isomers
can be found in Table C.2 with the same properties. In both tables the places where the substituents will come
are indicated by R. The number of backbones in Table C.1 and C.2 is smaller than the number of structures
shown in Table B.1, due to overlapping backbones. The structures with the CAS-numbers 55739-58-7 and
64896-28-2 both have the backbone with bb# 2. The same is the case for structures with the CAS-numbers
136705-64-1 and 136705-65-2, namely bb# 8. Structures with the CAS-numbers 1202033-19-9, 1228758-57-3
and 1884680-45-8 all have bb# 13. The backbones that failed while being processed by MACE are discussed
in subsection 4.1.2. The chosen substitutes are listed in Table D.1 in Appendix D.

4.1.2. MACE
MACE generated the complexes as explained in subsection 3.2.2. The
number of conformers found for the OH and BD structures are listed in

Table 4.1. Some backbones gave errors while being processed by MACE. Bb# | OH | BD
MACE could not construct a single complex for bb#’s 3 and 4. After con- 1 5 3
sultation of Wenjun Yang MSc, it was found that these structures have 2 2 1
too much tension to form a bidentate complex. Therefore these struc- 5 2 1
tures were discarded. MACE could not produce any BD complex for bb# 6 4 1
10. Since both structures are needed to make the comparison between 7 2 1
the descriptors this structure was discarded as well. Bb# 8 was discarded 9 2 1
since it took MACE 24 hours to construct 511 OH complexes with this 11 3 2
backbone and 24 hours to create 127 BD complexes as well. Both jobs 12 2 1
were terminated due to the time limit which was present at DelftBlue 13 3 3
during the post beta test phase. The most likely explanation for the ter- 14 > 1

mination is a non-convergence in MACE for this structure.

Table 4.1: Number of isomers for OH and
BD structure by bb#

13
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4.1.3. ChemSpaX

Initially, ChemSpaX was made for manual input of the substituent in a bash file and a manual input of the
substituent site in the input file. Afterwards one batch of input files could be processed in series with the same
substitutes. Some changes were implemented to allow for automation. First, lists of all possible combinations
of substitutes were made by combinatorics. This was done by writing every combination of substitutes to a
new line of a text file. ChemSpaX was altered in such a way that the file with the right number of substitutes
was read. Then a single job was submitted with every line of the text file as an argument for that job. For this to
be possible, ChemSpaX was changed to accept the substitutes as input on the command line. Another update
was the removal of identically named temporary files. In all temporary files the substitute names are written,
so these can be distinguished. With these improvements ChemSpaX could be used in parallel to generate the
structures in bulk corresponding with the backbones in Table C.1 and substitutes in Table D.1. The structures
for all substitutes for bb# 6, 7, 12, 13, and 14 have been created. The structures corresponding to bb# 10 and
11 are partially generated. The order of generation was chosen based on the number of substituent sites,

starting with the least substituent sites.

4.2. Descriptors

The descriptors that are calculated can be found in section 2.3.
The descriptors have been calculated for 147 structures originat-
ing from bb# 6. Due to time limitations only structures with the
substituent H on spot 1 (for the OH backbone) or spot 3 (for the
BD backbone) have been taken into account. Explanations of the

Table 4.2: r and r2 values per descriptor for a part
of the structures (n = 147) of bb# 6

spots can be found in Table C.1. The r and r?-values for the re- Backbone number | r’
lations between the OH and BD structures can be found for ev- | ER€I8Y 0994 | 0.989
ery descriptor in Table 4.2. All descriptor correlation values can be Dipole -0.148 | 0.022
found in Appendix E. The only good agreement for both structures | Electron affinity 0.644 | 0.415
is found between the energy and SASA calculations for the OHand | Electrophilicity 0.491 | 0.241
BD structure with an r2-value of 0.989 and 0.938 respectively. This | Nucleophilicity -0.504 | 0.254
is in agreement with the plots shown in Figure 4.1. The good agree- | Electrofugality 0.341 | 0.116
ment is the case for the cross references as well. These have both | Nucleofugality -0.111 | 0.012
an r? value of 0.947. This can be explained by the strong corre- | HOMO -0.089 | 0.008
lation of these properties with the number of electrons present in | Ionisation Potential | -0.504 | 0.254
the structure. A linear correlation is present between the electrons | LUMO 0.555 | 0.308
in the OH and BD structures, since they only differ with a fixed | Bite angle -0.070 | 0.005
amount due to the difference in auxiliary ligands and the substrate. | Burried volume 0.533 | 0.284
It is seen that for high values of the SASA the error from the trend | Cone angle -0.069 | 0.005
line is substantially larger than at low SASA values. This can be ex- | Dispersion 0.554 | 0.307
plained since at high SASA values more atoms are likely to be in | SASA 0.968 | 0.938
the molecule resulting in a larger molecule. Larger molecules can
have more configurations which influence the SASA, resulting in
the SASA not depending on the number of electrons only.
0 v
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Figure 4.1: Correlation for the Energy (4.1(a)) and SASA (4.1(b)) between the OH structure (x-axis) and the BD-structure (y-axis)
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Between the other electronic descriptors no (strong) correlation is found. For the dipole this makes sense
since the dipole is influenced by many atoms and definitely by the substrate, which is only present in the OH
structure and contains a nitrile. A nitrile is a very electron withdrawing group and therefore influences the
dipole [62]. For the HOMO and LUMO it makes sense that these are not strongly correlated since those values
are system specific. It would have been better to take a look at the HOMO-LUMO gap. Possibly a correlation
can be found for this descriptor. The electron affinity and ionisation potential are most likely effected by
the choice for the model structure. The model structure cannot exist due to a lack of electrons around the
iridium centre. This results in an unreal urge for electrons at the iridium centre. This has the consequence
of a very low electron affinity and a very high ionisation potential. The Electrophilicity, nucleophilicity,
electrofugality and nucleofugality are all calculated directly from the ionisation potential and the electron
affinity as shown in subsection 2.3.1. Therefore the error in the electron affinity and the ionisation potential
results in an error in these descriptors. The same error results probably in the missing correlation for the
dispersion of the iridium metal centre. The dispersion is also calculated based on the ionisation potential
and the polarizabilities [50].

An absent correlation between the steric descriptors was unexpected, since some of these properties pri-
marily depend on the metal centre and the chelating atoms only. The most likely explanation for an absence
of the correlation is the lower-level optimisation for the BD structure. As discussed in section 3.3, only force
field optimisation was used. UFF optimisation is not very accurate [38]. Another contribution to the error
may come from the different MACE-structures. For the sake of the explanation below, all lowest in energy
CREST conformers from bb# 6 with as substitutes two H-atoms, CH,CH3 and CHCH3CHj3 are shown in Fig-
ure 4.2. All these molecules are visualised in the same way according to two criteria. First, the phosphorus
atom with the two H-atoms was always visualised on the right side. Second, the ring with the nitrogen atoms
was always visualised on top. A possible absence of correlation for the cone angle can easily be explained.
The cone angle is, by default, calculated over all ligands. These ligands include the hydrides and the substrate
in the OH geometry (as can be seen in Figure 4.2(b) until 4.2(e)) and do not in the BD model (as can be seen in
Figure 4.2(a)). A relationship may be found if the hydrides and the substrate were not considered when cal-
culating the cone angle over the OH structures. This can be done by removing the hydrides and the substrate
through a substructure search. Afterwards the cone angle can be calculated without optimising the struc-
ture, so the cone angle over the leftover part does not change. The difference in ligands cannot be true for the
buried volume, since for the buried volume calculation the hydrides, like all H-atoms, and the substrate were
not included. The lack of relationship between the BD structure and the OH structures could be explained
by the different MACE-structures, which are present for the OH structures but not for the BD structure. In
this example a difference is seen between the spatial structure of the BD structure (Figure 4.2(a)) and OHO
(Figure 4.2(b)) resulting in a difference in buried volume. The lack of correlation between the buried volume
questions the applicability of the model structure. The absence of a correlation from the bite angle was the
most surprising since the iridium and phosphorus atoms are the only atoms optimised in the BD structure.
Nevertheless the space for optimisation was probably too limited since all other atoms in the molecule were
constrained.

(a) BD (b) OHO (c) OH1 (e) OH3

Figure 4.2: The lowest in energy CREST conformers from bb# 6 with as substituents 2 H-atoms, CHCH3CH3 and CH»CH3 are given in
4.2a until e for the different MACE isomers



Workflow discussion

This chapter starts with a general discussion about setting up a computational workflow. After that, it follows
the same structure as in the results & discussion chapter to discuss the challenges encountered during setting
up a computational workflow for high-throughput research. First, the way of high-throughput generation of
structures is discussed, followed by the optimisation and conformer search. Next, the process of the descrip-
tors calculation and comparison is discussed. This chapter ends with a paragraph concerning code & data
availability.

As shown in chapter 4 the intended computational workflow has been set up during the project. The big
downside of doing computational research is the need for computing hours at supercomputer facilities. Dur-
ing this research Snellius [63] (7,407,526), Tetralith [64] (945,710) and DelftBlue [65] (1,116,063) were used.
After the supercomputer name the number of CPU-hours requested for the project is indicated in paren-
thesis. This number of CPU-hours is sadly much higher than it should be, since the supercomputers were
initially not used efficiently. During the project it was learned how to properly request the right number of
cpu hours for a job. Before that time all jobs requested the same amount of resources as an example job
which used 32 cpus. For most jobs 1 or 2 cpus would have been cheaper and speed up the job, since com-
municating between the different cpus was the slowest step. Therefore, it is recommended to teach students
how to efficiently work with a supercomputer and not let them figure out how to work with a supercomputer
by trial-and-error.

5.1. Structure generation

5.1.1. Backbones and substitutes

The separation of the structures into backbones and substitutes was not part of the computational workflow.
This is done by hand of a chemist, Prof. dr. E.A. Pidko, in case of this research. This is still a step done
by a chemist, which could be subjective. It could be investigated whether this step can be replaced by a
computational workflow to reach a workflow which is as unbiased as possible.

5.1.2. MACE

MACE is not published yet since it is not stable enough. This became clear during this research. First, some
structures could not be processed by MACE. This was known for ferrocenes so these were excluded before-
hand. Other structures yielded a very large amount of isomers or no structures as all, as discussed in subsec-
tion 4.1.2. The last issue encountered with MACE was stereochemistry. The stereochemistry from bb#’s 1 and
12 (as indicated in Table C.1) had to be removed for MACE to be able to process the structure. Bb#’s 1 and 12
with stereochemistry kept giving the warning 'Unrecognized atom type’. A clue for that has not been found,
since bb#’s 6 and 13 also have stereochemistry and did not give this error. The ideal solution for this would be
to delete all optical isomerism from the structures and let MACE or another program introduce this into the
structures. In this way all structures with different optical isomerism can be screened.

16
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5.1.3. ChemSpaX

ChemSpaX was not meant to be used in a computational workflow as in this project. Therefore this program
is altered to make it able to run in parallel by using command line input as substitutes and renaming all tem-
porary files to an identical name. A fundamental problem in ChemSpaX that could not be solved within this
project was the issue of overlapping subsitutes. If large substitutes were used, specifically cyclohexane and
2,4,6-triisopropylbenzene, the substitutes overlapped with other atoms resulting in an optimisation problem.
This leads to unbonded atoms after the next optimisation. An example of this problem is shown in Figure 5.1.
For this reason cyclohexane was excluded from the substitutes list. Currently, the developer of ChemSpaX is
in the process of rewriting the program and removing the use of the UFF optimisation from openbabel but
including the Broyden-Fletcher—Goldfarb—Shanno algorithm (BFGS) from the Atomic Simulation Environ-
ment, which leads to better optimisations with the same computational cost [66].

Figure 5.1: ChemSpaX optimisation error. The unbounded atoms are highlighted by an arrow.

Furthermore, the indexing in ChemSpaX is not ideal. To be able to functionalise certain groups, the in-
dices of the atoms to be replaced and the indices of the atoms to which they are connected have to be given by
hand. It would be easier to indicate just the element sort which has to be replaced. ChemSpaX should then be
able to know which atoms to detach and where to attach the new substitutes. The developer of ChemSpaX is
currently coding a function to be able to functionalise all atoms from a certain element. In this research, the
complication was encountered that the OH and BD structures were not labelled in the same order. The order
of the XYZ files was used since the atom number had to be counted. This led to difficulties when comparing
the descriptors.

A small change made to ChemSpaX was the naming of the substitutes. The substitutes folder used a
combination of _ and - in the names of substitutes. Since a single character was needed to differentiate the
different substitutes in the last step to compare structures with the same substitutes all naming has been
replaced to - for ChemSpax substitutes. For structures that were already generated a name processing script
was written that looked for specific substitutes which had a _ in the name and replaced it to -, e.g. C6H6-
CH3_para got renamed to C6H6-CH3-para.

5.2. Optimisation & conformer search

CREST was the computationally most demanding part of the project. During the time CREST calculations
were done the researchers had a meeting with Dr. D. Palagin and Dr. J. Thies about optimising CREST for
the DelftBlue supercomputer. The program itself is written in Fortran which can perform parallel tasks to
optimise efficiency. It is not useful to submit a CREST job for multiple tasks since tasks have to be started
separately which is not done by CREST but multiple cores could be helpful. This is tested and the results
for CREST-optimisations with a different number of cpu’s on the OH structure of bb# 6 with as subtituents 2
hydrogens and 2 benzenes can be seen in Figure 5.2. The data point for 9 cores is missing, since this job was
not done within 24 hours and therefore cancelled automatically because the DelftBlue supercomputer had a
24-hour time limit in their post-beta phase. The trend seen in this figure is a decrease in computation time
until 5 cores and afterwards an increase in computation time. This makes sense since initially adding more
cores decreases the calculation time but later on the time it takes to communicate between the different cores
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becomes the limiting factor, resulting in an increase in calculation time. For CREST this point is at 5 cores so
all CREST calculations have been run on 5 cores. To ensure this statement, it can be validated by taking a
larger sample. The outliers at 3 and 9 cores are probably caused by a simultaneously running job on the same
node using a lot of resources. This can be validated by reserving a node exclusively to do this performance
test. This has not been done since the optimal point was already found.

i o
o © [ J

1 2 3 2 5 6 7 8 9 10
number of cores

Figure 5.2: The duration of the CREST optimisation for bb# 6 with as subtituents 2 hydrogens and 2 benzenes for a different number of
cores.

5.3. Descriptor calculation

The descriptor calculation is done by Morfeus only. Other descriptor calculators such as Mordred [67] could
be used to enlarge the numbers of descriptors calculated. This could quite easily be added to the workflow
but has not been done due to a lack of time. Special attention was paid to the descriptor calculation of the
energy. The energy is not calculated like the steric descriptors but the energy is used as given by CREST.
CREST uses the conformer with the lowest energy as a reference. This way structures could not be compared
to each other since the reference energies were not similar. This is solved by adding the energy of the lowest
conformer from the CREST log file to the relative energies for every conformer.

5.4. Descriptor comparison

The descriptor comparison is done by the Pearson (or standard) correlation coefficient. This coefficient only
takes linear relationships into account. With this coefficient a quick selection of interesting (possibly) linear
relations could be made. Other types of relationships (exponential, quadratic, etc.) are not found by this
method. It would be wise to implement possibilities to find these relationships in the computational work-
flow. Non-linear regression models are available, such as [68], but this has not yet been implemented in the
workflow.

5.5. Code & data availability

All data and code generated for this project will be stored on the ISE server, accompanied by a README file,
shortly. An overview of the data and code generated for this project is shown in Table E1 and E2 in Appendix F,
sorted by process step and including their location of storage. All gen-scripts are used for generation of a cer-
tain program on computer clusters. These files provide information about the needed resources and combine
certain programs.



Conclusion & Outlook

6.1. Conclusion
This research set a base for a workflow for automated screening of catalysts within the ISE-group at Delft
University of Technology.

The first goal of this research was to work towards a workflow for comparison of molecular descriptors for
screening catalysts. From some ligands, complexes have been created by MACE. These complexes have been
altered by a modified version of ChemSpaX which is able to work in an automatised mode now. Conformers
have been found using CREST with 5 cpu-cores. This seemed to be the most efficient number of cpu-cores on
DelftBlue. Descriptors have been calculated and compared via an automated process. Thus a workflow for
computational screening of catalysts has been setup. Improvements to this workflow can definitely be made.
These are discussed in section 6.2.

The second goal was to compare the BD model structure with the OH reference structure. It is likely that
the BD model is not a good model due to the non correlating bite angle. Since this descriptor only depends
on the iridium metal centre and the phosphorus chelating atoms a correlation was expected. The absence
of some other correlations could be explained by a non proper choice of the descriptors. This is the case for
the HOMO, LUMO and cone angle. Changes to the workflow should be made to calculate these descriptors
or small variations on them, like the gap between the HOMO and the LUMO. This model structure does not
seem to perform well due to not being able to chemically exist, resulting in optimisation problems. This led
to unrealistic values for electronic properties around the metal centre. A slightly more complicated model
structure could be tried, namely addition of one hydride and a change of the metal centre from Ir3* to Ir*
resulting in a flat neutral structure which could exist.

6.2. Outlook

A basis for the computational workflow is set during this project. Somethings that were encountered but have
not been solved yet are discussed below.

6.2.1. Symmetry

In the current workflow symmetry is not included. This leads to an inefficient use of resources since the
same structure gets created by ChemSpaX multiple times by adding the same substitutes in for ChemSpaX
different places, but resulting in the same structure due to symmetry. This becomes computationally even
more demanding if CREST is used on both structures, yielding the same results. This can be solved manually
by taking the symmetry into account before using ChemSpaX but a computational method would be the
preferred way.

6.2.2. Stereochemistry

Stereochemistry was not the focus of this project. The stereochemistry of the ligands were originally copied
from the starting dataset. Due to errors arising in MACE sometimes the stereochemistry had to be deleted. It
would be a big improvement if stereochemistry could be added to the workflow, especially optical isomerism,
since enantiomerism is important in drug synthesis.

19



6.2. Outlook 20

6.2.3. Data storage

Storage is always something that should be taken care of when working with (big) data. This workflow pro-
duces different results. First, the structures generated by ChemSpaX can be used for a lot of optimisations
and other research, so a database of these structure is helpful to save computational time. Next, the opti-
mised conformers with CREST are useful to store, since these are needed to calculate additional descriptors
in the future, without going to the entire optimisation process again. Furthermore, the calculated descriptors
are helpful to be stored to prove certain correlations. And last, the final step of the research (the correlations)
should obviously be stored. For the structures no database format has been found yet. Currently, the struc-
tures are stored in compressed folders per bb# and geometry with the substitutes in the file name. A database
format with an efficient search engine could be helpful. The descriptors are currently stored in comma sep-
arated values (csv) files. This data storage could significantly be improved by for example an online portal as
presented in [69].

6.2.4. Machine Learning

The entire workflow from generating the structures until descriptor comparison is computationally very in-
tensive. It could therefore be worthy to feed all data and structures to a machine learning model and see
whether such a model can predict the descriptors accurately for new structures. After that, a new level of
complexity could be added by asking the model to recommend a new structure based on certain descrip-
tors. This will be much more computationally efficient since countless chemical structures exists and it is
undoable to calculate the descriptors for all of them.

6.2.5. Energy descriptors

An improvement that can be made is the calculation of the energy descriptor. The current energy descriptor
is the electronic energy of the entire complex. It would be more interesting to see what the binding energy
of the substrate is, defined as the energy of the entire complex minus the energy of the free substrate. This
energy is known to influence reaction mechanisms [4] and could therefore be a good starting point to bridge
between the theoretical model and the experiments.
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CREST optimisation

This appendix elaborates on the problems with the optimisation of the BD structures, as mentioned in sec-
tion 3.3. A GFN2-xTB optimisation led for the conformers originating from bb# 6 to newly created bonds
with the nitrogen atom and the carbon atom involved. The output of one of the structures is shown in Fig-
ure A.1(a). Therefore a constrainfile was added which forced the positions of the O, N and C atoms. This led
to the same structure as shown in Figure A.1(a). Then, it was chosen to use UFF optimisation instead of xTB
optimisation. Using the same constrain file the structure in Figure A.1(b) was found. In this figure a hydrogen
transferred to the iridium centre. To prevent atoms from binding to the iridum centre a UFF optimisation
was used, together with a constrain file which constrained all C, N, O and H atoms. In other words only the
Iridium and phosphorus atoms were optimised.

(a) GFN2-xTB (b) UFF

Figure A.1: The two circled bonds were not present in the model structure and inserted by the GFN2-xTB (a) or UFF (b) optimisation.
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Starting structures

This appendix shows the chosen starting structures in Table B.1 elaborating on section 4.1. The criteria on
which these structures have been chosen are discussed in subsection 3.2.1 and 4.1.

Table B.1: Starting point structures.

CAS-number | Chemical structure CAS-number | Chemical structure

HC CH

QA

32305-98-9 136705-65-2

55739-58-7 \© 1884680-45-8

0RO
76189-56-5 ©©© 528814-26-8

136705-64-1 o 528854-34-4

@C‘T;Cf‘z
QQ 99
; ! "o, AN,
L0 -
96183-46-9 o 866081-62-1 o

Continued on next page
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Table B.1: Starting point structures. (Continued)

CAS-number | Chemical structure CAS-number | Chemical structure
3(@\
L <10
P
99646-28-3 1202033-19-9 | * <
Hil”x o
\f N
0 —
122709-72-2 d 1228758-57-3 w” HJCA“(“!
H,C: CHy  H,C CHy
HC Hy I HDCMO e CH;
e CH o HC chy
HC CHy
HC: CHy; HC CHy
133545-25-2 oy 192138-05-9 oy oy
HC,
S o
PICH) o’ C!H} CHy
IO ReReRY
64896-28-2 @ 1365531-89-0 Moy




Backbones

This appendix shows the chosen backbones based on the procedure explained in subsection 3.2.1 and 4.1.1
elaborating on subsection 4.1.1. Table C.1 shows the backbones that were successfully processed by MACE.
Table C.2 shows the backbones that were unsuccessfully processed by MACE. These are discussed in more
detail in subsection 4.1.2.

Table C.1: Successfully generated structures. The substituent number for the OH and BD ge-
ometry is indicated in dark and light grey respectively.

Bb# | Number of Chemical structure
substituents
(0] (0]
\ /"
/ \
1 6 R, R,
B\ p / Rz
R——R,
R—1—R,
P
PN
2 8 R7 R8

Continued on next page

30



Table C.1: Successfully generated structures. The substituent number for the OH and BD ge-
ometry is indicated in dark and light grey respectively. (Continued)

Bb# | Number of Chemical structure

substituents
Tz
e :
R: \:
S
R — p\
R
6 4 4

7 4
9 8
11 4

Continued on next page
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Table C.1: Successfully generated structures. The substituent number for the OH and BD ge-
ometry is indicated in dark and light grey respectively. (Continued)

Bb# | Number of Chemical structure
substituents
Ta
P N
R4/ :(/ j@
R \
2
~p N
12 4 R‘
R, /R4
P 0]
(0] P
R, R,
13 4
14 4




Table C.2: Unsuccessfully generated structures
Bb# | Number of
substituents | Chemical structure
R R

e

R / \Q
HC . “\\
H;C R

10

R




Substitutes

This appendix shows the chosen substitutes in Table D.1 elaborating subsection 4.1.1. These substitutes are
found based on the procedure explained in subsection 3.2.1.

Table D.1: Used substituents to enlarge the number of structures (B is the abbreviation for backbone).

Name in ChemSpaX | Chemical structure Name in ChemSpaX Chemical structure
H B—H CHj3 B——CHjs
CHa
BA<
CH,CHj3 B/\CHS CHCH3CHgs CH,
CHa CHs

B%CHs B—O0—C——CHs

CCH3CH3CH3 CHg OCCH3CH3CH3 CHg
CHsg

B—0— 5

OCHCH3CHjs CH, CgHg
HsC CHj;

B‘@iws B
CgHg—CHs —ortho— HyC CgHg—CH3—meta—1-2 CHs
1-2-para

HsC_ CHs, HsC ~ CHs
HyC HaC
CHs
B CH, B CHg
CHa

HsC HsC

CgHg -iPr—ortho— HC  CH, CgHg—iPr—ortho-1-2- HiC  CHy

1-2-para

CH3 -para

CsHg—CH3 —para
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