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Preface

This report outlines the work done within the project "Spectral Analysis and Calibration of Meteor Shower Events", a
collaboration between the European Space Agency’s Meteor Research Group and Delft University of Technology.
The project had a net duration of around seven months, excluding the Literature Study, and is used by the author as part
of the thesis module within the M.Sc. Aerospace Engineering programme offered by Delft University of Technology.

Readers with a particular interest in the fields of meteor spectroscopy and atmospheric studies would hereafter find an
innovative approach for the elevation-dependent atmospheric calibration of meteor spectra observed from optical
ground-based cameras. Moreover, readers would discover interesting aspects about the influence which different
meteoroid-atmospheric interactions have on meteoroid composition inferences.

Iwould like to express special thanks to the Meteor Research Group, whose members have kindly welcomed me on-board.
In particular, my immense gratitude goes to my supervisors, Joe Zender and Dr. Regina Rudawska:
Thank you for having shared your exceptional knowledge, experience and passion with me,
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My most sincere appreciation goes to my supervisor at Delft University of Technology, Dr.ir. Wouter van der Wal:
Thank you for supporting this collaborative project with great enthusiasm, always available to provide valuable advice.
Your help and cordiality have really boosted and motivated my work for the best.

Moreover, I would like to thank Dr. Detlef Koschny, for his involvement and help.
Thanks for always taking the time to answer a question or initiate a fruitful discussion.

Last but not least, I would like to thank Dr. Daphne Stam, for her openness to dialogue and precious suggestions.
Without her specialised knowledge, the outcome of this project would have not been the same.

Salvatore Vicinanza
Delft, October 2021
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Introduction to the Paper

After the disintegration of asteroids and comets in space, "children" products, i.e. meteoroids and interplanetary dust
(Borovicka et al., 2005), are generated and continue moving around space, generally along the orbit of their "parent"
body. The meteoroids are the biggest products of this disintegration, with size ranging between 30 micrometers to 1 m
according to Koschny and Borovicka (2017). When the orbit of these bodies encounters the Earth, they collide with the
Earth’s atmosphere. The interaction of meteoroids with the atmosphere heats the bodies to incandescence, resulting in
luminous streaks in the sky, visible from ground: the meteors. The heating of space bodies in the atmosphere is a result of
a process called meteor ablation. During meteor ablation, the aerodynamic pressure acting around the body exceeds the
body’s material strength, causing the body to loose mass and eventually break-up. Meteor ablation acts as filter, letting only
high-density meteoroids to pass through and reach ground without completely degrading Gritsevich and Koschny (2011).
The bodies which survive their passage in the atmosphere and can be found on Earth’s surface are known as meteorites.
According to Jenniskens et al. (2004), only below 8% of meteoroids in the size range of 10 mm to 50 mm detected by meteor
observations reach ground as meteorites. The left plot in fig. 1 visualises the different definitions of meteoroid, meteor and
meteorite. Meteors with absolute brightness higher than -4 are referred to as fireballs (Koschny and Borovicka, 2017).
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FIGURE 1: Left: Illustration of the progression of a meteoroid into a meteor, after the space body collides with the Earth’s atmosphere,
and meteorite, after the body reaches the surface (Ceplecha et al., 1998). Right: Photography of the optical video camera in CILBO
observatory, in Tenerife, with a diffraction grating on top (Koschny et al., 2013).

As the meteor ablates in the atmosphere, particles belonging to the meteoroid are excited from its surface (Ceplecha
etal., 1998). The collision of the space body with the atmosphere also excites atoms and molecules from the atmosphere.
These particles emit photons, as their excitation during meteor ablation induces a transition between energy levels; this
transition happens at a specific wavelength, obtained from the Planck’s formula (Liebhart et al., 2011). The contributions
of the wavelength-specific radiation generated by the emission of elements of both atmospheric and meteoric origin
add together in the meteor spectrum. The most common way to observe meteor spectra for scientific purposes is to use
ground-based optical cameras, mounting diffraction gratings in front of their lenses. The right image in fig. 1 shows the
optical camera used in this research, with the diffraction grating on top. After the light impinges on the grating, it follows a
pattern of destructive and constructive interference; the meteor spectrum results from this interference. Different orders
of constructive interference happen at a unique set of angles (6,,, in the left plot of fig. 2), specific for the setup used
(Loewen and Popov, 1997). The middle image in fig. 2 gives an example of the first-order meteor spectrum observed from
the ground-based camera used in this project. The right plot shows the intensity of each feature in the spectrum.

Meteor emission spectra are analysed using a technique called meteor spectroscopy, which allows to gain information
about properties and chemical composition of the body generating the meteor event (Rudawska et al., 2020). The inference
of chemical composition from meteor spectra is not trivial. This involves the estimation of the intensity of each line
in the meteor spectrum, of the nitrogen bands and the ablation temperature. This estimation entails manual (Vojacek
et al., 2019) or (semi-)automatic fitting of the observed meteor spectra (Borovicka et al., 2005; Jenniskens, 2007): using
an energy transfer model, a synthetic spectrum is modelled by tuning the parameters (line intensities, N, bands and
ablation temperature) and it is compared to the spectrum of the observed meteor. The goal of the fitting is to find the
right combination of parameters for the synthetic and observed spectrum to coincide. After the spectrum is fitted, the
estimated parameters are interpreted to retrieve the meteoroid’s composition. In this research project, the composition of
meteoroids observed from optical cameras on ground is inferred through Bayesian inference, explained in appendix G.
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FIGURE 2: Left: Schematic of a transmission grating which lets the first-order spectrum through. Middle: Event 01-06-2012, 22:51:00;
zeroth-order meteor (left of the image) and its first-order spectrum (right of the image) seen from CILBO observatory, in Tenerife. Right:
Intensity of the first-order spectrum in digital numbers, after the spectrum was retrieved from the total image in the middle.

Meteor spectroscopy is of great scientific relevance as discoveries about parent bodies’ compositions support numerous
areas of scientific research. Studies about the Solar System evolution, for example, rely on the knowledge of asteroids’ and
comets’ chemical properties, as these carry information about Solar System’s history (Borovicka et al., 2005). Moreover,
meteor studies are relevant in the field of astrobiology. As underlined by Silber et al. (2018), these studies are helpful in
determining the composition of meteoroids which may have carried to Earth the chemicals that fostered life in the early
days. Planetary defense strategies also heavily rely on discoveries and information about interplanetary material reaching
our planet. Impacts from meteoroids are a hazard to daily space activities: they disturb the operations of Earth-orbiting
satellites and modify the atmospheric composition through emissions (Cander, 2019). In that context, forecasting of me-
teoroids’ collisions to Earth is paramount to establish effective mitigation actions to these threats. However, as discussed
by Vaubaillon et al. (2015), forecasting is reliable as long as the body’s parent body is known. In this context, meteor
spectroscopy plays a supporting role to planetary defense studies: thanks to its ability to characterise the composition of
meteoroids impacting the Earth, it supports the knowledge about meteoroids’ orbits and formation coming from dynam-
ics studies, thus allowing to enhance knowledge about parent bodies. Finally, research on space resource exploitation (e.g.
asteroid mining) profits from better comprehension of the structural characteristics and composition of space bodies.

Past meteor spectroscopy research on optical systems’ observations revealed that three elements of meteoric origin are
most commonly distinguished in meteor spectra: Fe, Mg and Na (Trigo-Rodriguez et al., 2004). Although the relative
spectral abundance of these three atoms varies for each event, the existence of trends in spectral behaviors of different
meteors makes it possible to classify the different meteor spectra into few classes with distinctive composition features.
Borovicka et al. (2005) established a general meteor spectra classification convention, widely adopted by scholars in this
area. Based on this, four main meteor spectra classes are distinguished: (1) Na-free, (2) Na-rich, (3) Irons, respectively
populated by spectra with a distinctive depletion of sodium, enrichment in sodium and dominance in iron, compared to (4)
Mainstream meteors, which have relative elemental abundances close to the chondritic compositionl. The meteor classes
identified through this classification include both shower meteors and sporadic meteors: the former are bodies belonging
to a recognized meteoroid stream and with a known parent body (e.g. Geminids with parent comet 3200 Phaeton), while
the latter are not associated to any definite parent body. The researchers observed that shower meteors generated from the
same parent body generally belong to the same spectral class. This might suggest that the commonality of spectral features
among meteors within the same class reflects the similarity in the parent body’s chemical composition, to a large extent.
Nonetheless, there are cases of remarkable difference in the spectral appearances of meteoroids from the same stream.

One of the greatest shortcomings of meteor spectroscopy is that it is based on the study of remote observations; the
meteor spectra observed from ground are not the direct reflection of the meteoroid composition, as their appearance is
affected by various other factors, here called external factors. The Earth’s atmospheric extinction, different meteoroid entry
conditions (e.g. meteoroid speed and its ablation height), the time of meteor observation and instrumental errors (e.g.
camera spectral sensitivity) are all external factors, and influence the intensities of meteor spectral features as described in
the following paper. These factors could be one reason behind the differences in the spectral appearances of meteoroids
from the same stream. The other could be a difference in composition among the meteoroids. The problem is that one
cannot distinguish between the spectral features induced by the meteoroid composition and those due to effects from
external factors, if the influence of these factors is not well known. The lack of knowledge about the influence of external
factors on remote observations of meteors affects the quality of meteoroid composition inference from their spectra. This
research’s objective is to improve the quality of meteoroid composition inference from meteor spectra, by assessing the

! Chondritic composition is characteristic of chondrites, primitive bodies containing distinct morphological inclusions called chondrules (Jenniskens,
2007). Chondrites are bodies which never melted and had very few interactions since their formation, thus can reveal early Solar System conditions.
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degree to which these external factors influence the appearance of meteor spectra, and by improving the calibration
pipelines used to correct meteor spectra for external factors’ influence.
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ABSTRACT

By analysing the spectra of meteors ablating in the Earth’s atmosphere, one can acquire valuable
information about the composition of their parent bodies (asteroids and comets). A challenge to
the accurate composition inference comes from external factors: factors other than the parent body
composition, which affect the meteoroid-atmosphere interaction and hence influence the appearance
of meteor spectra. External factors of interest in this study are variability of atmospheric extinction
with elevation, changes in meteoroid entry speeds, ablation conditions and temporal evolution of
meteoroids’ interaction in space. The goals of this research are to assess to what degree these external
factors influence the appearance of meteor spectra and meteoroids’ composition retrieval from them,
and to improve the calibration pipelines used to correct meteor spectra for external factors’” influence.

The research was done within the framework of ESA's Meteor Research Group (MRG) and used as main
data source the ground-based observations collected from optical cameras in CILBO observatory.
First, the MRG calibration pipeline implemented by Zender et al. (2014); Rudawska et al. (2020)
was improved — an automatic routine was developed to perform elevation-dependent atmospheric
correction of meteor spectra. The new correction was based on the extinction law by Appenzeller
(2012), adjusted to account for the variation of atmospheric extinction as meteoroids’ elevation
changes during their path in the atmosphere. A statistically significant improvement resulted on the
calibration pipeline: the intensity of spectral features below 400nm increased by more than 20% when
the elevation dependence of the extinction was considered as part of the atmospheric correction.
The MRG procedure for spectral analysis was modified. This allowed to analyse meteor spectral
features emitted over a wavelength range of 350-840 nm; originally the MRG analysed only the 400-
800 nm spectra and hence missed emission features, especially in the UVA. In this new spectral
analysis, intensities of meteor spectral features and elemental abundances were inferred from the
calibrated observed spectra through a semi-automatic spectral fitting which used an optically thin
radiative transfer model. The resulting spectral features were then correlated to external factors
observations: meteoroid entry speeds, ablation conditions and year of meteor observation.
The external factors’ analysis performed on our set of 198 low-speed (<20 km/s) total meteor spectra
revealed a strong correlation between meteoroids’ entry speed and the number density of elements
— number densities of Na and Fe (meteoric elements) decreased at a rate of —10 and —3 (m/s)!
with speed, while O and N (atmospheric elements) increased at rate of 16(m/s)"'. Moreover, the
study conducted on individual frames’ spectra concluded that variations ofline intensities over frames
are correlated with changes in the ablation temperature with height. Finally, changes in meteoroid
composition were seen among meteors generated from the same showers (Geminid and Antihelion
Source) but observed in different years, possibly due to different meteoroid stream filaments observed.

Keywords: shower meteors, spectroscopy, meteoroid composition, entry speeds, atmospheric extinction.

INTRODUCTION

ablation conditions and stream formation age.

Meteor spectroscopy is based on remote observations of
ablating meteoroids in the atmosphere. For this reason, al-
though meteor spectra collected by on-ground equipment
reflect the internal composition of the meteoroid, they are
also affected by the type of meteoroid-atmosphere inter-
action taking place during each event. Different factors,
other than the meteoroid’s internal composition, influ-
ence this interaction. These are called external factors and
include meteoroid entry speed, atmospheric extinction,

Research from Vojéacek et al. (2019), Matlovic et al. (2020)
and Rudawska et al. (2020) noted that the speed of the
meteoroid at the moment of its entry in the atmosphere,
has a strong influence on spectra. They observed that
this factor directly relates to meteor ablation: during slow
entries, the ablation temperatures reached are so low that
only highly volatile elements (e.g. Na) are sufficiently
excited to evaporate. According to the experimental
simulations on meteorites by Matlovi¢ et al. (2020),

DELFT UNIVERSITY OF TECHNOLOGY, 2021
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Na-rich spectra appear in cases of very slow bodies
irrespective of the meteoroid’s actual composition. In
most cases, this means that the intensities of Na lines,
relative to line intensities of more refractory elements like
Mg, do not reflect the effective dominance of sodium in
the meteoroid’s composition; by contrast, this is only the
consequence of the body’s specific conditions of ablation,
which do not favor refractory elements’ emission.

The Earth’s atmosphere influences the amount of light
transmitted from the meteor to the observing camera.
Consequently, it modifies the intensities of meteor spectra
features observed from ground. To accurately infer the
composition of meteoroids in space, it is thus important
to correct for the effects of optical atmospheric extinction.
Atmospheric extinction varies with elevation of the target
body; specifically, it varies with its angular term (angle
above horizon) and linear term (elevation above ground).
Therefore, a precise calibration pipeline should provide
a dedicated correction based on the meteor’s elevation
change along its path in the atmosphere. Instead, in
meteor spectroscopy, generally the same atmospheric
correction is applied over all the frames observed for
a meteor event, using a "standard curve" of extinction
per event (Dubs and Maeda, 2016); calibrations with
these standard curves do not account for the variation in
atmospheric extinction along the meteor’s path.

Furthermore, spectral observations of meteors along
their paths in the atmosphere are affected by the diverse
ablation conditions found at the different heights, partic-
ularly the ablation temperature and pressure. However,
most studies like Jenniskens (2007) and Rudawska et al.
(2020) perform analyses on the integrated (or total) spec-
tra, where the line intensities result from the average of the
pixel intensities along the whole meteor’s path; integrat-
ing the spectrum allows to decrease the noise in spectra,
but the variability per height of the spectrum is averaged
together, thus lost. By contrast, studying the change in
meteoric elements emissions with height can reveal how
strong is their correlation with changes in ablation tem-
peratures and pressures with height. The spectral evolu-
tion with height was investigated by Borovicka et al. (1999);
however, the research focused only on the Na depletion in
1998 Leonid meteors and did not investigate in detail its
correlation with changes in ablation conditions.

From Borovicka et al. (2005) and Vojécek et al. (2015),
we learn that the spectra of meteors belonging to the
Geminid shower have significant variation in Na content.
The explanation was linked to the age of formation of the
observed meteoroids: the Geminid stream was probably
formed in different ages and its older meteoroids have
lower Na content due to the longer exposure to radiation
in space. However, the age of meteoroid formation is ex-
pected to influence the content of all meteoric elements,
and not only Na; yet, this investigation was not done on
other meteoric elements. Moreover, one can assume that
younger and older meteoroids move along different or-
bits, and may impact the Earth at different times; however,
past researchers did not correlate the variations of Na

content to the time of meteor observation, although this
could bring compelling arguments to their conclusions.

Although various studies have reported on the impact of
external factors on meteoroid composition inference from
meteor spectra, it is currently not possible to accurately
constraint the extent to which external factors bias the
inference of meteoroid composition on a large scale. In
fact, past researchers could only focus on the specific
factors significant for the small and unrepresentative sets
of spectra analysed. The analysis was conducted on single
fireball events (Borovicka, 1993), meteors belonging to
one unique shower (Leonids in Borovicka et al. (1999)
and Jenniskens (2007)), or specific classes of spectra (17
Na-enhanced spectra in Matlovi¢ et al. (2020)). Vojacek
et al. (2019, 2015) and Borovicka et al. (2005) studied
more representative data sets, around 100 sporadic and
shower meteor spectra; however they only analysed the
influence of meteoroid entry speed and structure, with
minimal focus on the other external factors. Additionally,
calibration pipelines available from literature are often not
suited for accurate analyses of external factors on large
data sets: they require substantial manual intervention
and lack corrections for external factors, like the absence
of atmospheric correction in Rudawska et al. (2020).

The main objective of this study is to improve the
quality of meteoroid composition inference from meteor
spectra and the software tools used for their analysis. We
aim to do so by assessing to what degree the external
factors influence the appearance of meteor spectra, and by
improving the calibration pipelines used to correct meteor
spectra for external factors’ influence. This research
addresses two main questions:

i)  How do different meteoroid-atmosphere interactions,
induced by varying atmosphere and meteoroid entry
conditions, reflect on meteor spectral features and
affect their analysis?

ii) How can the calibration pipelines be improved to
more accurately retrieve meteoroids’ compositions
from meteor spectra?

The automation of the calibration pipeline was the first
major area of improvement from this study. After sec-
tion 2 introduces the process of acquisition and reduction
of data selected for the successive spectral analysis, sec-
tion 3 explains the advancements brought to the original
calibration pipeline. In particular, section 3.1 describes
the development of a fully-automated wavelength calibra-
tion pipeline, tested to work effectively for our complete
set of optical first-order meteor spectra.

The second major improvement was a better under-
standing about the effects that atmospheric extinction
variation with elevation has on meteor spectra. To do so,
an elevation-dependent procedure for atmospheric cal-
ibration was developed and validated. Section 3.2 de-
scribes this procedure and the research about the signif-
icance of elevation dependence on the accuracy of atmo-
spheric correction and meteoroid composition inference.
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Third, the research analysed the relation between
meteor spectra appearances and meteoroids’ entry speeds
— using a larger set of low-speed meteors (around 200
events) compared to what considered in past studies;
then, it analysed the evolution of shower meteor spectral
features over the meteor’s path and in function of the
observation time. This study is reported in section 4. To
conclude, section 5 reports the main results and discusses
their implications for meteor spectroscopy research.

2. DATA ACQUISITION AND DATA REDUCTION

This section introduces the processes of acquisition of
meteor data and the reduction of the acquired data
for successive spectral analyses. Section 2.1 explains
the experimental setup and equipment used during this
project. Then, section 2.2 and 2.3 explore the process of
data reduction, from the selection of the meteor spectra
used for successive spectral analyses, to the dark-current,
flat-field and background correction of raw images.

2.1. Experimental Setup: CILBO

The project used as data source the visible first-order
spectra and zeroth-order meteors observed at the Ca-
nary Island Long-Baseline Observatory (CILBO), operated
by ESA's Meteor Research Group (MRG). CILBO has a
double-station setup of intensified CCD video cameras
(ICC). Three image-intensified cameras are mounted in
two different locations: ICC8 and ICC7 mounted in Tener-
ife (CILBO-T station) and ICC9 in La Palma (CILBO-L
station); all CILBO cameras monitor the same portion of
sky, as sketched in fig. 3. Data from ICC8 and ICC7 rep-
resent the primary source for this project. ICC7 records
the zeroth order of meteors. ICC8 is equipped with an
objective grating in front of its lens (see fig. 4): it records
meteors’ first-order spectra. Both ICC8 and ICC7 have
a frame rate of 25 frames per second (time resolution of
0.04s), an image resolution of 768x576 px and 8 bit dy-
namical accuracy (Koschny et al., 2013).

ICC7 and ICC8 run on the same local computer, with
ICC7 continuously recording images of the night sky and
ICC8 waiting in standby — when the MetRec software
(Molau, 1999) detects a meteor in ICC7’s field of view
(FOV), it triggers the acquisition of the frames from ICC8;
then, both ICC7 and ICC8 frames with detected meteors
are saved in the computer hard-disk as BMP files. The ac-
quisition process by MetRec often associates a slight delay
(order of 1/25sec) between the zeroth-order image de-
tection on ICC7 and the acquisition of the corresponding
first-order spectra from ICC8. This delay requires a time
correction in the meteor spectra calibration; specifically,
a time interpolation is applied to the meteor’s ICC7 pixel
location, in order to obtain the meteor’s position at the
time when MetRec acquires the ICC8 image.

100 km

FIGURE 3: Sketch of CILBO’s double station camera set-up
(Koschny et al., 2013).
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FIGURE 4: CILBO’s ICC8 block diagram (Zender et al., 2014).

2.2. Selection of Meteor Events

Before being able to perform analyses on the meteor
spectra, the acquired data necessitates reduction. The first
step of the data reduction routine was discarding meteor
events whose first-order spectra were exceedingly faint,
or exceedingly bright — meteors fainter than +2.0 mag
generated spectra with low signal-to-noise ratio (SNR),
where element lines could be hardly distinguished from
the background noise by spectral analysis tools; by
contrast, meteors brighter than —1.9 mag often generated
saturated spectra, where it was not possible to separate
the spectral contribution of each individual element.
Neither type of spectra permits an accurate inference of
the meteor’s chemical composition, which is based on
the analysis of the distinctive emission patterns of all
elements making up the meteor. For this reason, only
events brighter than +2.0 were selected for this project. For
meteors brighter than -1.9mag, a case-by-case selection
was performed to remove events with saturated spectra.
A further, manual selection was performed. This
aimed at removing exceptional events — cases where
meteors had brightness within the interval of interest
but extremely faint first-order spectra, or spectra with
hardly-distinguishable lines. A dedicated web-based
Graphical User Interface (GUI) was developed to facilitate
this manual selection; the GUT is described in appendix A.
Exceptional events encountered while inspecting CILBO
data include: cases where clouds, or secondary-order
spectra of the Moon, covered part of the meteor spectrum
of interest; cases with entry angle too close to the horizon
(90 deg), generating spectra with horizontally overlapping
and non-separable lines; cases with a too bright back-
ground, which concealed meteor spectra features.
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TABLE 2: Results from the meteor events’ selection within data
reduction pipeline. Columns ICC7 Events and ICC8 Events give
the number of events recorded by ICC7 and ICC8. Column
Matches gives the number of events recorded simultaneously by
both ICC7 and ICC8. Column Selected gives the number of events
after meteor selection; in parenthesis, the percent ratio of the
value in Selected and the corresponding in Matches.

| Year [ ICC7 Events | ICC8 Events | Matches [ Selected ‘
2012 11312 19492 4127 91 (2.2%)
2013 19435 10385 667 110 (16.5%)
2014 12647 4884 195 39 (20.0%)
2015 18377 25423 5286 54 (1.02%)
2016 27481 24135 2734 48 (1.76%)
2017 10388 9050 684 12 (1.75%)
2018 1150 484 147 1 (0.68%)
2019 3088 1262 335 0 (0%)
2020 0 1077 0 0 (N/A)

| Total | 103622 96231 14174 | 355 |

As the calibration routine requires that both zeroth-
order images and first-order spectra are available, the
selection was performed among the events recorded
simultaneously by both ICC7 and ICC8. These events
are indicated in the column Matches of table 2. The
selection of meteor events scaled down the total set of
14174 visible meteor events, recorded from both ICC7 and
ICC8 in the period 2012-2018, to a total of 355 events to
use in the project. Table 2 gives information about yearly
distribution of the 355 events used in the project.

2.3. Radiometric Calibration

The basic equation used for radiometric calibration is
expressed below:

RAW=¢-V-Q-1+DC 1)

where RAW is the pixel value of the raw image (spectra
seen from CILBO), t the exposure time, I the photon flux,
Q the variation in quantum efficiency, V the vignetting
and DC the dark current noise. The primary goal of the
dark current and flat-field correction was to remove term
DC and correct term V from eq. (1). This allows to obtain
a calibrated image expressed as in the following:
RAW-DC

Calibrated Image = Flatfield—DC 2)

The dark current and flat-field correction is schematised
in fig. 5 and is important to remove artifacts in the
image which affect the appearance of spectra: flat-field
correction removes the effects of illumination variations
in the optical system, like vignetting and distortions in the
optical path; dark current correction removes the effects
of electrons which flow in the detector, even when there is
no light incident on it. To perform dark current and flat-
field correction on the selected meteor spectra ("RAW" in
eq. (2)), ICC8 calibration exposures must be provided, i.e.

the dark current (I) and flat-field exposures (II), referred
as "Flatfield" and "DC" in eq. (2). The major assumption
considered here was that the calibration exposures do
not have significant change in the time period 2012-2018,
hence could be used for the radiometric calibration of all
meteor events recorded in that period.

The dark current calibration exposure (I) is obtained
by taking the median of three zero-integration images of
ICC8. These were images taken on date 01/01/2010, when
the camera was covered by the lid — they give the signal
on the photodetector when no light is incident on it.

The flat-field calibration exposure (II) is obtained start-
ing from ICC8 recording on date 17/05/2012 at 00:00:00,
when the detector was uniformly illuminated by the
bright sky. After correcting this image for the dark current
exposure ("DC"), a Gaussian blur is applied to mimic
background light distribution and remove outliers. The
image is then normalised for its peak value. Finally, a
uniform filter is applied, which replaces each pixel’s value
by the mean of an area centred in the pixel and having
area 4><4px2; this is useful to further reduce noise in the
image. The resulting image, after blurring, normalisation
and noise reduction, is the calibration exposure used for
the flat-field correction ("Flatfield" in eq. (2)).

The background subtraction is the last step of data
reduction. The background image is computed from the
median of the first and last three frames recorded per each
event. These six frames record the sky right before and
after the meteor passage was detected on ICC7; they do
not have a meteor visible on them, thus are of no use for
the spectral analysis, but they are useful for calculating the
background image. The background image is subtracted
from ICC8 frames, after those have been corrected for
the dark current and flat fielding. The results are so-
called subtracted images, which are the inputs for the
calibration described in section 3. Finally, the astrometry
calibration is computed through an external tool called
Astrometry.net; the procedure is described in appendix B,
as it is beyond the scope of this paper.

3. METEOR SPECTRA CALIBRATION

How can the calibration pipelines be improved to more
accurately retrieve meteoroids’ compositions from meteor
spectra?

This section aims to address this research question,
introduced in section 1, for each of the three major
processes of the calibration pipeline on which this study
concentrated: wavelength, atmospheric and sensitivity
calibration. To do so, first the methodology of the
calibration process is described; then, the effects of
calibration errors on spectral inferences are discussed;
finally, the major improvements made to the original MRG
pipeline to mitigate these effects are highlighted.
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FIGURE 5: Schematic of the dark current and flat-field correction routine on CILBO’s data.

3.1. Wavelength Calibration

The aim of the wavelength calibration is to associate
a specific wavelength to each feature in the emission
spectrum, and hence identify the chemical element to
which the emission feature belongs.

3.1.1. Methodology: Reference frame transformations

The new wavelength calibration process developed during
this study is based on the procedure explained by Zender
et al. (2014): starting from the celestial coordinates of a
zeroth-order meteor observed on ICC7 (RAg and Decy),
the position on the ICC8 image of each feature of the first-
order spectrum (x; and y,, with A being the wavelength
at which the feature appears) is determined by applying
six steps, involving coordinate frame transformations.
Theoretically, the procedure is the same as the one
used in the original MRG calibration pipeline. However,
since it had been wrongly implemented in the past, a
new implementation of this pipeline was realised within
this new research. The six steps of the wavelength
calibration process are described below and summarized
in schematic boxes.

(I) Retrieve the position of the meteor’s zeroth order on
ICC7 image (%o,yo). This is calculated by MetRec at
the moment of the meteor observation and passed in
the form of an information (.INF) file.

ICC7 Image N file

(X0,¥p)

(I) Transform the position of the meteor’s zeroth order
on ICC7 into its celestial coordinates (RAg and Decy),
using ICC7 World Coordinate System (WCS) obtained
from astrometry calibration (see appendix B).

ICC7 WCS
(%0, Vo) —5, (RAg, Decy)

(ITI1) Convert the meteor’s position from a celestial frame
to a local-horizontal frame (x:°°-"°") centered at
CILBO’s ICC7/ICC8 station (CILBO-T). Information
about latitude, longitude and height of the CILBO-T

station was provided by Koschny et al. (2013).

CILBO-Tlat,lon,h _1o¢_hor
- XO

(RAg, Decy)

(IV) Convert the zeroth-order meteor’s position from the
local-horizontal frame to the ICC8 grating-centred
frame (x§ mt). Knowing the azimuth (a), elevation (¢),
tilt angle (y)! and bore-sight angle (B)? of the grating,
the Euler rotation matrices (Ry, Ry, R;) are used for
the transformation, as shown in eq. (3) below:

" = Ry @Ry @©OR (R (B) - 7T (3)
1 0 0
Ry(B) =10 cos(B) —sin(p) 4)

0 sin(B) cos(PB)
where eq. (4) shows R used for the rotation around x
of the bore-sight angle 8, provided as example.

loc_hor Ruyz(@6Y.B) grar

(V) Calculate the coordinates in the grating-centred
frame of each feature of the ICC8 first-order spec-

trum, i.e. ximt. The x-, y- and z-axis terms of the first-

order vector ximt (A, B’ and C’) are obtained starting
from the x-, y- and z-axis terms of the zeroth-order

vector xg rat (A, B and C), as defined below:
A'=—-A+mdA
B'=-B (5)

C'=-V(1-A?%-B?)

Figure 6 visualises the 3D transformation defined in
eq. (5). The first term of the 3D transformation is
based on the grating equation:

sin@,, = mdA (6)

The minus sign on the second term of eq. (5), B/,

indicates that, while the coordinates of the meteor

are on the negative side of the coordinate frame, the

spectrum is projected on the positive one (see fig. 6).
g

The last term (C') transforms xﬂmt into a unit vector.

L Tilt angle: rotation of the x,y-plane of the grating around its z-axis
2 Bore-sight angle: grating rotation around its x-axis.
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or 44, 8. C)
Image plane

Vector M, B, £)

FIGURE 6: Vector components of incident and diffracted ray,
and Cartesian coordinate system orientation (Dubs and Maeda,
2016).
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(VI) Calculate the position of each feature of ICC8 first-
order spectrum (x3, y3). To do so, first the grating-
centred coordinates of the features in the spectrum
are converted into corresponding coordinates in the
Earth-centred celestial frame (RA,, Dec,); then, the
celestial coordinates are converted into ICC8 pixel
locations, using ICC8 WCS (appendix B).

£&rat grat. eq., Ry,y,z (a,¢€,7, B)

ICC8 WCS
Iccswes,
A CILBO-T lat, lon, h

(RA,Decy) Xy, A)

3.1.2. Wavelength errors: Causes, distribution and effects

The pipeline described in section 3.1.1 allowed to perform
an automatic wavelength calibration on all the meteor
spectra selected during data reduction. At the end of this
process, wavelength-calibrated spectral profiles were ob-
tained, similar to those shown in fig. 7. However, as seen
from the bottom figure of fig. 7, the automatic wavelength
calibration did not always provide accurate results. For
this reason, we investigated the wavelength errors, to
understand their causes, distribution and effects on me-
teoroid composition inference. An automatic routine was
developed for the estimation of the wavelength errors,
described in appendix C. The wavelength error estimation
was based on the comparison of reference emission lines,
i.e. lines of Mg, Na and O with known emission spectrum,
to lines in the observed meteor spectrum.

Causes. After having estimated the wavelength errors for
the selected 355 events, various possible sources of error
were considered and carefully analysed during this study:

(i) Inaccuracy of astrometric calibration (errors in WCS);

(i) Uncertainty in information about the position of the
zeroth-order meteor, provided by MetRec.

(iii) Inaccuracy in the value of the bore-sight angle (8);

(iv) Errors in the ICC7/ICC8 time interpolation;

(v) Inaccuracy in the mathematical equations.

To understand which of these sources had greatest
influence on the errors observed, several tests were
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FIGURE 7: Example of spectral profiles obtained at the end
of the wavelength calibration process. Top: Event 25/05/2012
23:32:04, no wavelength error. Bottom: Event 04/05/2012
05:05:03, wavelength error of 6.9 nm

conducted. The results from the tests concluded that the
dominant source of wavelength error was the uncertainty
in the meteor position provided by MetRec (ii).

To analyse this error source, it was checked whether
the pixel locations of the zeroth-order meteor provided by
MetRec pointed to the exact position of the meteor on the
frames. After having conducted this analysis on a diverse
set of events, it is still unclear whether MetRec provides
information about the position of the zeroth-order meteor
on ICC8 frame for the meteor’s highest point (meteor tail),
lowest point (meteor nucleus) or brightest point. Look-
ing at the top-plot of fig. 8, it seems that MetRec tracks
the highest point of the meteor’s streak in ICC8 frame;
by contrast, MetRec provides the location of the lowest
meteor’s point in the frame of event 17/04/2015 01:41:45
(bottom of fig. 8). The result of our study suggests there
is uncertainty in the position of the zeroth-order meteor
provided by MetRec. This uncertainty in the input data
propagates into the wavelength calibration, specifically
affecting step (I) in section 3.1.1, and represents a primary
source of wavelength error.
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FIGURE 8: Top-plot: Event for which MetRec provides the
position of the meteor’s highest point in ICC8. Bottom-plot:
Event 17/04/2015 01:41:45, for which MetRec provides the
position of the meteor’s lowest point in ICC8. The purple dots
represent the location of the meteor as estimated by MetRec.

Errors in wavelength-association: DISTRIBUTION
u=0.141 0=6.547

Number of cases [-]

Wavelength error [nm]

FIGURE 9: Distribution of the wavelength errors for all the 355
visible events analysed. Term p represents the arithmetic mean
and o the standard deviation of the errors (expressed in nm).

Distribution. Figure 9 shows the distribution of the
wavelength errors. For around 90% of the 355 calibrated
spectra, the error in the wavelength association to
spectral lines is below 10nm, while for 100% of the
cases, the wavelength error does not exceed 27nm (in
absolute value). The former pipeline, instead, produced
a calibration box (shown in fig. 12) centred around the
spectrum only in around 50% of the cases, and even in
those cases the wavelength error at times exceeded 20 nm.
These results confirm the superior quality of the newly
implemented wavelength calibration pipeline compared
the former MRG pipeline, both in terms of reliability and
accuracy.

Figure 10 shows how the distribution of wavelength
errors correlates with different meteor’s entry conditions.
Based on this analysis, it was possible to conclude that the
distribution of wavelength errors has no correlation with
the meteor’s magnitude and little with its entry speed,
while it shows correlation with the meteor’s entry direc-
tion. Particularly, the closer the entry direction to the

horizon (closer to 90deg), the worse the error in wave-
length calibration. This can be explained considering that
an inclination of the entry closer to the horizon increases
the difficulty in the retrieval of the meteor’s position by
MetRec, since the camera can hardly detect the evolution
of the meteor’s position over time — the uncertainty of
MetRec recordings increases, and so do the wavelength
errors. The dependence of MetRec positional errors from
geometrical effects is also in agreement with findings by
Albin et al. (2017). Specifically, the authors concluded that
for meteors with greater distances from the center of the
camera’s FOV and with smaller length of the meteor in the
image (as in case of meteors whose angles are close to the
horizon), the expected meteor positional errors are larger.

Effects. Errors in wavelength calibration negatively af-
fect the accuracy of the meteoroids’ composition retrieval
from meteor spectra. In fact, the procedure for the infer-
ence of meteor spectra’s chemical composition (explained
in section 4) requires highly accurate knowledge of the
wavelength vector associated to the observed spectral pro-
file. Any error in the wavelength vector can hamper the
correct estimation of the abundance of all elements pop-
ulating the spectrum. An example of this is seen in fig. 11:
for the case in which the calibrated spectrum was affected
by a wavelength error of 11.8 nm (left plots), the spectral
analysis routine underestimated the abundance of Mg and
O; by contrast, after correcting the spectrum for the wave-
length error, the Mg and O spectral features were more ac-
curately estimated, as suggested by the green and red lines
in the top-right and bottom-right respectively.

3.1.3. Improvements to original calibration pipeline

An important improvement of the new pipeline involved
the correction of meteor spectra for the errors in the
wavelength calibration. Based on the analysis presented
in section 3.1.2, the uncertainties in MetRec readings
represent a key source of error during the wavelength
calibration. These errors particularly affect the vertical
positioning of the calibration box, which should theo-
retically be centred at the brightest line of the first-order
spectrum in ICCS8; fig. 12 shows an event affected by this
error. To solve these errors, after performing step (VI) of
the wavelength calibration, the spectral profile is obtained
from the integration of multiple rows within the frame
considered. In fact, when considering that the uncertainty
in the position values (X9, yo) which MetRec provides
in .INF files is of 1-2 frames, summing the contribution
of multiple rows in the ICC8 frame along the meteor’s
path allows to correct for the vertical shift. Integrating
the spectra over multiple rows also has the positive ef-
fect of reducing its noise. The algorithm implemented
to perform the row-integration of spectra is in appendix D.

The most important improvement, however, was the en-
hanced automation and reliability of the newly developed
wavelength calibration pipeline. In fact, the original MRG
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pipeline only worked for roughy 50% of the cases anal-
ysed. In the other instances, it generated significant er-
rors in the results, at times beyond 100 nm. Thus, the orig-
inal pipeline automatically calibrated only a limited set of
the events observed; the rest had to be manually calibrated
by users, using reference bright lines. This had substantial
downsides, especially for time management and accuracy.
To satisfy the MRG request of improving the automation of
the wavelength calibration process to work for 100% of se-
lected spectra, with errors kept within the order of 10 nm,
the wavelength calibration algorithm was successfully re-
implemented during this research project.

FIGURE 12: Example of a meteor spectrum on ICC8, affected by
an error in the wavelength calibration. Green box: calibration
box; coloured lines: position of Mg (yellow) and Na (green). Event
16/03/2014 23:51:11.

3.2. Atmospheric Calibration

The atmospheric calibration corrects meteor spectra for
the wavelength-specific extinction of the whole atmo-
sphere between the meteor and ICC8. Atmospheric ex-
tinction varies with the meteor elevation; however, the
elevation-dependent nature of the atmospheric correction
is often not discussed in the calibration chains, as the
same atmospheric correction is generally applied over all
the frames observed for a meteor event (as explained in
section 1). The atmospheric calibration pipeline devel-
oped in this research associates a different correction to
each location in the meteor’s path, calculating as many
correction vectors as many frames. In doing so, this at-
mospheric calibration returns the spectral information of
the meteoroid at the point in the sky where the ICC8 ob-
servation occurs. The pipeline developed in this research
is described in the following sections.

3.2.1. Methodology: Altitude-dependent approach

The aim of the atmospheric calibration is to correct each
meteor spectrum observed by ICC8 for the atmospheric
extinction which affects the light transmission from the
meteor to ground. To do so, the pipeline associates a cor-
rection vector to each observed spectrum,; specifically, the
vector provides, for each spectral feature of the observed
meteor spectrum, a scaling factor to return the feature’s
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appearance outside the atmosphere. Atmospheric correc-
tion vectors are calculated following the extinction law in
Appenzeller (2012), as shown below:

FO,met _ 1

F - _~bmet
met exp (Cos (Gmy:el‘) )

Correction vector =

()

Here, Fyet represents the intensity of each feature of the
observed meteor spectrum, Fome: the intensities of the
true (atmospheric-corrected) spectrum, 6,,.; the Zenith
angle of the observed meteorrelative to ICC8, and bpet
the atmospheric optical thickness; bye is a vector varying
with wavelength. The atmospheric optical thickness is
a coefficient specifying the attenuation of light through
the atmosphere. In this study, only the contributions
of aerosols’ extinction and gas molecules scattering were
considered for the estimation of the optical thickness.

In case of gas molecules’ scattering-only extinction, the
optical thickness (bsca) is obtained as defined below:

bsca = Ngas-Osca (8)

with Ng,s the column number density of gas molecules

and ogca the scattering cross section of gas molecules.

Ngqs and 0gcq are obtained using eq. (9) and eq. (10) below,
considering a condition of hydrostatic equilibrium.

Pbottom — Pt
Ngas = [botitom Frop )
Mgas- &
247° (n*-1)* (6+36) 1 _ C
N2 (n2+2)2 (6-76) A%~ A4

Osca(d) = (10)
Terms myg4s and g are the mass of a gas molecule (obtained
for dry air conditions, molar mass of 28.96 g/mol) and
the gravitational acceleration (9.806 m/ s?). Terms Pbottom
and pop are the pressures at the top and bottom of
the atmosphere. In eq. (10), n is the gas refractive
index (assumed constant), N; the Loschmidt’s number
(2.5474310**m~3) and & the gas depolarization constant
(0.03 for terrestrial air, ignoring the A-dependence).

To account for the aerosol optical thickness, the NASA’s
AERONET database was used. The database used for this
purpose and the calculation of the total optical thickness,
considering both the gas molecules and aerosols contri-
bution, is investigated further in appendix E.

Figure 13 shows the parameters considered as part of the
newly implemented atmospheric calibration pipeline. In
this sketch, the values of bs (i.e. optical thickness vector
at the meteor’s location) and 0 ,¢1¢0r (i.€. the Zenith angle
of the observed meteor) change according to the meteor’s
elevation. This elevation-dependent approach represents
the key feature of the newly implemented atmospheric
calibration pipeline: by correcting for the different
extinctions taking place while the meteor travels through
different elevations in the atmosphere, the estimation
of line intensity estimations can be improved by more
than 20% for low-wavelength features, as discussed in
section 3.2.3. Depending on the meteor’s elevation (both

Vega zenith

pressure optical thickness

p3
meteor b
b3 = b4+b5
PM ===mmmmmmeeSe ke me e baa e ®------------
: b4
p2
bmeteor b2

pl
b1

pO b .

FIGURE 13: Sketch showing the role of optical thickness (bg) and
Zenith angle of observed meteor (0 meteor). Both parameters are
used in the formulation of the atmospheric calibration of ICC8
observations of meteors and bright stars (e.g. Vega). Illustration
by Dr. D. Stam.

angle above horizon and elevation from ground) at the
time when the spectrum is observed, the correction vector
changes. Consequently, the atmospheric calibration
outputs one correction vector per ICC8 frame recorded.
To get the elevation-varying parameters needed in the
elevation-dependent atmospheric correction formulas,
a U.S. 1975 Standard Atmosphere was assumed. In
particular, what is needed is the pressure variation with
height, i.e. pop, while g and n were approximated
as constants between the troposphere (where ICC8 is
located) and thermosphere (where the meteor observation
occurs). The pressure at the height of ICC8 was calculated
using standard tables and was the same for each meteor
event. By contrast, p;,p was calculated using the equation:
(g L)
p=Ppo- ( To)
where pg is the sl. standard pressure (101325Pa), L
the temperature lapse rate (9.76 K/km, dry air), Ty the
s.l. standard temperature (288.16K), M the molar mass
(0.029kg/mol, dry air), and Ry the universal gas constant
(8.314]/(mol-K)).

(1D

Three major assumptions were considered for the devel-
opment of the atmospheric calibration routine. First, a
double-layer standard atmosphere (U.S. 1975 Standard At-
mosphere) was considered; the first atmospheric layer was
fixed at ICC8’ height from ground (2395 m), while the lo-
cation of the second layer varied depending on the me-
teor’s location at the time of the meteor frame acquisition.
Second, it was assumed that the atmospheric extinction
was only affected by aerosols and gas molecules’ scatter-
ing; absorption and reflection from water vapour, ozone
or other agents were not considered. Third, a condition of
dry air was assumed for calculating gas molecules’ mass
and air pressures.

To first order, these assumptions do not significantly
bias the results’ accuracy (private communication with Dr.
D. Stam). Moreover, the newly implemented atmospheric
calibration improved the MRG calibration pipeline, since
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this originally lacked any type of correction for the
atmospheric extinction. The case study results discussed
in section 3.2.3 show the significance of the improvement.

3.2.2. Validation: TAPAS

The routine developed to perform the atmospheric
calibration was validated using TAPAS®. TAPAS is a
web-based software which allows users to compute the
atmospheric transmission in the line-of-sight to a target
with known sky coordinates (Bertaux et al., 2014). Having
provided the celestial coordinates of the target body and
the observation date, TAPAS computes the atmospheric
transmittance from the body in space to the observatory
specified. The validation was performed by comparing the
atmospheric transmission from TAPAS to that provided by
the atmospheric calibration routine (inverse of Correction
vector in eq. (7)), for same event and observational setup.

Vega was selected as the validating target. This AOVa
star has apparent magnitude of +0.026 and its spectrum is
visible in several ICC8 frames. Four test events, showing
good visibility of Vega spectrum in ICC8, were considered
for the validation; these were also successively used for
the sensitivity curve calculation (explained in section 3.3).

Results from two of the events chosen for the validation
are shown in fig. 14. Their behaviour exemplifies
the behaviour of all other test events used for the
validation. From fig. 14, it is possible to see that
the atmospheric transmittance computed by TAPAS (red)
agrees to great extent with the results of the atmospheric
calibration process developed (blue). Common points of
distinction between the two results are found in the dips
visible in TAPAS results. These dips are mostly caused
by the absorption from particles in the atmosphere,
which is not considered in our atmospheric calibration
pipeline. The smoother dip around 600 nm is linked to
the ozone absorption; the profound dips around 750-
780nm are linked to oxygen absorption; other dips are
linked to water vapour, which has significant day-to-day
variation. Differently than gas molecules’” scattering, the
contributions of ozone and water vapour absorption on
atmospheric extinction have large variability over time;
they are harder to approximate through mathematical
modelling so it was decided not to include them in this
first study. Their addition is however to consider for future
work.

Although TAPAS provides more accurate results, as it
also accounts for absorption of particles in the atmo-
sphere, the computation of the atmospheric transmission
by TAPAS takes significantly more time compared to our
atmospheric calibration routine. TAPAS requests users
without this software license to provide the input informa-
tion necessary for the atmospheric transmission calcula-
tion (date, observatory, celestial coordinates) via a form;
then, TAPAS performs the requested simulation. At the

3 TAPAS web-based service is accessible through this link: http://
cds-espri.ipsl.fr/tapas/data?methodName=viewForm

end of each simulation, TAPAS sends the results via email.
The entire process, from the form submission on TAPAS
website to the reception of the results via email, takes
~10min — this makes the use of TAPAS for atmospheric
correction unpractical for analyses of large sets of events.
By contrast, results for the same events are obtained by our
newly developed MRG atmospheric calibration in =10 sec.
Also, TAPAS does not account for the dependence of atmo-
spheric extinction with height. In fact, it only considers
the right ascension and declination of the target body and
does not correct for bodies moving within the atmosphere.

3.2.3. Improvements to original calibration pipeline

The original MRG calibration pipeline did not include
corrections for atmospheric extinction. Consequently,
the intensities of features calibrated with that pipeline
were underestimated. Low-wavelength features in visible
spectra were the most affected, since atmospheric extinc-
tion corrections are most significant at low wavelengths.
To show the improvements which the atmospheric cali-
bration pipeline developed can have on CILBO spectral
observations, first we decided to present the case of El-
nath, a bright star with a known spectrum. Figure 16
compares the reference spectrum of Elnath recorded
by the Space Telescope Imaging Spectrograph (STIS)
on board the Hubble Space Telescope (red), with the
spectrum of Elnath star observed by ICC8 (blue), before
and after atmospheric calibration. One can appreci-
ate how the application of the atmospheric calibration
increases the intensity of spectral features, especially
towards the lower wavelengths, thus resulting in better
agreements between the reference and observed Elnath
spectra. Moreover, fig. 15 quantifies the effects of applying
atmospheric calibration on the elements’ number den-
sity estimations for two frames of a case study: meteor
recorded on 01/06/2012 22:51:00. Looking at elements
emitting at low wavelengths, like Fe and Ca which have
the multiplet 2 emitted at 375 nm and 422 nm respectively,
the application of the atmospheric calibration uncovered
a significant increase over the frames; on average, Fe and
Ca number densities were subject to an increase greater
than 10% over each frame, if compared to the estimations
done without atmospheric correction.

In this study, an elevation-dependent atmospheric cali-
bration pipeline was implemented; this pipeline calcu-
lates as many correction vectors as many frames ICC8 cap-
tures during a meteor event, thus associates a different
correction to each location in the meteor’s path. Figure 17
investigates how the elevation-dependence of the atmo-
spheric correction improves the accuracy of the original
pipeline. The figure shows the meteor spectrum of frame
34 recorded by ICC8 for the 01/06/2012 case study. The red
line shows the spectrum if a unique correction was applied
over the total image and hence the frame-by-frame vari-
ation of atmospheric extinction was not considered; the
blueline, instead, shows the spectrum after calibration for
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FIGURE 14: Atmospheric transmission in function of wavelength, for two of the events used for the atmospheric calibration validation.
Comparison between TAPAS results (red) and results obtained using atmospheric calibration process developed (blue).
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FIGURE 15: Elements’ number density for frame 06 (left) and 26 (right) for event 01/06/2021 22:51:00. Blue: No atmospheric correction

applied on the spectrum. Red: Atmospheric correction applied.

the specific elevation at which the meteor was observed.
The results show that the elevation-dependent correction
improved the line intensity estimation by an average of
20% for spectral features below 400 nm; considering for ex-
ample the Fe I (2) emission at around 375.5 nm, the fea-
tures experiences an increase in line intensity of around
27%. These changes in the line intensities reflect in a
different estimation of meteoroid composition compared
to cases in which the elevation dependence of the atmo-
spheric correction is not considered. The significance of
these results shows the importance of using an elevation-
dependent approach which considers the variation in at-
mospheric extinction as the meteoroid moves through the
atmosphere.

3.3. Spectral Sensitivity Characterisation

The last process of the calibration pipeline is the spectral
sensitivity calibration. This process adjusts the intensity of
the individual spectral lines based on ICC8 spectral sen-
sitivity curve, which displays the instrument’s efficiency
to record signals at specific wavelengths. The characteri-
sation of ICC8 spectral sensitivity curve resulted from the
processing of ICC8 observations of star Vega (a-Lyrae), us-
ing the methodology described in section 3.3.1. The vali-
dation of the spectral sensitivity curve was performed us-
ing spectra of well-known bright stars observed by ICC8,
including Deneb, Elnath and Castor (section 3.3.2). Im-
provements brought by the new sensitivity calibration to
the original calibration pipeline are listed in section 3.3.3.

3.3.1. Methodology: Vega observations from CILBO

The process of spectral sensitivity calibration corrects
spectra observed by ICC8 for the instrument sensitivity
curve, according to the relation below:

Spectrum observed by ICC8

Calibrated spectrum = — 12)
ICC8 sensitivity curve

The ICC8 sensitivity curve obtained in this study is in
fig. 18. The curve resulted from the comparison between
the true spectrum of Vega (reference spectrum in fig. 19),
obtained from the STIS instrument on board of the Hubble
Space Telescope, and ICC8 observations of Vega (observed
spectrum in fig. 19): the difference in intensity between
features at same wavelength in the reference and observed
spectrum gives the ICC8 sensitivity at that wavelength.
According to Buil (2019), the spectrum of a target ob-
served by the same instrument varies across the different
dates of observation, even though the target’s true spec-
trum stays approximately constant. In this project, this
was noted for Vega’s spectrum, which showed differences
in the intensity among the different observations of the
star’s spectrum. These changes depend on several factors,
among which the variability in the background luminosity
and atmospheric conditions. For this reason, the observed
spectrum to compare with the reference spectrum was
the result of a median over four good-quality observations
of Vega, i.e. four observations in which the first-order
spectrum of Vega star was within the ICC8’s FOV and
had high SNR. By considering different observations for
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FIGURE 16: Left: Spectrum of Elnath as observed from ICC8. Right-light blue: Elnath spectrum observed by ICC8, before atmospheric
calibration. Right-blue: Elnath spectrum observed by ICC8, after atmospheric calibration. Red: Reference spectrum of Elnath recorded

by STIS outside of atmosphere.
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FIGURE 17: Spectra before and after altitude correction. Blue:
Altitude-dependent approach. Red: No altitude-dependent
correction. Event 01/06/2012 22:51:00.

the estimation of the observed spectrum, the changes in
intensity are averaged out and the result is a more repre-
sentative spectrum. The dates of the observations used
are: (i) 24/06/2012 03:42:13; (ii) 19/08/20120 00:30:28; (iii)
19/09/2012 22:16:46; (iv) 05/07/2013 03:35:39.

The procedure used for ICC8 spectral sensitivity curve
estimation is schematised in fig. 20. This is divided in
three parts: (I) processing of ICC8 observed spectra, (II)
comparison of the reference and observed spectrum, and
(I1I) final adjustment of the sensitivity curve.

(I) The first part of the processing of ICC8 observed
spectra involves the radiometric and wavelength calibra-
tion of the four ICC8 observations of Vega spectrum, fol-
lowing the procedures discussed in section 2.3 and sec-
tion 3.1.1. Next, the spectra are corrected for atmospheric
extinction. The correction depends on the direction of
observation, which differs per case: the four Vega spec-
tra were all observed at different elevation angles, thus af-
fected by different extinction. The final observed spec-
trum is the median of the four calibrated spectra.

(II) In the second part of the estimation scheme,
the final observed spectrum is divided by the reference
spectrum obtained by STIS. The comparison between the

ICC8 Spectral Sensitivity Curve (normalised)
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FIGURE 18: ICC8 spectral sensitivity curve, normalised and
limited to a wavelength range from 350 nm to 840 nm.

two spectra is visualised in fig. 19.

(II) In the third step of the processing of ICC8
observed spectra, the outcome of this ratio is adjusted
to a smoothed and normalised, unit-less curve. To
smoothen the response curve, averaging out the noise
and absorption peaks in both spectra, the curve resulting
from step (II) was fitted, using a least-squares polynomial
fit (power series) of order twelve. The final instrument
response curve is the fitted spectrum after normalisation,
using the min-max technique (Patro and Sahu, 2015).

3.3.2. Validation: Use of bright stars

To validate the ICC8 sensitivity curve (visualised in
fig. 18), the spectra of bright stars, observed by ICC8 and
sensitivity-calibrated following eq. (12), were compared
to their corresponding reference spectra obtained from
catalogues. The bright stars used for the validation are
Deneb, Elnath and Castor, whose reference spectra were
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FIGURE 19: Reference Vega spectrum from STIS (blue) and
spectrum observed from ICC8 (red), used for ICC8 sensitivity
curve estimation.
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FIGURE 20: Schematic of the steps followed in estimation of
ICC8 spectral sensitivity curve.

obtained from the HyperLeda catalogue®.

The results of this validation are shown in fig. 16 and
fig. 21. These confirmed the validity of the estimated
ICC8 sensitivity curve for the sensitivity calibration of
celestial bodies observed from ICC8. For all the cases
considered, in fact, the calibrated spectra of the bright
stars observed from ICC8 resemble the behaviour of the
corresponding reference spectra (observed outside of the
atmosphere), reported in catalogues such as HyperLeda*
and CALSPEC® . Moreover, all the spectra used for the
validation were observed at different dates and times —
the agreement between reference and calibrated observed
spectra for all these different events verified that the
sensitivity calibration is not dependent on the specific
conditions of the observation date (e.g. background or

4 HyperLeda catalogue: http://leda.univ-1lyoni.fr/.
5 CALSPEC  Archive: https://archive.stsci.edu/hlsps/
reference-atlases/cdbs/calspec/.

atmospheric conditions); by contrast, this seems to be a
common problem in case of instrument sensitivity curves
generated from bright star observations (Buil, 2019).

3.3.3. Improvements to original calibration pipeline

In the original MRG calibration pipeline, the spectral
sensitivity curve was calibrated in the laboratory, using
on-ground observations of lamps with known emission
spectra. The estimated curve was limited to wavelengths
in the range 400-800nm. However, an inspection of
the spectra observed from ICC8 revealed that a large
set of the meteor events selected during data reduction
contained features of interest beyond the 400-800 nm
range; particularly, Si, Cr and Fe have significant features
in the 350-400 nm range, and O and N for wavelengths
above 800 nm. For this reason, this project concentrated
on a new characterisation of ICC8 sensitivity over a
larger wavelength range, specifically 350-840nm. As
the experimental equipment in Tenerife has not been
physically reachable for the duration of this project,
the new spectral response could not be obtained in
a laboratory. Thus, an artificial response curve was
generated by processing multiple ICC8 observations of
Vega star, as explained in section 3.3.1.

The wavelength boundaries used for the characteri-
sation of the new ICC8 spectral sensitivity curve were
chosen based on the absence of significant features be-
yond the 350-840 nm range and the lower accuracy of the
atmospheric correction — the analytical formula used for
atmospheric extinction modelling is less reliable when
trying to estimate the extinction below 350 nm, due to the
higher complexity of the phenomena in the UV.

The re-definition of ICC8 spectral sensitivity curve over
a wider wavelength range (350-850nm) brings a final
improvement to the MRG calibration pipeline: the
wider and more complete sensitivity curve allows to
analyse new features in meteor spectra, and hence
more accurately infer meteoroids’ compositions. This
eventually represents one of the main accomplishments of
this project, in the optics of future work in the MRG at ESA.

4. METEOR SPECTRA ANALYSIS

How do different meteoroid-atmosphere interactions, in-
duced by varying atmosphere or meteor entry conditions,
reflect on spectral features and affect their analysis?

Addressing this question represented one of the major
research objectives of this project, as introduced in sec-
tion 1. The following sections aim to describe the method-
ology and main results obtained from the research con-
ducted on this topic. Specifically, section 4.1 explains the
methodology used for the meteoroid composition infer-
ence from the meteor spectra selected, while section 4.2
and section 4.3 illustrate the main results derived from the
study of the correlation between external factors and spec-
tral features for the meteors analysed.
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FIGURE 21: Spectra of bright stars Deneb (left) and Castor (right). Top: Observed spectrum before sensitivity calibration. Botton:
Spectrum after the complete spectral calibration (instrument sensitivity and atmospheric extinction). In red, the reference spectrum of
Elnath outside of atmosphere (Hyper Leda catalogue). In blue, observed spectra.

4.1. Meteoroid Composition Inference

The chemical composition of meteoroids can be inferred
through spectral analysis of meteors observed from
ground-based optical cameras. In this study, the spectral
analysis primarily aimed at measuring the spectral line
intensity and number density of the elements emitted
during meteor ablation, along with the temperature at
which the meteor’s ablation took place. Estimating the
contribution of each element to the observed emission
spectrum is not trivial, especially because the intensity
of each line in the observed spectrum is the result
of its interaction with different components; in fact,
components such as the continuous emission, nitrogen
bands, other elements’ emissions and the instrument
effects influence the element’s intensity at the line
position in the observed spectrum, and hence bias the
interpretation of the element’s abundance in the meteor
spectrum (Vojacek et al., 2015).

For this reason, the meteoroid composition inference
in this study was performed using synthetic spectra,
where the contribution of each component on the final
emission spectrum can be analysed separately, without
being influenced by the action of the other components.
The synthetic spectra were obtained through a semi-
automatic spectral fitting of the observed meteor spectra.

4.1.1. Methodology: Synthetic Spectra Modelling

Starting from a radiative transfer model, a synthetic
spectrum can be modelled for each radiating element i
contributing to the observed emission spectrum, each
having a number of radiators N; associated, when
knowing the temperature T at which the element emission
happens. The radiative transfer model used in this
research for the modelling of the synthetic spectra is:

f F(A, T)ox ) Ni(T)ji(A, T) (13)
meteor i

F is the flux vector of the complete spectrum, resulting
from the integration over the spatial dimensions of the
meteor (i.e. the sum of the spectra of all radiating elements
i), A is the wavelength and j; is the vector with the

TABLE 3: Parameters considered in the spectral analysis routine
and type of prior used for the Bayesian inference (Landman,
2020). Abbreviations — STD: standard deviation; U: uniform
distribution; G: Gaussian distribution; J: Jeffreys distribution.
Ujog: uniform distribution, for the logarithm of the number
density.

Pa(r(c;z@;)t e Description Prior
T1 (K) Temperature main spectrum U (3000, 5000)
To (K) Temperature second spectrum | U(2000, 15000)
o (a.u) STD instrumental broadening U(0,5)

AA (nm) Wavelength shift G(-5,5)
b (a.u.) Background count rate J(0, 100)

N; (cm~2) | Number density of element i Ujog(-5, 25)

wavelength-dependent emission coefficients of element i.
The radiative transfer model used in this research assumes
that only emission and no self-absorption happens within
the meteor, thus the meteor is modelled as an optically
thin gas (optical depth 7 « 1) in thermal equilibrium.

In eq. (13), the elements’ emission coefficients j; are
retrieved from the PARADE database (described in sec-
tion 4.1.2). The flux vector F comes from the meteor
observations. The only unknowns of the equation are the
element number densities N;; the scope of the spectral
fitting of the observed spectra is to retrieve these values.

The spectral fitting of ICC8 observed spectra, used for
the estimation of the number densities of the meteor’s
radiating elements, is articulated in five main steps.

1) First, the user defines which parameters to estimate
through the spectral fitting procedure. An overview of the
parameters considered in this research is shown in table 3.

2) The spectral analysis routine retrieves from PARADE
the emission coefficients of all elements which we aim
to consider in the meteor spectra analysis (table 4). The
coefficients are provided at all temperatures in the range
2000-15 000K, as further described in section 4.1.2.

3) For each radiating element in table 4, the routine
models first-guess synthetic spectra. These are obtained
combining the parameters in table 3, left free to vary
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within defined boundaries (Prior in tab. 3). The complete
synthetic spectra are then obtained for each combination,
by summing the individual elements’ spectra.

4) Using a non-linear LSQ approach, an initial solution
is obtained. This provides the estimate of all the unknown
parameters in table 3, whose combination generates
a complete synthetic meteor which best fits the ICC8
observed meteor spectrum. The best-fit LSQ estimates are
only an initial solution; thus do not coincide with the final
best-fit solution obtained at the end of the routine.

5) The LSQ parameters’ estimates are used as initial
guesses for the successive Markov Chain Monte Carlo
(MCMQ). During the MCMC, for each meteor event 1000
iterations are run. Each iteration models a different syn-
thetic spectrum using parameters which are sampled
around the LSQ solution via MCMC affine-invariance
sampling (described in appendix F). The complete
synthetic spectrum which best fits the ICC8 observed
spectrum is inferred using Bayesian inference. As ex-
plained in appendix G, the Bayesian inference estimates
the posterior distribution for all parameters; the results
are the parameters for which the complete synthetic spec-
trum best fits the observed spectrum, thus those for which
the posterior is highest.

The use of a MCMC approach in addition to the LSQ es-
timation, although making the process more computa-
tionally expensive, is essential for a more accurate prob-
abilistic inference of meteors’ elemental composition. In
fact, the MCMC approach allows to properly correct for
the effects of noise in spectra, otherwise identified as sig-
nal in a LSQ estimation. Moreover, while the LSQ solu-
tion is affected by the initial choice of parameters and thus
their uncertainties, the posterior distribution sampling
in the MCMC intrinsically accounts for uncertainties by
marginalising over nuisance parameters (Landman, 2020).

The synthetic spectra generated during the spectral
fitting procedure take into account the atmospheric
and instrument effects modifying the observation of
the source spectra. Ground-based observations are
affected by effects like atmospheric extinction, camera’s
sensitivity and instrumental broadening, which modify
the appearance of the meteor spectra observed on ICC8,
independently from the source spectra look. For an
accurate meteoroid composition inference, these effects
need to be applied on synthetic spectra as well. By
doing so, the synthetic spectra are comparable to the
corresponding observed spectra, thus the spectral fitting is
successful. Some of the instrument effects are accounted
in the form of parameters to estimate; this is the case
for the broadening induced by the finite resolution of
ICC8 and its optics (o), and the background count rate
(b). The remaining effects, i.e. atmospheric extinction
and ICC8 spectral sensitivity, are applied on the synthetic
spectra at the end of step 3) of the spectral fitting routine.
Atmospheric extinction and ICC8 spectral sensitivity
are obtained following the methodology described in
section 3.2.1 and section 3.3.1, respectively.

TABLE 4: Elements which are considered for the meteor spectra
analysis, corresponding to radiating species emitted during
meteoroid entry based on literature research. These elements
belong to the Main and Second spectrum, according to the
findings of Borovicka (1993); Borovicka et al. (2005); Jenniskens
(2007).

Main spectrum  Fe, Na, Mg, Si, Ca, Cr, Ti, K, CaO, FeO, N2
Second spectrum  Cayy, Fery, Mgy, O, N

The spectral fitting routine developed in this research
was in large part an adaptation of the spectral analysis
pipeline implemented in the MRG by Landman (2020).
Some key improvements were however implemented,
specifically in view of our work on the calibration pipeline.
The first main improvement concerned the use of the
wavelength errors estimated during the wavelength cali-
bration (section 3.1.2) as initial guesses for the wavelength
shift parameter (AA in table 3); as a consequence, the pa-
rameters estimated during the spectral fitting all ranged
below 1nm and were an indicator of the uncertainty of
the wavelength error estimation routine developed. An-
other important improvement was the possibility to anal-
yse spectra for each individual frame observed, while be-
fore only spectra from total images were analysed.

4.1.2. Plasma Radiation Database

PARADE is a plasma radiation database, whose primary
application is the simulation of the electromagnetic
radiation in the Earth’s environment (Winter et al., 2006).
In the context of meteor spectra analysis, PARADE is
particularly useful for the computation of the emission
and absorption coefficients of the atoms and molecules
electronically excited during a meteoroid entry. The
radiation data provided by PARADE (Einstein coefficients,
energy levels, atomic masses, etc.) is obtained from
literature or resulted from spectroscopic experiments
conducted on meteorite samples at the University of
Stuttgart’s plasma wind tunnel (Lohle et al., 2017).

In the context of this research, PARADE was used to
generate a database with the emission coefficients of
all radiating elements emitted during meteoroid entry
(table 4). The emission coefficients were calculated for
each temperature in the temperature range going from
2000K to 15000K, spaced of 50K, and each wavelength
in the range 350nm to 840nm, spaced of = 0.5nm.
The sampling of the wavelength range was chosen to
be equal to half the camera resolution (= 1nm/px).
This represented the right compromise between accuracy
of PARADE estimations and computational cost: if the
wavelength interval is too broad, some emission feature
might not be picked, as the wavelength-specific peak
of the emission spectrum would not be seen, while
too narrow intervals signify substantial increases in
computational time.
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TABLE 5: Summary of the variables studied during meteor
spectral analysis, along with their units of measure.

Variable ‘ Unit
Emission coefficient W/m?
Number density cm™2

Line Intensity DN ora.u.
Relative Number Density -
Relative Line Intensity -

4.1.3. Variables of Interest in the Spectral Analysis Routine

Various variables can describe a meteoroid composition.
The variables of interest for the analysis performed in this
study, and presented in section 4.2 and 4.3, are number
densities and line intensities. These are summarised in
table 5, with their units of measure.

The number density of an element is defined as the
value N; in eq. (13), derived from the contribution of the
element to the instantaneous meteor’s spectral profile,
i.e. the spectrum considered at a specific instant of time
(Jenniskens, 2007). Number densities represent one of the
parameters estimated within the spectral analysis routine.

The line intensity is the intensity of a peak at a
specific wavelength in the spectrum (spectral feature).
Line intensities of neutral Mg, Na and Fe are especially
useful for meteor spectra classification. In literature,
meteor spectra are classified based on the abundance of
multiplets Fe I (15), Mg I (2) and NaI (1) (Borovicka et al.,
2005; Vojacek et al., 2015); these correspond to peaks at
526.9 nm, 518.2 nm and 589.2 nm, respectively.

An element’s relative number density is given by the
element’s number density divided by to the number
density of Mg I (2). Similarly, the relative line intensity is
the element’s line intensity relative to the MgI (2) intensity.

4.2. The Influence of External Factors

As explained in section 1, the inference of meteoroids’
chemical composition from meteor spectra is affected by
the different meteoroid-atmosphere interactions ongoing
at the time of the meteor observation. Factors other
than the chemical composition of the meteoroid (external
factors) influence this interaction, thus affecting the
appearance of meteor spectra features. The focus of this
section is on meteoroid entry speeds and the section aims
to answer the following research question:

To which degree do variations in meteoroid entry speed
affect the appearance of features in total meteor spectra?

4.2.1. Entry speeds and elemental abundances

Various researchers analysed the impact of meteoroids’
entry speeds on meteor spectra elemental abundances,
including Borovicka (1993); Borovicka et al. (1999); Vojacek
et al. (2019); Matlovi¢ et al. (2020). An important and
common conclusion drawn from all their studies was
that the sodium dominance in meteor spectra (Na-rich
spectra) is correlated to low entry speeds. Sodium is

a volatile element and its dominance in the spectra of
low-speed meteors is explained by the low temperatures
reached during their ablation — the excitation induced in
low-speed bodies is not enough to trigger the emissions of
more refractory elements, thus volatile elements dominate
their spectra. This suggests that the emission spectra
of low-speed meteors do not reflect the true relative
elemental abundance in their parent bodies, since the
meteor ablation does excite all elements in the meteoroid.

Previous researches on this topic analysed meteors
with entry speeds spanning over wide ranges (i.e. 10km
to 70km/s in Vojacek et al. (2019); Matlovic et al. (2020)).
However, their database had a limited number of events
with low speeds (lower than 20 events with speed below
20km/s for the researches above), even though a more
populated set would have been of greater interest con-
sidering the conclusions drawn. To this end, this project
serves as a nice addition to this research area, since it
focused on the analysis of meteor events with low entry
speeds: among the meteor selected for this project, 198 (of
355) had entry speeds below 20km/s, and the remainder
did not exceed 35km/s.

ICCS8 total meteor spectra were analysed; the results of this
analysis are shown in fig. 22 and fig. 23. From this analysis,
it was concluded that there exists a strong correlation
between the meteor’s entry speed and the number density
of the emitted elements. The correlation is seen for both
elements of meteoric origin, such as Fe and Na, and of
atmospheric origin, like O and N; however, the trend they
follow is distinct. Using a first-order polynomial fit of
the data (black line), it was then possible to quantify the
rate of change of the elements’ number densities with
speed, relative to the more stable Mg number density. For
this estimation, the change in relative number densities
(expressed in unit-less, logarithmic scale) was divided to
the corresponding interval of meteor speed (in m/s); the
result was therefore a value expressed in (m/s) ™.

From fig. 22, it is possible to observe that the elements
of meteoric origin (i.e. Na and Fe) decrease in number
density when the speed of the meteor increases. The
behaviour of the Na relative number density (left plot), is
in agreement with the conclusions drawn from previous
researches about sodium enhancement in low-speed
meteor spectra (Vojacek et al., 2019; Matlovic et al., 2020)
— arate of decrease of Na relative number density of about
—10 (m/s)~! was obtained from our analysis. In a similar
way, Fe showed a decrease in its relative number density as
the meteor speed increased, although of lighter intensity:
about —3 (m/s)~L. This agrees with Matlovic et al. (2020)
and Borovicka et al. (2005), whose research concluded that
low-speed meteor spectra are either Na-rich or Fe-rich.

The behaviour of meteoric elements was expected
beforehand, if considering that the more volatile elements
like Na tend to reach complete emission already when
lower ablation temperatures or pressures are reached.
Thus, for low-speed meteors, volatile elements are likely
emitted through the entire path. By contrast, for fast-
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FIGURE 22: Correlation between the meteoric elements’ number density (relative to Mg) and the meteor speed. Left: Na abundance;
right: Fe abundance. Colors are used to separate meteors belonging to different showers. Black line: First-order polynomial fit. Results
from the analysis of the fotal spectra of the meteor events selected during Data Reduction (section 2.2).
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right: N abundance. Colors are used to separate meteors belonging to different showers. Black line: First-order polynomial fit. Results
from the analysis of the fotal spectra of the meteor events selected during Data Reduction (section 2.2).

speed meteors the volatile element emission happens at
higher heights, thus part (or all) of the emission falls
outside the meteor spectrum observed from ICC8. Since
these emission are not observed through the entire meteor
path, their contribution to the total spectrum decreases.
In high-speed meteors, the part of the spectrum observed
from ICC8 has higher abundance of more refractive
elements like Mg; this also contributes to the decrease in
meteoric elements’ number densities relative to Mg.
Differently than meteoric elements, elements of atmo-
spheric nature increase in abundance (relative to Mg)
with speed, as visualised in fig. 23. The rate of increase
with speed estimated for both O and N coincided to
around +16 (m/s)~!. This could be explained consider-
ing that the atmosphere has an (almost) infinite reservoir
of atoms. Thus, while meteoric elements are emitted and
their abundance in the meteoroid decreases, atmospheric
ones are constantly replenished in similar amounts. More-
over, with higher speeds the ablation temperatures and
pressures increase. These conditions favor the excitation
of atmospheric elements, which are therefore emitted in
higher amounts — Mg variation with speed is more mod-

erate, thus the result is an increase in the emission rate of
atmospheric elements relative to Mg. Finally, this suggests
that intensities of elements of atmospheric origin are good
measures of the meteor’s entry speed, which agrees with
past research results by Borovicka et al. (2005).

4.3. The Evolution of Spectra along Meteors’ Path

A major improvement of the new spectral analysis
routine was the possibility to analyse the meteor spectra
associated to each individual frame recorded by ICC8.
In fact, previous studies from MRG (and in literature)
only concentrated on the analysis of the total spectra.
Analysing individual frames’ spectra has a profound
advantage compared to analyses of total images’ spectra:
it allows to investigate the evolution of meteor spectral
features, as that meteor moves through lower layers of
the atmosphere, hence as the meteoroid’s interaction with
the atmosphere varies. In this section, individual frames
of meteor spectra collected by ICC8 were analysed. The
aim of this analysis was to answer the research question:
How does the variability of meteoroids’ interaction with
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the atmosphere correlate with changes in spectral features
among meteors generating from the same shower?

4.3.1. Elements emission along the meteor’s path

As meteors move towards lower layers of the atmosphere,
the meteoroids’ interaction with the atmosphere varies.
In this research, we are interested in investigating the cor-
relation between variability of the meteoroid-atmosphere
interaction and the changes in meteor spectra. To do so,
the evolution of individual frames’ spectral appearances
is analysed in relation to changes in ablation conditions;
these include changes in ablation height, ablation tem-
perature and meteor apparent magnitude, caused by
different interactions between meteoroids and Earth's
atmosphere. The events for which this analysis was con-
ducted were selected among the shower meteors for
which a more significant change in the spectral features
along the meteor’s path in the atmosphere was observed.
The process of selection is explained in appendix H.

Moving towards lower heights in the atmosphere, the
emission of meteoric features was seen to increase; this
was especially the case for features in the UV part of the
spectrum, such as Fe I (2), a multiplet of Fe appearing
at 375.5nm. For the events selected for this analysis, the
evolution of meteoric elements’ number densities along
the meteor’s path is visualised in fig. 24. At lower heights,
the ablation temperature estimated from the spectral
analysis routine also experienced an average increase, as
implied by the yellow-ward trend towards lower heights in
fig. 24. This indicates a correlation between the variations
of spectral abundances over the frames and changes in
the meteor ablation temperature with height. The slightly
different pattern observed for Na (right plot) is explained
considering that sodium is highly volatile — it starts
depleting at higher heights, where the temperatures are
lower, and it is fully depleted already before reaching
the lowest distance from ground; after reaching its full
depletion, its abundance decreases and the evolution with
height experiences an inverse trend.

One of the most straight-forward indicators of the vari-
ability of meteoroids’ interaction within the atmosphere
is the change in meteors’ brightness. This can be visu-
alised through light curves (fop plots in fig. 25); in this
study, light curves are obtained using the meteors’ appar-
ent magnitudes, provided by Metrec. The relation between
light curves and the emission of meteoric elements over
the meteor’s path in the atmosphere is analysed for all the
frames’ events selected. In particular, attention is posed
on Mg emissions, due to its higher stability compared to
other elements. Figure 25 presents the results of this anal-
ysis for three representative events. There exists a strong
correlation between the evolution with height of the Mg
line intensities and the frame-by-frame progression of the
meteor’s light curves — an increase in the meteor’s ap-
parent magnitude over the frames is accompanied (with
a small time offset) by an increase in the Mg line inten-

sity. This correlation was examined using the Spearman’s
rank correlation coefficient, which assesses the strength
and direction of the monotonic relationship between two
parameters (Artusi et al., 2002); the stats package in Python
has the Spearman’s method implemented. An average cor-
relation coefficient of 0.69 was obtained for Mg, consider-
ing all events selected®. For other meteoric elements (e.g.
Na and Fe) the correlation was around 0.50 (0.48 and 0.49).

As the procedure to obtain calibrated meteor spectra
is substantially more complex than the pipeline used
for light curve estimation, the correlation of Mg line
intensities with meteor brightness is extremely interesting
in the context of preliminary events’ selection. For
example, consider the case of researchers interested in
studying the emission of meteoric elements at a specific
layer in the atmosphere: after inspecting the meteors’
light curves, they could reduce the initial set of spectra
to a handful of interesting events, simply by picking
those for which the meteor brightness is strong at the
layer’s height range. This way, they would not need to
apply the computationally expensive spectral analysis and
calibration on all events.

4.3.2. Evolution of shower meteor’s emissions over years

Elements emitted by meteoroids belonging to the same
stream and observed during the same shower event are
expected to have similar abundances in meteor spectra.
In fact, meteoroids from the same stream generate from
the same parent body and go through a similar space
radiation exposure. Moreover, it is expected that the inter-
action with the different atmospheric layers is comparable
among shower meteors. However, the questions arose:
Would the elements’ emission patterns change if consider-
ing meteoroids of the same stream but observed at different
times? How does the variability of these meteoroids’ inter-
action in space affect the corresponding meteor spectra?

To address these points, spectra of meteors belonging to
the same shower, but for which the observation happened
in different years, were analysed. Meteors belonging to
the ANT (Radiant Antihelion) and GEM (Geminids) shower
were chosen, for which 36 and 24 events were observed,
respectively, from 2012 to 2017.

The evolution over time of the line intensities of the
total spectra meteoric emissions is shown in fig. 26 and
27; an average decrease in the line intensities of Mg, Fe
and Na is traceable over time, for both GEM and ANT
meteors. A possible cause behind these observations is
the different exposure to space radiation (both cosmic and
solar) which meteoroids observed at different times go
through. The interaction with the space environment, in
fact, determines the depletion from meteoroids’ surfaces
of elements, especially volatile ones (Borovicka et al.,
2005). Longer exposures to space radiation thus results

6 The significance of the correlation was p-value tested for all events.
This verified that the risk that the correlations were obtained by chance
is less than 5%, i.e. significance level a = 0.05 (Feigelson and Babu, 2013)
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Please note that for the middle case, no height information is available from the MRG database, thus the frame number is provided to
inform about the meteor’s path in the atmosphere: as the meteor moves towards lower heights, the frame number associated increases.

in larger elements’ depletion before the meteoroids enter
the atmosphere; consequently, the abundance of meteoric
elements excited during atmospheric ablation reduces.

The exposure of the stream to space radiation is
however not the only possible, nor the most plausible,
explanation behind these observations. A more plausible
explanation is that the shower meteors observed in the
different years have come from different filaments of the
meteoroid stream. Meteoroids from different filaments of
the same stream have different dynamical evolution and
can impact the Earth’s atmosphere at different arcs of its
orbit (Neslusan and Hajdukovd, 2018). Also, they can be
ejected at different times and from different layers of the
parent body; hence, they can have a different composition.
Therefore, to better interpret the yearly evolution of the
spectra of meteors, the dynamical evolution of their

meteoroid stream should also be investigated.

5. CONCLUSIONS

This research has two main goals: assess to what degree
external factors influence shower meteors’ spectra and im-
prove the calibration pipelines used for their correction.
Regarding meteor spectra calibration, an automatic pro-
cedure for the elevation-dependent atmospheric calibra-
tion was developed and validated. The output of this cal-
ibration pipeline are correction factors, which perform a
correction of the observed spectra for the atmospheric ex-
tinction influencing meteor spectra observations.

The new elevation-dependent approach allows to cor-
rect the meteor spectra for the variation in atmospheric
extinction as the meteoroids travel within the atmo-
sphere. The use of an elevation-dependent atmospheric
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FIGURE 26: Line intensity of meteoric elements in function of the year of observation of the event. Left: Mg (2) line intensity; middle:
FeI (15); right: NaI (1). Events analysed are total meteor spectra of GEM shower.
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FIGURE 27: Line intensity of meteoric elements in function of the year of observation of the event. Left: Mg 1 (2) line intensity; middle:
FeI (15); right: NaI (1). Events analysed are total meteor spectra of ANT shower.

calibration brings significant advantages for the accu-
racy of both the calibration pipeline and the meteoroids’
composition inference. Specifically, we demonstrate that
this correction can improve the line intensity estimations
by more than 20% for spectral features at wavelengths
below 400 nm, compared to cases in which the elevation
dependence of the extinction variation is not taken into
account; this reflects in better compositional inferences
in meteor spectral analyses, at negligible a cost in com-
putational time (<1sec per event). The significance of
these results shows that applying an elevation-dependent
atmospheric calibration is preferable over the standard
approach for atmospheric correction, which does not ac-
count for the extinction variation at the different times of
meteor observation. We therefore encourage researchers
in meteor spectroscopy to consider the implementation
of such an elevation-dependent atmospheric correction
in their work.

In this project, 355 first-order meteor spectra collected
between 2012 and 2018 by ICC8, an image-intensified
CCD video camera in CILBO observatory, were analysed.
The spectral analysis of these events investigated the
correlation between meteoroid-atmosphere interactions
and spectral features abundances; this was approached
through two diverse studies.

In the first study, the influence of entry speeds on
the emission of meteoric and atmospheric elements was
investigated: the number densities of Na and Fe (meteoric

origin), and O and N (atmospheric origin) relative to Mg
were analysed in function of their meteor’s entry speed. A
rate of decrease of about —10(m/s)~! was calculated for
Na number density relative to Mg; moreover, our results
showed a decrease in Fe relative number density with
speed of around -3 (m/s)~L. The difference was linked
to the lower excitation potential of Na compared to Fe,
meaning that Na require less energy to radiate (Borovicka
et al., 2005). The analysis performed on elements of
atmospheric origin gave an opposite outcome: both N
and O relative number densities showed an increase with
speed of +16 (m/ 871, irrespective of their volatility.

Altogether, the conclusions from this study showed the
existence of a strong correlation between meteors’ speeds
and number densities, as already pointed out in the re-
searches on meteoric elements’ emissions by Matlovi¢
et al. (2020) and Vojacek et al. (2019). However, our re-
search demonstrated that the type of correlation depends
on the nature of the element (atmospheric or meteoric).
Furthermore, the correlation between number density
changes with speed and meteoric elements’ volatility
shows that meteor speeds can influence the appearance
of their spectra; this implies that meteoroid compositions
inferred from meteor spectra should always be interpreted
taking into account the meteor speed.

The second study focused on the evolution of spectral
features over time and space. Firstly, we analysed the
changes in elements’ emission for meteors of the same
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showers, GEM and ANT, but observed over different years.
Both GEM and ANT meteors revealed a mean decrease
per year in meteoric elements’ number densities — ANT
meteors showed mean decrease per year in Mg number
density of 10%, 18% for Fe and 12% for Na; GEM meteors
had a mean decrease per year of 8% for Mg, 18% for Fe
and almost null for Na. From these results, we learnt
that meteors belonging to the same shower (thus same
parent body) are not necessarily homogeneous in their
composition and the spectra show differences based on
the meteoroid stream filament observed. This implies that
meteor spectroscopy requires complementary dynamic
studies for a successful association of an observed shower
meteor spectrum to its parent body.

Finally, individual frames of meteor events were anal-
ysed. This analysis showed that elements belonging to the
same meteor have different emission patterns depending
on the height at which the observation occurs. Our anal-
ysis concluded that the variations in emissions over the
frames are primarily caused by height changes in ablation
temperatures, which excite different elements based on
their volatility and their residual abundance at that height.
Most state-of-the-art research, including studies by Jen-
niskens (2007), Borovicka et al. (2005) and Rudawska et al.
(2020), analyse only the total meteor spectra, in which the
variability per height of the spectrum is lost. This research,
however, showed that studying the evolution of emissions
over the frames can uncover important information about
the meteoroid structure and ablation process, otherwise
hidden from analyses on total spectra. Future researchers
should thus consider contributing to the study of the evo-
lution of meteor spectra along the meteoroid’s path in the
atmosphere.
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Recommendations for Future Work

The research presented in this paper fulfilled its objective of improving the quality of meteoroid composition inference
from meteor spectra; it did so by developing a pipeline for the elevation-dependent spectral calibration of meteor spectra
and by constraining the influence that atmospheric extinction, meteoroid entry conditions and temporal evolution of
meteoroids have on meteor spectral appearances. Nonetheless, the time limitation of this project did not allow to further
investigate areas of progress identified during this study, which could bring additional benefit to the quality of the spectral
analysis, calibration and meteor detection pipelines. Thus, these areas represent material for recommended future re-
search in this field. Depending on the length of the research project, different recommendations for future work may apply.

In the case of a short-period project (from 2 to 3 months long), two possible improvements to the calibration and analysis
pipelines are encouraged. A first improvement could be made to the atmospheric calibration pipeline; it is recommended
to incorporate the contributions of ozone and water vapour absorption in the pipeline, and assess their significance in
the extinction correction. The atmospheric calibration is currently based on the assumption that extinction is uniquely
caused by scattering of gas molecules and aerosols. However, it is known that ozone and water vapour have among the
largest influence on atmospheric extinction. As observed from fig. 14, these are also two causes of the differences with the
extinction estimates obtained from TAPAS. Differently than the scattering of gas molecules, though, the contributions of
ozone and water vapour on atmospheric extinction have large variability over time; thus, they are difficult to approximate
through mathematical modelling. For this reason, readings from on-ground or space-borne instruments might be a more
reliable means to quantify ozone and water vapour optical thicknesses in this future work.

The other area of improvement concerns the meteor spectral analysis. Specifically, future researchers are encour-
aged to add more elements to the set currently used in our pipeline (listed in table 4). In our research, the selection
of the elements used for the modelling of synthetic meteor spectra was based on past findings by Borovicka (1993),
Borovicka et al. (2005) and Jenniskens (2007). However, constraining the analysis only on elements which already ap-
peared in past studies limits the possibility for new discoveries. Nevertheless, the set of elements to estimate should
be enlarged with caution: estimating more elements may increase the computational time, as one may need more it-
erations of the MCMC to obtain equally accurate results. Also, the quality of results worsens if one tries to estimate the
abundance of an element which in reality did not belong to the meteoroid; hence these additions should always have a
theoretical or experimental rationale. Among the new elements to include within the spectral fitting pipeline, the addi-
tion of Ni is recommended — laboratory experiments by Bones et al. (2019) showed the significance of Ni emissions in
the spectra of ablating meteorites and highlighted that knowledge about Ni excitation allows to better interpret Fe ablation.

In case of future theses or internships (more than 3 months long), a highly recommended work is to incorporate machine
learning (ML) algorithms as part of the meteor detection pipeline. At the early stages of data reduction, meteor scientists
are often faced with extremely large amount of data, which require lengthy manual filtering to remove false detections, e.g.
satellites, camera noise and others. In our research project, for example, the process of selection of visible events (described
in section 2.2) took around 3 weeks. The use of a ML automated process would reduce the burden on researchers, remove
possible sources of human error and, if applied real-time, result in storage savings for CILBO computers. An interesting
application of ML to meteor detection is discussed in Cecil and Campbell-Brown (2020a). Future work on this field can thus
take inspiration from the convolutional neural network (CNN) algorithm described in this paper, which showed a notable
success rate of 99.98% in filtering meteor samples. The data they used for the algorithm testing is accessible via Cecil
and Campbell-Brown (2020b); this may prove useful as a first database for ML application in the MRG. Other successful
implementations of CNN for meteor detection are described in De Cicco et al. (2018) and Galindo and Lorena (2018).

From our research, we concluded that there exists an uncertainty in the pixel position of the meteor’s zeroth-order pro-
vided by MetRec’. In particular, it is still unclear whether MetRec provides information about the ICC8 pixel position of the
zeroth-order for the meteor’s highest point (meteor tail), lowest point (meteor nucleus) or brightest point. From the study
presented in section 3.1.2, this uncertainty resulted to be a primary source of error in the wavelength calibration. Despite
in this project we equipped the calibration pipeline with a procedure for wavelength error estimation (see appendix C),
the research remains negatively affected by the presence of uncertainties in MetRec position estimates; the wavelength
error estimation routine has substantial computational cost and its accuracy is dependent on the presence of dominant
reference lines in the spectrum. Thus, a recommendation for future work is to improve the MetRec software, or implement
a better performing one, for the purpose of reducing the uncertainty in the meteor position estimates. This would allow to
reduce errors during wavelength calibration and ensure researches of higher quality and efficiency.

With the improvement of the calibration pipelines, new discoveries about the influence of external factors on
meteoroids’ composition inference and the automation of the processes, this study contributed to advance global

7 MetRec is the software used within the MRG for meteor recognition
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knowledge on meteor spectroscopy and boost future endeavours in this field at ESA and TU Deft. A logical continuation
of this research in these institutes (long-term projects, longer than 7 months) could combine its results with dynamical
analyses. In ESA, dynamical studies of meteors can be done using built-in tools for flux determination (Ott et al., 2014)
and astrodynamic characterisation of meteoroids (Koschny and Diaz del Rio, 2002). Supported by and combined with our
meteor spectroscopy analyses, the outcome of dynamical studies would allow to contribute to the research fields of meteor
spectra classification and parent body associations, of great interest in today’s meteor community. Linking to our study;,
dynamical research could, for example, relate the differences in the evolution along the meteor atmospheric trajectory
(investigated in section 4.3.1) with the asteoroidal or cometary nature of the meteoroid’s parent body; furthermore, it could
clarify whether the yearly evolution of emissions from meteors belonging to the same shower (noted in section 4.3.2) is
caused by the observation of different filaments of the meteoroid stream, or by different radiation exposures.

Meteor research within the MRG is directed towards the analysis of constantly bigger data sets, as CILBO cameras
continue to be operative. Thanks to the automation of the calibration pipelines, ESA's MRG could now analyse larger sets of
data in areduced time. However, the computational cost of the MCMC Bayesian inference in the spectral analysis pipeline
is still a great burden for time management. This is especially true if the analyses are performed on a regular personal PC,
with limited performance capability: a Windows 10 laptop, 6 cores Intel i7 CPU at 2.60GHz could only analyse 1.1 event per
hour. Future researchers would thus need to ensure their access, possibly also remote, to high-performance servers with
a large number of CPUs over which to parallelise the computations. It is recommended to use more than 24 CPUs for the
MCMC Bayesian inference. In fact, from our experience on Hipparchos, a 64-CPU Linux server managed within the Faculty
of Aerospace Engineering at TU Delft and shared among more than 20 users, it takes around 170 h (~ 1 week) to analyse a
set of 355 total meteor spectra using 24 CPUs.
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SPECTRAL ANALYSIS AND CALIBRATION OF METEOR SHOWER EVENTS i

A. DATA REDUCTION: THE WEB INTERFACE

A web-based Graphical User Interface (GUI) was developed and used for the selection of meteor events to analyse within
this project. An example of its layout is visualised in fig. A.0.1. The procedure for the selection of meteor spectra was
composed of two steps: an automatic search of the events within CILBO’s database, followed by a manual characterisation
of the visible spectra among these events performed by the user.

MRG-TOOLS: Analysis of visible spectra

Year/Month/Day to start analysis
2012
1

1

Year/Month/Day to end analysis
2013
1 X v

1 x

START LOOP

Matches found:

TOT. NUM. EVENTS 18: 91
TOT. NUM. EVENTS I7: 91
NUM. MATCHES: 91

Click NEXT bution o
Waiting for your input

Spectra Properties

Brightness
O Weak O Normal O Bright

[Completeness

O Partial right (full left)
O Partial left (full right)
O Partial down (full up)
O Partial up (full down) O Full

Exceptions

O Bright meteor, weak spectrum
OLight disturbance O Cloud disturbance
O Break-ups O Others

2-14 84:13:02.792 SAVE OUTPUT NEXT
2-14 B4:13:03.952 10C8 "Izan i

PREVIOUS EXCEPTIONS

FIGURE A.0.1: Screenshot of the Graphical User Interface (GUI) developed for the selection of meteor spectra in this project. A bright,
full event is shown in the images of this screenshot.

After running a dedicated Python script, the user is automatically directed to a web-page with the GUI. As a first step, the
user is asked to insert the start date and end date of interest. Then, the "START LOOP" button is clicked. At this point, the
script automatically searches for all meteor events available in ICC7 and ICC8 database for the dates of interest. The routine
finds two sets with the number of events recorded by ICC7 and ICC8. Then, the number of matches between the two sets
is found, as discussed in the last paragraph of section 2.2. Finally, the first match-event is displayed on screen: on the left
the ICC7 zeroth-order meteor, on the right the ICC8 first-order spectrum. The use of the zeroth-order on the left allows to
more easily identify the position of the meteor spectrum in the ICC8 image. This is especially useful for faint meteors. In
fact, if considering that ICC8 has lower sensitivity than ICC7 due to the grating mounted on top, faint meteor events could
be more easily identified on ICC7 images. The automatic search for matches takes an average of 5 s per observation year.

Following the automatic search of ICC7/ICC8 match events, these are manually characterised by the user. In particular,
the user selects those events for which a first-order spectrum is visible within the ICC8 FOV. When a visible spectrum is
spotted, this is characterised based on its brightness and completeness. Specifically, concerning the brightness, weak,
normal and bright spectra are distinguished; regarding the completeness, partial and full spectra are separated, although
for partial spectra a distinction is made based on which side of the spectrum is not fully within the ICC8 FOV at the time of
observation. The spotted and characterised visible spectra are then collected in a database, after the user clicked "Save
Output”. In case that a match-event does not have a visible spectrum, the user clicks "Next", without characterising
the event; the information of this event is collected into a separate database. Finally, in case of exceptional events, the
user defines the type of exception seen and clicks "Exceptions” to save the output in a third different database. For the
exceptional cases encountered, the spectrum was visible but the event was unusual; examples were bright meteors with
faint spectra, cloud disturbance, light disturbance (e.g. Moon) and multiple break-ups in the atmosphere.
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B. ASTROMETRY CALIBRATION

For the astrometric calibration, the external tool Astrometry.net was used. Astrometry.net is an open-access tool,
available at https://nova.astrometry.net/. After users upload the images collected from their instruments, the tools
performs the astrometric calibration: by recognising standard stars in the image uploaded, the tool estimates the celestial
coordinates for each pixel of the image and generates a World Coordinate System (WCS). A WCS allows to correlate the pixel
locations of a body on an image to its celestial coordinates, and vice versa. The ICC8 and ICC7 WCS used in this project
were generated from the Astrometry.net calibration of the image collected by ICC8 and ICC7 on date 24/02/2012 03:38:25.
The choice of the date to use was made considering the higher quality of these images.

Knowing that the observational set-up in CILBO was kept constant through the years, it was possible to use a unique
WCS for both cameras to perform the astrometric calibration of all other dates as well. However, due to the Earth’s rota-
tion, the right ascension of the cameras’ FOV would change per day. Thus, the angle estimated from the WCS needs to be
corrected for the new right ascension at the moment of the observation. This can be easily done by using the sidereal time
difference between the reference WCS and specific observation event; specifically, after taking the difference between
the mean sidereal time of the Astrometry.net file with respect to the time of the observation considered, this difference is
added to the reference right ascension of the astrofits file. The resulting WCS would then be expressed in the correct time
frame and hence the astrometric calibration would be correct.

The accuracy of the astrometric calibration was verified using as reference the position on ICC7 and ICC8 frames of bright
stars with known celestial coordinates — the WCS resulting from the astrometric calibration was used to map the star’s
known RA and Dec into the corresponding pixel locations (x, y) on ICC7 and ICC8 frames. The accuracy of the astrometric
calibration was verified by the agreement between the calculated pixel locations and the reference position of the star
visible on that frame. Figure B.0.1 shows the case of star Tania Borealis, as an example, where the calculated star’s location
(in purple) coincides with the reference position in both cameras (white dot).

This test was also used to check whether inaccuracies of astrometric calibration (errors in WCS) could be a possible cause
of wavelength errors (section 3.1.2). At the end of this test, it was excluded the possibility that the wavelength calibration
errors were due to inaccurate WCS generated during astrometric calibration.

FIGURE B.0.1: Event 23/02/2012 03:38:24 — Tania Borealis location on ICC7 (left) and ICC8 (right). For both plots, the estimated star’s
location is represented with a purple dot; the reference star location is the white dot beneath the estimated one. In the ICC7 image, the
reference star is partially visible beneath the purple dot, while on ICC8 this is completely covered by the purple dot; this is due to the
lower sensitivity of ICC8 at the zeroth-order spectrum, making the zeroth-order star less visible (thus smaller) on ICC8 frames.
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C. WAVELENGTH ERROR ESTIMATION

The algorithm of the Python routine developed in this project for the wavelength error estimation is presented in fig. C.0.1.
This is based on the comparison between the wavelength associated to dominant features in the observed meteor spec-
trum and the wavelength position of reference atoms known from literature. The reference atoms used for the wavelength
error estimation are Mg I (2), Na I (1) and O I (1), with wavelengths 518,2nm, 589.2nm and 777.4nm, respectively
(Borovicka et al., 2005). The code is flexible: in case desired, the user could also decide to change the reference atoms used
for the wavelength error estimation.

First, a dominant feature is searched within the observed meteor spectrum. In case its intensity dominates over the rest of
the spectrum (case 1 in fig. C.0.1), this line is used for the wavelength error estimation; thus, the wavelength-position of
this line is compared to the corresponding reference wavelength to estimate the error.

Differently (case 2), njj;.s dominant lines are found around each neighbourhood (wWl;;¢;141) Of the three reference

atoms; the wavelength distance of dominant lines to the reference line is calculated: overall, 3 x nj;,., different wavelength
estimations are available. The search for n;;,,s dominant lines around the reference line takes into account that Mg, Na or
O are not always the most intense lines in a spectrum. Due to the low resolution of video cameras, the number of spectral
species which could be distinguished within an interval wl;,;eryq; is limited; hence, nj;,.s = 3 was used in this project.
Wavelength errors are assumed constant over the entire meteor spectrum. Consequently, the wavelength error is the one
for which the distance of local-dominant line to reference line is approximately equal for each of the three reference atoms
above.
This method heavily relies on the presence of dominant lines in the observed spectrum, corresponding to reference
emission lines — if Mg, Na or O lines are not dominant in the spectrum, the routine fails to estimate the wavelength error
and associates an "Nan". Similarly, when the SNR is too low, it is difficult to spot a dominating line and the error estimation
cannot be done accurately: thus, an "Nan" is provided instead of a numerical error estimation. Table C.1 gives a summary
of the results from this wavelength error estimation routine.

Variable considered | Value \

Years analysed 2012 t0 2018
Total number of events analysed | 355

Events with no error estimation 44 (12.4% of 355)
Events with an error estimation 311 (87.6% of 355)
Standard deviation (o) of errors 6.547 nm
Arithmetic mean (u) of errors 0.141 nm

Events with errors within +1 o 80.3% (of 311)
Errors with errors within £10nm | 89.8% (of 311)

TABLE C.1: Statistics on the wavelength errors estimated via the wavelength calibration routine.
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FIGURE C.0.1: Algorithm of the Python routine developed in this project to estimate the error in the wavelength calibration.
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D. CORRECTION FOR UNCERTAINTIES IN METREC: ROW-INTEGRATION OF METEOR SPECTRA

To correct for the uncertainties in the Metrec information about the position of the zeroth-order meteor, which particularly
affect the vertical positioning of the calibration box (section 3.1.3), the meteor spectra are integrated over multiple rows
within the frame considered. The algorithm implemented is schematised in fig. D.0.1 and presented below:

1)

2)

3)

4)

5)

6)

The calibration box is estimated using the pipeline in section 3.1.1, with Metrec information as input. The box has
horizontal side equal to the difference between the maximum and minimum location of the ICC8 first-order spectrum
on the image’s x-axis (x in section 3.1.1, with A being the wavelength); the box is vertically centred at the median value
among the locations of the ICC8 first-order spectrum on the image’s y-axis (y;) and has vertical side of 50 px.

A local search finds the position of the brightest row within the calibration box, i.e. the horizontal line for which the
sum of all pixels’ intensities within the box is greatest. This row is where the calibration box would be centred, in the
absence of Metrec errors.

Having found the brightest row of the frame, the Ay could be estimated. The Ay represents the distance on the y-axis
between the calibration box’s brightest row and its actual centre; it shows how much the calibration box should be
projected along the y-axis of the image for it to be centred at the brightest row.

The spectrum slope (s) is estimated by considering the x- and y-axis pixel locations of the same spectral feature (x;,
ya) across two consecutive frames:

frame 1 _ | frame 2
_ N )8
§=" (D.0.1)
xframe 1_ xframe 2
A A

Knowing s and Ay, the displacement along the x-axis could be estimated as defined below:

_ Ay
s

Ax (D.0.2)
Please note that this Ax is different from the wavelength error estimated in appendix C. The Ax shows the
displacement along the x-axis needed to project the calibration box to the brightest row, with the projection being
done along the meteor’s trajectory. The meteor trajectory is generally not a straight line so the calibration box
projection will have an x- and y-displacement term. Differently, the wavelength error estimated in appendix C
represents the error resulting from the wavelength calibration procedure which affects the spectrum, even before
its projection.

The calibration box is moved up and down depending on Ay, left and right depending on Ax. After the projection, the
box is centred at the frame’s brightest row.

Each feature of the spectral profile is computed by adding up, along the spectrum slope, the intensities of the pixels
within the projected box.
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FIGURE D.0.1: Schematic of the method used to compute the profile: integration over multiple rows within the same frame.

DELFT UNIVERSITY OF TECHNOLOGY, 2021




SPECTRAL ANALYSIS AND CALIBRATION OF METEOR SHOWER EVENTS vii

E. ATMOSPHERIC CALIBRATION: THE AEROSOLS’ CONTRIBUTION

To account for the Aerosol Optical Thickness, NASA's AERONET database was used. The database is found at
https://aeronet.gsfc.nasa.gov/new_web/aerosols.html. The file which contained the data used was named
"Aerosol Optical Depth (AOD) with Precipitable Water and Angstrom Parameter". The data downloaded were the daily
average aerosol optical thickness as observed by an AERONET sun-photometer located in Izana, Spain (Tenerife). This
AERONET station (longitude of 16.5° W, latitude of 28.3° N, altitude of 2367 m, according to Bounhir and Benkhaldoun
(2010)) was extremely close to the CILBO-T station in Tenerife (longitude of 16.511° W, latitude of 28.301° N, altitude of
2395 m, according to Koschny et al. (2013)): around 1.17 km of ground distance between the two stations. In view of the
proximity between the two stations, we assume that the aerosol optical thickness obtained from Izana to first order could
be valid for our CILBO-T station as well.

The aerosol optical thickness values were provided at discrete, irregular intervals from 340 nm to 870 nm. The overall
optical thickness (bgca in eq. (8)) was obtained by combining the Rayleigh optical thickness of gas molecules (retrieved
using eq. (10)) with the aerosol optical thickness values obtained from the AERONET database. To do so, the aerosol optical
thickness was interpolated to the wavelengths of the Rayleigh optical thickness, spaced at half the spectral resolution of
ICC8 camera (=1 nm/px). This is the same interval at which gas molecules’ optical thickness is provided.
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E. MARKOV CHAIN MONTE CARLO SAMPLING

The parameters to estimate as part of the meteor spectral analysis (listed in table 3) are sampled following the Markov
Chain Monte Carlo (MCMC) sampling method. This method generates parameters’ samples around first-guess values,
following a probability which is proportional to the posterior, i.e. the probability over the parameter provided the meteor
spectral data. The sampling equation is reported below:

nfdf «< P0|Y)do (F0.1)

with 0 being the parameter value, n(6) how many samples there are between values 8 and 0 + df, and P(0|Y) the posterior.

Various MCMC samplers are available in literature and used for astronomy and engineering research, such as the
Metropolis-Hastings sampler or the affine-invariance sampler. All of the MCMC samplers follow Markov property, from
which the estimation of the next sample is only based on the most current sample value (Landman, 2020):

P0il0;-1,...,0;-n) = P(0;10;-1) (E0.2)

Figure E0.1 schematises how an MCMC sampling works. In this research, the affine-invariance sampler is used, which
is freely accessible via the Python package emcee through the "EnsembleSampler" class. The choice of this sampler
is advantageous in terms of computational time, as it allows to easily parallelise the sampling over multiple CPUs
(Foreman-Mackey et al., 2013). Furthermore, this sampler allows to generate samples for a parameter without being
affected by the co-variances with other parameters and without the need to manually tune the proposal distribution
for all parameters (Goodman and Weare, 2010). The emcee sampler requires initialisation of the walkers; in this study,
the initialisation is realised via a LSQ estimation, providing a first-guess parameter close to the maximum probability point.

The full description of this MCMC sampling is not within the scope of this paper. The interested reader is therefore
highly encouraged to consult Goodman and Weare (2010) for more details about the affine-invariance sampler method
and Foreman-Mackey et al. (2013) for a complete description of the installation and usage of the emcee Python package.
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FIGURE EO0.1: Schematic of how an MCMC sampling algorithm works (Jin et al., 2019).
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G. BAYESIAN INFERENCE OF METEOR SPECTRA

The inference of meteoroid composition from meteor spectra is performed in this project using Bayesian probability
(Gelman et al., 2013). In particular, Bayes’ theorem applied to our problem and in natural-logarithmic scale becomes:

InP@|Y)=InL(Y|0)+Inn0) —Innm(Y) (G.0.1)

where P(0]Y) is the posterior, i.e. the probability over the parameter provided the data, L(Y0) is the likelihood, i.e. the
probability that the data occurs given the parameters, and 7(0) is the prior, i.e. the probability that the parameters occur.
The term 7(Y), called evidence, would not be considered in our problem, as we used a Markov Chain Monte Carlo (MCMC)
approach for the parameter estimation (Sharma, 2017).

In our case, the data (Y) are the spectral lines’ intensities of the meteor spectra. The parameters (f) are summarised
in table 3. The scope of the Bayesian inference is to estimate the posterior. By applying a MCMC analysis, the best-fit
estimate for all of the parameters considered is retrieved at the end of the meteor spectra analysis pipeline. The best-fit
parameters represent those for which the posterior has highest value; specifically, the inference returns the combination
of parameters for which the modelled (synthetic) spectra best fit the observed spectra (data).

As specified in Landman (2020), the priors represent what we already know about the parameters we aim to estimate. For
their definition, different types of distributions were defined depending on the type of parameter considered:

e Abundances (N), Gaussian broadening (o) and temperatures (T): they were all considered as uniform priors. In a
uniform distribution, all values have equal probability of occurrence; this means that the contribution 7(6) of these
parameters in eq. (G.0.1) is a constant term, thus its logarithmic term Inz(0) is null.

e Wavelength shift (AA): considered to follow a Gaussian distribution, expressed in eq. (G.0.2):
1 (x—w? )
oVm P ( 202

The natural-log of eq. (G.0.2), neglecting constant values, provides eq. (G.0.3), where u is the expected value, i.e. the
value obtained from the calculation of the wavelength error during the wavelength calibration (appendix C):

G(x) = (G.0.2)

2
Inm(AA) N C D

(G.0.3)
*  Background (b): considered as a Jeffreys prior. The natural-log of this parameters’ prior is expressed in eq. (G.0.4),
where N represents the number of elements in the vector containing observed spectral data:

1
b)=N—
=(B) b (G.0.4)

Inn(b)=—-NInb

For the definition of the likelihood of the data, a Poisson distribution was used, according to the previous research
conducted by Landman (2020):
InL(Y10) =) y;In(f(x10)) — f(x;10) — InGrsty (G.0.5)
i

where y; is an item of the data vector Y (observed spectrum) and f(x;|0) is expression of the radiative transfer
model used (x; is an item of the synthetic spectrum). The last term of eq. (G.0.5) is cancelled, as it was not included
in the formulation of the likelihood in the Python routine. In fact, as data does not change during the MCMC simu-
lation, that term is constant and thus would not have influence in the relative studies performed on elemental abundances.
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H. SELECTION OF EVENTS FOR INDIVIDUAL FRAMES’ ANALYSIS

From a preliminary analysis of individual frames’ spectra, it was observed that, for a considerable set of events, the UV part
of the spectrum appears at lower heights than the rest of of elements emitted in the visible spectrum. With lower heights,
the atmospheric pressure increases and so does the ablation temperature, while the atmospheric extinction decreases.
Both increased temperature and decreased extinction with lower height could be the cause of the observed later emission
of UV features. However, these are causes of different nature: the former would be linked to the ablation conditions, while
the latter to the atmosphere and hence could be solved if performing an altitude-dependent correction for the atmosphere.

To study these effects, the analysis was performed on a set of the events for which an increase of UV features towards heights
was observed. Before applying the routine for meteor spectral analysis described in section 4.1.1, the events for which to
study the individual frames were selected. Meteors belonging to meteor showers were preferred, as their parent bodies had
similar history in space, composition and structure. Consequently, they should present similar parent compositions, thus
any change with height could be more easily interpreted.

Meteors generated from five meteor showers were selected, for which the number of events available over the different
years of observation was significant. Among those: ANT (Radiant of Antihelion) had the greatest amount of cases, PER
and GEM (Perseids and Geminids) had more literature sources which could be used for reference, STA and ORI (Southern
Taurids and Orionids) had a good amount of data, though no altitude information for the events associated. However,
the UV increase with height was not observed in all of these events; hence a case-by-case selection was applied. This
resulted in a selection of 26 events, for a total of frames 680 frames, of which 373 with SNR above 2.3 (those were the
ones analysed via Bayesian Inference). The events belonged to the five showers listed above, which appear bold in table H.1.

The events selected will then be used for the analysis of elements’ emission along the meteor’s path in section 4.3.1, done
using spectra of individual frames. By contrast, section 4.3.2 of the draft paper only presented results from ANT and GEM
meteors, since they were the most interesting ones for that analysis on the time evolution of shower meteor’s emissions.

Shower Year Height
2012 2013 2014 2015 2016 2017 2018
ANT (Radiant of Antihelion) 12 9 5 5 5 - - 100.94 - 83.67
CAP (a-Capricornids) - - 2 - 1 - - 90.81 (1 case)
COM (Coma Berenicids) - - 1 - - 1 - N/A
DAU (6-Aurigids) - - - - 1 - - N/A
DLE (6-Leonids) - - 1 - - - - N/A
DSX (Daytime Sextantids) - - - - 1 - - N/A
EGE (e-Geminids) - 1 - - - - - 109.77 (1 case)
ETA (n-Aquarids) 3 1 - - - - - 106.07 - 99.58
GEM (Geminids) - 12 - 7 1 4 - 92.03 - 87.02
JBO (June Bootids) - 1 - - - - - N/A
LMI (Leonis Minorids) - 1 - - - - - N/A
LYR (Lyrids) 1 - - - - - - 98.65 (1 case)
MON (Northern Taurids) - - - - 2 - - N/A
NTA (Northern Taurids) 2 3 - - 2 - - N/A
ORI (Orionids) 2 3 - - 3 1 - N/A
PAU (Piscis Austrinids) - - - - 1 - - N/A
PER (Perseids) - 4 1 6 3 - - 105.69-102.69
PUP (Puppid/Velids) - - - 1 - - - N/A
QUA (Quadrantids) - - 1 - 1 - - N/A
SDA (South. §-Aquarids) - 2 - - 2 - - 91.74 (1 case)
SPE (September e-Perseids) 1 - - - 1 - N/A
SPO (Sporadics) 61 69 28 35 22 6 1 111.22 - 57.85
STA (Southern Taurids) 7 4 - - 2 - - N/A
TUM (6-Ursae Majorids) 2 - - - - - - N/A
OVERALL 91 110 39 54 48 12 1 111.22-57.85

TABLE H.1: Number of shower meteors and sporadics which are visible each year, considering the entire set of 355 visible events selected
during data reduction (section 2.2). Last column indicates the height range. N/A are cases when the height estimation is not available.
Bold showers are those selected for individual frames’ analysis.
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