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Summary

Meteorites contain information on the formation and evolution of the Solar System. Antarctica is the most
productive region for collecting meteorites, as the visually contrasting meteorites are easily detectable and
tend to concentrate at specific areas exposing blue ice. Blue ice areas act as meteorite stranding surfaces
(MSSs) if the flow of the ice sheet and specific geographical and climatological settings combine favorably.
Previously, possible meteorite stranding surfaces were identified by chance or through visual examination
of remote sensing data, which have limitations in discovering new locations for future meteorite searching
campaigns.

In this study, datasets are combined in a novel machine learning approach in order to estimate the like-
liness of a blue ice area to be a meteorite stranding surface. Input data consists of positive and unlabeled
observations. The ca. 2,500 positive observations are defined as the centers of regularly spaced grid cells
containing one or more meteorite finds. The ca. 2,000,000 unlabeled observations, for which the presence of
meteorites is unknown, are defined as the centers of regularly spaced grid cells overlaying blue ice areas. The
size of a grid cell is 450 by 450 meter. Features of the observations, such as the surface velocity, the surface
temperature, and the ice thickness, are extracted from geospatial datasets. Individual features and correla-
tions between features indicate that positive observations differ from unlabeled observations.

The unlabeled observations are classified as MSS or non-MSS by training a classifier with the nontradi-
tional training set consisting of positive and unlabeled data. The obtained classification is validated and eval-
uated quantitatively with positive and negative observations, where the latter are defined after investigating
fieldwork reports. With an estimated accuracy of 80 %, the classification shows promising results. The influ-
ence of the different features on the classification does confirm the current, qualitative, understanding of the
meteorite concentration mechanism and provides a quantification of how individual features affect the me-
teorite concentration. In the visualization of the as MSS-classified observations, the probabilistic character
of the obtained results is considered by using a color scale ranging from yellow to red. These colors indicate
how likely it is to find meteorites at a MSS-classified observation (i.e. the precision of the classification). This
leaves the interpretation of the obtained meteorite hotspot map to the user.
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Introduction

Meteorites contain essential information for the understanding of the formation and evolution of the Solar
System. This understanding leads to advancements in studies on e.g., the history of life on Earth, early Mars’
habitable environments, and the components of the solar nebula [e.g. Corrigan et al., 2014; Dehant et al.,
2019]. Until the mid-twentieth century, the geographic distribution of meteorite recoveries was primarily
correlated to the human population density [e.g. Brown, 1960; Hughes, 1981; Wetherill, 1976]. In the 1950s
and 1960s, a handful of meteorites were recovered from Antarctica, and the big continent was at that time not
considered to be of particular interest for the collection of meteorites [Harvey, 2003]. This changed when in
December 1969 a survey team of the tenth Japanese Antarctic Research Expedition (JARE-10) found nine me-
teorites at a blue ice field close to Yamato Mountains in Queen Maud Land [Harvey, 2003; Yoshida et al., 1971].
Two years later, the members of the inland team of the JARE-10 expedition, Yoshida et al. [1971], proposed
a meteorite concentrating model, based on their field experience in Antarctica. This lead to further research
and subsequent searches for meteorites in Antarctica [Corrigan et al., 2014; Yoshida, 2010]. In the following
years, meteorite search programs were established such as the Japanese Antarctic Reasearch Expedition pro-
gram (JARE), the U.S. Antarctic Search for Meteorites program (ANSMET) [Marvin, 2014], the European Me-
teorite program (EUROMET) [Corrigan et al., 2014], and the Chinese National Antarctic Research Expidition
program (CHINARE) [Miao et al., 2018]. Nowadays, over 50 years later, almost 44,000 Antarctic meteorites
have been collected, as listed in the database of the Meteoritical Society [a]. The proposed concentration
model of Yoshida et al. [1971], following their meteorite recoveries, turned out to be of similar importance for
the field of planetary science as the Apollo missions that brought in the same year, 1969, the first humans to
the moon [Marvin, 2014; Yoshida, 2010].

As a result, despite the remoteness and desolation of Antarctica, 64 % [Meteoritical Society, a] of all re-
covered meteorites on Earth are found on this large continent, which is almost completely covered by an ice
sheet. This high percentage can be mainly attributed to the meteorite concentration mechanism. When the
flow of the ice sheet and specific geographical and climatological settings combine favourably, regions can
act as so-called meteorite stranding surfaces (MSSs) [Harvey, 2003]. These MSSs typically expose old, blue
colored ice [Cassidy et al., 1992], which is also interesting from a paleoclimatic perspective, as it bares infor-
mation on the history of the ice sheet and on the past climate [Bintanja, 1999; Cassidy et al., 1992; Zekollari
etal., 2019]. Besides the concentration mechanism there are other factors that contribute to the high number
of recovered meteorites from Antarctica. An important element resides in the fact that the rates of meteorite
weathering are low in the cold and dry environment of Antarctica, as compared to other places at the Earth’s
surface, where the meteorites are further from chemical equilibrium [Cassidy et al., 1992]. Another impor-
tant aspect contributing to Antarctica’s high meteorite retrieval number is the fact that it is easy to recognize
a meteorite in a contrasting area of light-colored ice by human eye, as compared to a background composed
of terrestrial materials [Cassidy et al., 1992; Harvey et al., 2015; Zekollari et al., 2019].

Blue ice areas (BIAs) that might contain a meteorite concentration are usually identified by examining
maps and images such as Landsat imagery, Advanced Very High Resoltion Radiometer (AVHRR) mosaics,
Radarsat imagery, MODIS imagery and licensed high resolution satellite imagery [Harvey et al., 2015]. Dur-
ing a field season these areas are visited by snowmobile, aircraft or helicopter, to investigate whether a mete-



2 1. Introduction

orite concentration is present [Harvey et al., 2015]. The discovery of meteorite concentrations is thus partly
depending on the expertise and experience of the persons examining maps and imagery, and partly on the
costly field reconnaissance visits. Because of this big human factor in the reconnaissance approach it is likely
that (some) MSSs remain undiscovered. The goal of this research is to reveal these undiscovered MSSs, in
other words, to map locations that are likely to be a MSSs in Antarctica (i.e. an Antarctic meteorite hotspot
map). Producing such a map will also lead to a better understanding of MSSs and the concentrating mecha-
nism.

The Antarctic meteorite hotspot map presented in this thesis is created using a big data approach. As a
first step in this approach, quantitative information is extracted from geospatial datasets at locations where
meteorites are found, as well as at locations that will be classified. This data serves as features of the so
called labeled- and unlabeled observations, respectively. The definition of the features is based on the cur-
rent understanding of the concentration mechanism. Defining thresholds on the calculated features of the
positive observations in order to perform a simple overlay analysis as classification is not feasible, as the blue
ice areas containing a concentration of meteorites show different settings of specific glaciological and ge-
ographical characteristics [Harvey et al., 2015]. Therefore, a binary classifier is trained. As useful negative
observations for training the classifier are not available, the classifier is trained with positive and unlabeled
observations. Training a classifier with this nontraditional training set is referred to as positive and unlabeled
learning (PUL). The classification is validated (i.e. optimized) using observations of MSSs and non-MSSs, and
evaluated (i.e. tested) with independent test data. The observations classified as MSSs are visualized in order
to obtain an Antarctic meteorite hotspot map.

Through the various steps leading to the creation of a map of potential MSSs in Antarctica, the following
research questions are addressed:

1. What are representative locations of labeled and unlabeled observations?

2. Which quantitative features do represent the characteristics of MSSs that are to date described qual-
itatively in literature? And do the feature-values of the labeled observations confirm the qualitative
descriptions in the literature?

3. To what degree is a classification feasible given the lack of negative observations and the expected di-
versity of unlabeled observations?

4. In what way is the obtained classification to be used in meteorite recovery missions?

The structure of the report is as follows. In Chapter 2, the mechanism responsible for the meteorite con-
centrations is described. In Chapter 3, details on the observation definition, on the classification algorithm,
and on the receiver operating characteristic (ROC) curve used for the validation of the classification are given.
Chapter 4 lists the features used to represent the characteristics of MSSs. The results are presented in Chap-
ter 5 and discussed centered around the four research questions in Chapter 6. A brief conclusion and recom-
mendations on what further steps should be taken towards an Antarctic meteorite hotspot map are given in
Chapter 7.



Theoretical background: concentration
mechanisms

Meteorites fall regularly on Earth, distributed fairly equally across various latitudes [Halliday, 2001; Halliday
and Griffin, 1982]. When meteorites fall on the Antarctic ice sheet, they can become entrapped in the ice
sheet during the snow compaction process, as falling snow compacts under its own weight first to firn and
later to ice. This snow compaction process takes place in the accumulation area of Antarctica, which makes
up almost the entire ice sheet surface of Antarctica. Only ca. 1% of the ice sheet shows net ablation, namely
at some areas at the coast, where temperatures in summer cause melting, and some spots inland, where
abrasion and sublimation is observed [Bintanja, 1999]. The ice flows under gravitational forces towards the
margins of the ice sheet, where various loss mechanisms (calving, sublimation, abrasion and melt) cause ab-
lation. This flow of ice brings the embedded meteorites to other locations along with the ice. Although most
of the meteorites end up in the ocean, at specific sites a small fraction of these englacially transported mete-
orites, embedded in the ice, are brought to the surface of the ice sheet. These sites, where a concentration of
meteorites can be found, are called meteorite stranding surfaces (MSSs). The complex mechanism responsi-
ble for concentrating meteorites has been subject to diverse studies. Several models have been proposed that
all describe a specific interplay between bedrock topography causing the ice flow to be redirected towards the
surface, and ablation causing exposure of the embedded meteorites. The terminology used in the literature
is not consistent and terms such as "concentration mechanisms" [Cassidy et al., 1992], "stranding surface
models" [Cassidy et al., 1992], "ice flow models" [Corti et al., 2003; Folco et al., 2006], "mechanisms behind
meteorite traps" [Zekollari et al., 2019], and "conveyor-belt model" [Harvey, 2003] are used inconsistently in
various studies. In this study, the conceptual model of the concentration mechanism is called the concentra-
tion model. Descriptions of mechanisms resulting from studies on specific sites can be summarized into four
cases, to which I refer as concentration model settings.

2.1. Concentration model

A large part of the meteorites at MSSs have been embedded in the ice, before they reappear at the surface.
This means that the older ice in which they were embedded also appears at the surface. Consequently, MSSs
typically expose old ice that has a blue color that sharply contrasts with white snow [Bintanja, 1999]. Areas
where blue colored ice is exposed are called blue ice areas (BIAs) [Bintanja, 1999]. Bintanja [1999] defines a BIA
as aregion where the surface mass balance is negative, but hardly influenced by melt. The ablation, caused by
sublimation, abrasion, and/or snowdrift, is thus larger than accumulation by precipitation [Bintanja, 1999].
Blue ice is also exposed at areas where melt does occur, typically at lower elevations in coastal regions, where
summer temperatures can be relatively high [Bintanja, 1999]. Several authors [e.g. Hui et al., 2014; Winther
and Liston, 2001] expand Bintanja [1999]’s definition of BIAs to include also these melt-driven areas, and also
in this research the looser definition of BIAs is followed (i.e. including melt driven low elevation sites).

BIAs occur scattered widely over Antarctica [Bintanja, 1999], but presumably only a minor part of these BIAs
act as MSS [Harvey et al., 2001]. The known physical processes influencing the concentration of meteorite
samples are listed here.
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(a) Setting 1: stranded ice. (b) Setting 2: closed BIA.

(c) Setting 3: open BIA. (d) Setting 4: lee side of barrier.

Figure 2.1: Schematic sketches of four different settings of the concentration model (not to scale). Bedrock (both subglacial and exposed
nunataks) is shown in brown. The color blue represent ice and white represents snow. In setting 2, 3 and 4, accumulating snow is
displayed as well as the direction of katabatic winds enhancing the ablation. The red arrows indicate the occurrence of ablation. Thin
gray arrows display the flow of the ice, in which meteorites are embedded. Black dots represent meteorites.

2.1.1. Sublimation

Sublimation is an ablative mechanism where ice is converted into atmospheric moisture. Sublimation takes
place with energy from solar radiation, and the low albedo (reflectivity of solar radiation) of blue ice as com-
pared to snow increases the energy available [Bintanja, 1999; Harvey, 2003]. Sublimation is thus mainly oc-
curring in summer. Removal of ice through sublimation, with typical rates of a few centimeters per year [e.g.
Schultz and Annexstad, 1984], and exceptional values of up to five centimeter per day [Harvey, 2003], exposes
meteorites that were entrapped in the removed layers. Sublimation is thought to be the dominant ablative
mechanism at MSSs! [Bintanja, 1999]. As MSSs are a subset of [Bintanja, 1999]. Other ablative mechanisms
such as melt and abrasion are discussed in Section 2.1.3 and Section 2.1.4, respectively.

2.1.2. Meteorite infall and fragmentation

If a meteorite falls directly on a MSS, it augments the meteorite concentration at the MSS. The contribution
of direct infalls to the total number of meteorites at a MSS depends in part on the rate of infall. This infall rate
is fairly evenly distributed over the surface of the earth [Halliday, 2001; Halliday and Griffin, 1982], indicating
that rates are similar over BIAs. Direct infall is thus not a concentrating mechanism, but rather a contributor
to the number of specimens. Zolensky et al. [2006] estimates today’s influx of meteorites larger than 10 gram
on the total surface of the Earth as ~ 42000 infalls/5.11 x 108 km?/yr. If this number would be constant over
time this reflects ~ 82 infalls/km?/Myr.

1Bintanja [1999] states that sublimation is thought to be the ablative mechanism at BIAs, where BIAs are defined as regions where melt
is (almost) absent. MSSs are a subset of the BIAs as defined by Bintanja [1999] and therefore the statement holds.
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The specimens found at MSSs can often be paired. This is because collision of the meteorite and the
Earth’s surface can cause the meteorite to fall apart into to fragments [Marvin, 2014; Zolensky et al., 2006].
Moreover, meteorites often fall in groups of multiple fragments, so called ‘'meteorite showers’, also resulting
in samples that can be paired [Lindstrom and Score, 1994]. Estimates of the factor for the pairing of mete-
orites vary from 2 to 6, meaning that a single meteorite fall can result in 2 to 6 specimens [Lindstrom and
Score, 1994; Zolensky et al., 2006]. As many identified pairing groups consist of samples that have a complete
fusion crust, which is created while falling, it is likely that the fragmentation during falling or in later stages
in the glacial transport are of minor importance as compared to atmospheric breakups resulting in showers
[Corrigan et al., 2014]. Cassidy et al. [1992] mentions that if the specimens fall onto snow accumulation sur-
faces, the fragmentation is likely to be much lower, as the snow provides a softer landing surface compared
to ice. However, this effect is not quantified.

2.1.3. Temperature

Low temperatures are beneficial for the preservation of meteorites exposed at MSSs for two reasons [Harvey,
2003]. (i) In the first instance, low temperatures prevent contact with liquid water, which can cause chemi-
cal weathering as well as freeze-thaw fracturing, as liquid water in the meteorite expands during refreezing
[Cassidy et al., 1992; Harvey, 2003]. (ii) Also, low temperatures prevent the sinking of specimens. When tem-
peratures rise, meteorites can become warmer than the surrounding air, causing the surrounding ice to melt
and the specimen to move downward in the ice, creating a so called cryoconite hole [Cassidy et al., 1992;
Sinisalo and Moore, 2010]. This process is not only dependent on air and ice temperatures, but also on solar
radiation, weight and thermal conductivity of the meteorite and sublimation rate [Evatt et al., 2016; Harvey,
2003].

As temperatures are negatively correlated to elevation, favorable conditions are typically found at higher ele-
vation, above 1500 m altitude and melt is rare at MSSs [Harvey, 2003; Harvey et al., 2001].

2.1.4. Wind

Wind can contribute in various ways to the concentration of meteorites. (i) Wind can redistribute smaller me-
teorites with weights up to ~200 g, with velocities ranging from 1 m/year for heavier stones (~100 g to ~170
g) to 10 m/year for lighter ones (~25 g) [Folco et al., 2002]. On the one hand, this wind transport can remove
meteorites from an icefield by driving them into accumulating snowfields, moraines or crevasses. On the
other hand, meteorites transported by wind can also be trapped in surface textures of the BIA, in the rough
firn on the downwind side of the BIA, or in a downwind border of morainal material [Harvey, 2003]. Aeolian
transport can thus reduce the number of samples by removal or it can change the site of concentration by
redistribution. (ii) Strong katabatic winds at MSSs, which are often located in regions where those winds con-
verge, do cause newly accumulated snow to erode, preventing accumulation [Bintanja, 1999; Harvey, 2003].
This ensures that the exposed meteorites remain exposed. However, these strong winds can also cause loss of
meteorites at the surface through enhanced erosion. (iii) Wind does also contribute to abrasion, the process
of ice loss through scouring of wind-blown particles of snow and ice [Harvey, 2003]. This process increases
the removal of ice at the surface and thus leaves behind the meteorites that were entrapped in the removed
layers. The contribution of abrasion to the total amount of ablation is not well understood, and some sci-
entists suggest that the process is of minor importance [Bintanja, 1999; Harvey, 2003]. (iv) Lastly, turbulent
winds in the lee of mountains increase sublimation rates (Section 2.1.1) [Bintanja, 1999]. These turbulent
winds thus indirectly contribute to the exposure of samples in the ice.

2.1.5. Glacial flow

Convergent flow patterns and slow flowing ice are beneficial for the meteorite concentration at MSSs. Conver-
gence of flow results in upward movement, bringing older layers of ice to the surface when ice is removed by
other mechanisms such as sublimation [Harvey, 2003]. A slow glacial flow at MSSs ensures that the exposed
meteorites reside for a long period of time at the MSS. Both the retardation of flow as well as the convergence
of flow are related to the bedrock topography. Namely, bedrock obstacles have a buttressing effect on the
ice, resulting in the lifting up of internal layers [Corti et al., 2008]. Outflow of ice from a MSS can bring along
exposed meteorites and favor a fast export from a MSS.
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2.2, Concentration model settings

Known specific geographic settings in which the discussed processes combine favorably to a meteorite con-
centration are described as concentration model settings. The distinction between the different model set-
tings, which show some overlap, is in practice not always clear. Sometimes a MSS shows features of different
settings, and it can best described as a combination of two or more settings.

2.2.1. Concentration model setting 1: stranded ice

At some sites horizontal ice velocities are extremely low. In- and outflow of ice is limited here, as the body of
ice is isolated from faster flowing ice. This situation can occur in a setting next to moving ice or in a downhill
setting, where the ice flows into a (quasi) dead-end [Harvey, 2003]. This is sketched as the left BIA and right
BIA in Figure 2.1a, respectively. A diffuse shear zone separates the stranded ice from the flowing ice [Harvey,
2003]. When the ablation rates equal the rate of inflow, there is a static system where the sublimation and
abrasion of the upper layers results in exposure the meteorites contained in the "stranded" ice, resulting in a
significant concentration of meteorites [Cassidy et al., 1992; Harvey, 2003; Harvey et al., 2001]. Direct infall of
meteorites also contributes to the concentration, as the infalling meteorites do not become embedded in the
ice and transport at the surface is very low. The ice at these locations can be very old, as there is a very limited
inflow of younger ice. Consequently the meteorites can have terrestrial ages that are old, exceeding 3 million
years [Harvey, 2003]. This model setting is illustrated in Figure 2.1a.

2.2.2. Concentration model setting 2: closed BIA

An emerged barrier can cause the ice flow to the margins to stagnate. If the barrier is perpendicular to the
flow and long enough, not all the ice can flow around it. The central part of the ice will basically be unable
to leave, causing the ice to lift up, a so called buttressing effect [Cassidy et al., 1992; Corti et al., 2008; Harvey,
2003]. The reduced ice flow velocities in combination with enhanced ablation by wind, exposes older ice in
which meteorites are trapped [Cassidy et al., 1992; Corti et al., 2008; Harvey, 2003]. This situation is sketched
in Figure 2.1b. Harvey [2003] calls this process a "conveyor-belt" process, as the ablated ice is replaced by in-
flowing ice that is lifted up again and ablated again, delivering trapped meteorites as a conveyor-belt [Cassidy
etal., 1992; Harvey, 2003]. The type of BIA where this MSS occurs is called a 'closed type BIA, a categorization
according to its flow regime [Sinisalo and Moore, 2010], hence the name of the concentration model setting.

2.2.3. Concentration model setting 3: open BIA

Similar to what happens in the closed BIA model setting, a submerged barrier can slow the ice flow and can
cause the ice flow to be directed towards the surface due to a buttressing effect [Corti et al., 2008]. Enhanced
ablation by wind then exposes the older ice in which meteorites are trapped [Corti et al., 2008]. The abla-
tion by wind is enhanced, because the surface topography shows an increased inclination as a result of the
bedrock topography, resulting in an increased speed of the katabatic wind [Takahashi et al., 1992]. This strong
katabatic wind causes more drifting snow transport, enhancing abrasion and removing newly accumulated
snow [Takahashi et al., 1992]. This type of BIA, categorized according to its flow regime, is called 'open type
BIA’ [Sinisalo and Moore, 2010]. The low velocity rates in these open BIAs leave meteorites exposed at the sur-
face for long periods of time, which can be quantified with an estimated mean surface residence time (MSRT)
[Zekollari et al., 2019]. For example, at the Nansen B icefield, Zekollari et al. [2019] uses the surface velocities
to estimate a MSRT of over 5000 years. Meteorites eventually reach an accumulation zone at the edge of the
BIA and become embedded in the ice (again) and transported away. This is illustrated in Figure 2.1c.

2.2.4. Concentration model setting 4: lee side of barrier

Meteorite stranding surfaces are also found downstream of major topographic barriers (nunataks). At the
upstream side of an emerged barrier, the flow trajectories diverge to move around the obstacle, resulting
in a shear zone [Corti et al., 2003]. At the lee side of the barrier, ice curves around the sub-ice extensions
of the barrier and forms eddy currents, resulting in an area with low flow velocities [Cassidy et al., 1992].
When ice passes the barrier on two sides, two minor ice flows at the lee side converge [Corti et al., 2003].
Submerged bedrock topography at the lee side of the barrier induces uplifting of deep ice [Corti et al., 2003;
Folco et al., 2002]. Together with wind induced ablation this results in exposed blue ice [Corti et al., 2003;
Folco et al., 2002]. The ablation rates at the downwind side of the emerged bedrock obstacle can be very high,
as the barrier causes turbulent wind falls of the katabatic wind [Corti et al., 2003], and the exposed bedrock
can increase the total radiation energy available for sublimation [Folco et al., 2002]. This enhanced ablation
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results in exhumation of meteorites [Cassidy et al., 1992]. The ice moves out of the blue ice area very slowly, so
exhumed meteorites remain on the ice surface for a long time (long MSRT), before they escape from the MSS
[Corti et al., 2003]. For example, at the MSS at Frontier Mountain Corti et al. [2003] estimates that meteorites
remain exposed at the surface for over 60 000 years. This setting contains elements of Setting 1 and Setting 3,
but distinguishes itself by the turbulent wind falls that induce ablation, as illustrated in Figure 2.1d.

2.3. Categorization of meteorite stranding surfaces (MSSs)

The description of the concentration model and its settings is most likely not all-encompassing. A limitation
of the proposed model and its settings lies in the assumption that the mechanism is a stagnant system. The
meteorites exposed at MSSs today have fallen over a long period (the oldest terrestrial age of a meteorite is
estimated to be over 2 million years [Jull, 2001; Scherer et al., 1997; Welten et al., 1997]) and may have been
embedded in the ice and transported over long distances [Zolensky et al., 2006]. The ice flow has not been
constant over time, and this can be a factor influencing MSSs to a unknown degree. However, as the processes
on the Antarctic ice sheet are slow and MSSs are operational for a long time [Cassidy et al., 1992], this possible
temporal factor is not considered.

Categorizing a MSS as one of the four settings based on descriptions is not an unambiguous task. For in-
stance, the MSS at Frontier Mountain, where two minor ice flows converge at the lee side of the barrier, is
seen as Setting 4 by Corti et al. [2003]. However, Folco et al. [2002], considers the MSS at Frontier Mountain
as a special case of Setting 3, claiming that it is the bedrock topography that causes the ice to move upwards
behind the barrier. In the case of Yamato, the MSS is described as a very large MSS (about 4000 km?), consist-
ing of multiple large BIAs and many small blue ice patches [Cassidy et al., 1992]. The existence of the MSS is
related to the Yamato Mountains barrier and a presumably very wide subsurface barrier [Cassidy et al., 1992].
This results in a categorization into both setting 2 (closed BIA) and setting 3 (open BIA). Table 2.1 provides ex-
amples of MSSs of all four settings, derived from an interpretation of descriptions in literature. Although this
categorization is a very rough simplification, it serves as illustration of the different model settings and can
serve as guidance in the evaluation of the results. The four settings of MSSs as proposed can serve as template
for studies on other MSSs and can be supplemented as the understanding on the mechanism develops.

Model setting

Icefield

Field site (Appendix A)

Literature

Remarks

1: stranded ice
(Figure 2.1a)

Lewis Cliff Ice Tongue
Mare Meteoriticus
Tail’s End Icefield

Lewis Cliff (LEW)
Queen Alexandra Range (QUE)
Queen Alexandra Range (QUE)

Harvey [2003]
Harvey [2003]
Harvey [2003]

2: closed BIA Main Pecora Escarpment (PCA) Cassidy et al. [1992], Schutt [1989]
(Figure 2.1b) Foggy Bottom Icefield Queen Alexandra Range (QUE) Harvey [2003] -
Yamato Yamato (Y) Cassidy et al. [1992] Also 3: open BIA
3: open BIA Far Western Allan Hills (ALH) Cassidy et al. [1992]; Harvey [2003]
(Figure 2.1c) Near Western Icefield Allan Hills (ALH) Cassidy et al. [1992]
Nansen icefields Asuka (A) Zekollari et al. [2019]
Reckling Peak ice field Reckling Peak (RKP) Cassidy and Rancitelli [1982] -
Yamato Yamato (Y) Cassidy et al. [1992] Also 2: closed BIA

4: lee side of barrier
(Figure 2.1d)

Frontier Mountain icefield

Johannessen Nunataks
Miller Butte

Mount Walton
Moulton Escarpment

Frontier Mountain (FRO)
Johannessen Nunataks (JOH)
Miller Butte (MIB)

Mount Walton (WAL)

Thiel Mountains (TIL)

Cassidy et al. [1992]; Corti et al. [2003]

Corti et al. [2003]
Corti et al. [2003]
Corti et al. [2003]
Cassidy et al. [1992]

Table 2.1: Examples of MSSs in different concentration model settings.






Methods

In order to create an Antarctic meteorite hotspot map, various datasets are combined into a machine learn-
ing algorithm. The process of going from observations to the estimation of the likeliness of a location to be a
meteorite stranding surface, is illustrated in Figure 3.1. The process is iterative, shown with the back-looping
arrows. An evaluation of the results can lead to redefining the observations or changing the set of input fea-
tures. All elements of this process are discussed in this Chapter, except for the data preparation, which is
discussed in Chapter 4.

Observation definition Data preparation a atio

Principal components
analysis (PCA)

Receiver operating
characteristic (ROC) curve

Labeled observations Data selection

Classification performance

Parzen density estimation metrics

Unlabeled observations Feature definition

Histogram plots/ One-class classification/

Summary statistics Novelty detection Qualitative

Two-class classification/
Standard classification

Positive and unlabeled
learning (PUL)

Figure 3.1: Overall framework for data handling, classfication through machine learning and evaluation.

3.1. Observation definition

For classifying unlabeled observations as meteorite stranding surfaces (MSSs) or non-MSSs, observations of
known MSSs and known non-MSSs are needed. Observations consist of values of features that are extracted
from geospatial datasets using location data (Chapter 4). The locations of known MSSs are referred to as
positive observations. The locations of non-MSSs are referred to as negative observations. Negative observa-
tions are only used for the evaluation of the classification, and not for the classification itself. This is because
information on sites absent of meteorites is deduced from fieldwork reports. Consequently, this data is of lim-
ited reliability and not representative for all locations absent of meteorites, as only potential MSSs have been
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searched (Section 3.1.2). The observations that need to be classified as MSS or non-MSS are referred to as
unlabeled observations. Because of the absence of usable negative observations, the set of unlabeled obser-
vations, together with the set of positive observations, is used to train the classifier. Training a classifier with
this nontraditional training set is referred to as positive and unlabeled learning (PUL) [Elkan and Noto, 2008;
Li et al., 2011]. PUL is successfully applied in classification problems occurring in real-world domains, such
as land surface classifications using remote-sensing data, as addressed by Li et al. [2011], or classification of
genes or proteins in molecular biology databases, as addressed by Elkan and Noto [2008].

0 750 1500 m
[ E—

[ Gridcells
° X Meteorite finding locations
Positive observations
* Negative observations
* Unlabeled observations
"] Non-MSS
1 BIAs
"1 Buffer BIAs

Figure 3.2: Snapshot in the area of Elephant Moraine (76°17’S, 157°20’E), illustrating the definition of observations. Unlabeled observa-
tions are the centers of regularly spaced grid cells overlaying BIAs. The size of a grid cell is 450 meter by 450 meter. When one or more
meteorites are found within a grid cell, the observation is labeled positive. The labeled negative observations are extracted from the set
of unlabeled observations, using information retrieved from fieldwork reports.

3.1.1. Positive observations

The Meteoritical Society [a] provides a large online database of collected meteorites with authoritative infor-
mation on meteorite names, together with basic information, such as type, and place and year of discovery.
The dataset, as consulted on 05/07/2019, contains information on 43,988 Antarctic meteorites, collected over
around 50 years. Because of the large number of different missions to collect meteorites, and thus the large
number of individuals involved, the data is neither complete nor consistent. Nevertheless, the dataset pro-
vides the best overview of meteorite finds. The dataset is presented in Appendix A, providing a table and
several maps covering all meteorite recovery locations.

The literature complements the dataset with descriptive information on specific sites. Site descriptions,
however, are often not detailed and not clearly demarcated, and consequently difficult to interpret. Also,
naming of ice fields is inconsistent, and this makes it sometimes difficult to link descriptions to the data pro-
vided by the Meteoritical Society [a]. Therefore, only the data from the Meteoritical Society [a] is considered
for positive observations.

Of the 43,988 meteorites in the database, 12,906 entries have usable location information [Meteoritical
Society, a]. These finding locations of meteorites have not been used directly as positive observations (Fig-
ure 3.2), as there are two limitations to this approach. (i) Firstly, some meteorite finding locations are very
close to each other, resulting in very similar values of the features of these observations. (ii) Secondly, the
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observations are sensitive to the precision of the location data. Until 1990, meteorite location data of the
Antarctic Search for Meteorites program of the United States (ANSMET), which has been carried out yearly
from 1976 onwards [Marvin, 2014], was for instance collected using crude surveying methods [Schutt et al.,
1993]. Only starting from 1990, GPS receivers were used, with reported measurement accuracy’s ranging from
2 m to 40 m [Cassidy and Schutt, 1991; Schutt et al., 1993]. This was a considerable improvement, as the older
methods were subject to biases introduced by accumulating errors in locating base stations [Schutt et al.,
1993].

To overcome these two limitations, grid cells of a regular spaced raster are labeled positively when one
or multiple meteorites are found within the grid cell. Using the same 450 meter resolution raster as for the
unlabeled observations (Section 3.1.3), this approach results in a number of 2,554 observations. This reduc-
tion of observations implies a reduction of the number of features that can be used in the classification from
six to five! [Silverman, 1986]. The influence of the reduced sample size is investigated in Section 5.3 by us-
ing the 12,906 finding locations directly as positive observations. The influence of the location precision is
regarded negligible, as nearly three-quarters of the 12,906 meteorite findings occurred after 1990, when the
use of GPS receivers became widespread [Meteoritical Society, a]. The reported errors of these locations are
small compared to the resolution of the grid cells, and also as compared to the used datasets (Table 4.1).

3.1.2. Negative observations

Information on sites that are known for an absence of meteorites is collected by investigating field work re-
ports of meteorite recovery missions. The information on these sites is scattered, inconsistent and tenuous.
The location is often not clear, and also details of the search are not always indicated. It is not very certain that
meteorites are absent at these locations, as the search might not have been extensive or the circumstances
can have been unfavorable. For example, it is very often reported that a temporary snow cover, or sastrugi,
can have hidden specimens [e.g. Cassidy et al., 1992; Corrigan et al., 2014; Marvin, 1982, 2014; Zekollari et al.,
2019; Zolensky et al., 2006].

In Appendix A, a table is provided with an overview of sites containing no (concentration of) meteorites as
mentioned in the consulted literature. The information from the fieldwork reports is translated into polygons,
using imagery provided by Google Earth Pro (v. 7.3.2.5776). These polygons are used to remove observations
from the set of unlabeled observations (Section 3.1.3) and label them as non-MSS (Figure 3.2). This results in
a total of 8,870 negative observations.

These negative observations can not be used as input to the classification algorithm for two reasons. (i)
Firstly, as mentioned before, it is not certain whether the data is actually negative. (ii) Secondly, these areas
are a very selective subset of all areas that do not contain meteorites. Many sites have never been searched,
because people did not expect to find meteorites there. The collected negative data is thus not representative
for all negative data. Nevertheless, negative observations are essential for the evaluation of the classification.
The fact that some negative observations might actually be positive results in a conservative evaluation of the
classification, but the fact that the data is not representative for all negative data, might result in an optimistic
evaluation of the classification (Section 6.3).

3.1.3. Unlabeled observations

Unlabeled observations are defined as regular spaced points over classified BIAs. The sampled points over
the BIAs are regulary spaced with a resolution of 450 meter (Figure 3.2). They are aligned with the velocity
data (Section 4.2), as the ice velocity is a very important process influencing the meteorite concentration
(Section 2.1.5). Locations that do not expose blue ice can be ignored, as MSSs always expose blue ice (Chap-
ter 2). To select locations that expose blue ice, a classification of BlAs is used, provided by the Norwegian
Polar Institute’s Quantarctica QGIS package [Hui et al., 2014]. To reduce the number of unlabeled observa-
tions, BIAs located above 200 meter are considered?, as meteorite finds at lower elevations are very unlikely
(Section 2.1.3). This results in a total of of approximately 2,000,000 unlabeled observations. The used BIA-
classification is reported to be validated using other studies’ estimates of the size of BIAs [Hui et al., 2014].

1This figure is based on a table provided by Silverman [1986], which lists the required sample sizes for Parzen density estimations (Sec-
tion 3.2.1) in different dimensionalities.

2For the estimation of the elevation of the BIAs the Reference Elevation Model of Antarctica on 200 meter resolution is used [Howat et al.,
2019].
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Despite the fact that this validation of selected individual sites shows good results [Hui et al., 2014], it does
not eliminate the possibility that that some (parts of) BIAs are missed by the classification. This concern is
confirmed by a part of the Yamato BIA, which contains meteorites, being not classified. To evaluate the results
of the performed MSS-classification qualitatively, the dataset of BIAs is expanded manually in odrer to cover
the entire Yamato BIA. Also, a 1 km buffer has been drawn around the polygons delineating BIAs. Despite this
measure, the possible missed BIAs in the used BIA dataset impose a limitation to the results obtained in this
research.

3.2. Classification algorithm

The classification aims to label locations as MSS (y = 1) or as non-MSS (y = 0), where the variable y denotes
the label. The training data for the classifier consists of positive observations, which are MSSs (y = 1) (Sec-
tion 3.1.1), and of observations at locations where the presence of meteorites is unknown. The latter can be
either MSS or non-MSS, and are referred to as unlabeled observations (Section 3.1.3). Observations of loca-
tions that are non-MSSs (y = 0) are not usable as training data, as the lack of meteorites is not certain and the
sites are not representative for all negative data (Section 3.1.2).

To illustrate the approach to training a classifier with only positive and unlabeled data, the variable s is
introduced, indicating whether the data is labeled (s = 1), or unlabeled (s = 0) [Elkan and Noto, 2008]. The
probability that a labeled observation (x, s = 1) is a MSS (y = 1), is equal to one:

ply=1lx,s=1)=1. (3.1)

The probability that an unlabeled observation (x, s = 0) is a MSS, p(y = 1|x, s = 0), is estimated in the classifi-
cation.

As it is not certain whether the unlabeled observations do contribute to the separability of the classes
(Section 3.3), two types of classifications are performed. The first one is a novelty detection (or one-class
classification), where only the labeled training data is used. The second one is an standard binary classifier (or
two-class classification), using the labeled and unlabeled training data. The algorithm for both classifications
is described here, and is illustrated with a one-dimensional example.

3.2.1. Principal component analysis (PCA) and Parzen density estimation

As a first step in both classifications, the features are transformed and standardized (Figure 3.3). With stan-
dardizing the features, the variance is set to unity, eliminating the influence of the arbitrarily selected units
on the principal component analysis (PCA) that is performed consecutively. The PCA is performed in order

Histogram of standardized surface velocities
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standardized surface velocity

unlabeled observations (counts)

Figure 3.3: Histogram of transformed and standardized surface velocities. The surface velocity is transformed by taking the logarithm of
the surface velocity, as the largest part of the velocities are low (i.e. the distribution is skewed). After that, the values are standardized,
with as result that the mean is equal to zero and the standard deviation equal to one. Different scales for the y-axes are used, as the
number of labeled observations is much lower than the number of unlabeled observations.
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to reduce the dimensionality of the data. The dimensionality of the data needs to be reduced, as the number
of features is eight (Chapter 4), while to obtain a reliable estimate of the density using the limited number
of positive observations, the dimension of the data should be reduced to five (Section 3.1.1). The densities
are estimated using a Parzen density estimation (also known as kernel density estimation) with a Gaussian
kernel. The density is estimated both for the set of labeled observations, and for the set of unlabeled observa-
tions (Figure 3.4). These Parzen density estimations lead to estimated probabilities p(x|s = 1) and p(x|s = 0),
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Figure 3.4: Normalized histogram of standardized surface velocities and the corresponding estimated density distributions p(x|s = 0)
and p(x|s = 1). Part of the unlabeled observations are positive, consequently, there is partial overlap between the two distributions.

respectively. The bandwidth of the kernel, accounting for the variability in the distribution, is set by means
of a 10-fold cross validation. For the Parzen density estimation of the unlabeled observations a randomly
selected subset of 10,000 observations is used in order to reduce computational costs.

3.2.2. Novelty detection

With the estimated density model of the labeled observations, p(x|s = 1), a one class classification, or novelty
detection, is performed. The estimated density model is evaluated on the unlabeled observations. Observa-
tions that score high in this evaluation likely belong to the positive class. A threshold to the score can be set
arbitrarily. Selecting different thresholds and applying these to the testing data results in different values for
the true positive rate and false positive rate. The combinations of these values can be shown as operating
points, which form the so called receiver operating characteristic (ROC) curve (Section 3.3, Figure 3.5).

3.2.3. Standard classification

For the two-class classification, or standard classification, both the estimated density model of the labeled
observations, p(x|s = 1), and the density model of the unlabeled observations, p(x|s = 0), are evaluated on
the unlabeled observations. The resulting scores need to be transformed to p(y = 1|x) and p(y = 0|x) in order
to decide whether an unlabeled observation, (x, s = 0), belongs to the MSS-class (y = 1) or the non-MSS-class
(y=0.

In a regular binary classification problem these a posteriori probabilities are estimated using Bayes rule,
and the law to total probability:

ply=1lx) = plry=D xply=1 = — p(xly_= D> ply :_1) — (3.2)
p(x) pxly=Dp(y=1+ply=0p(y=0)
and
p(y=0|x)=1-p(y=1|x). 3.3)

If the a posteriori probability of the observation (x, s = 0) being a MSS is larger than the a posteriori probability
of the observation belonging to the non-MSS-class, the observation can be classified as MSS. In formula:

if p(y=1lx) > p(y=0|x), then x € (y = 1). (3.4)
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Figure 3.5: ROC curve of novelty detection (one class classification). Three different operating points are marked, and the correspond-
ing thresholds are indicated. The threshold equals the estimated value for the probability density of p(x|s = 1) (Figure 3.4), i.e. all test
observations that score above the threshold when evaluating the estimated density on the observations, are classified as MSS. The re-
sulting true positive rate and false positive rate, corresponding to a certain threshold, are shown as operating point on the ROC curve.
For the threshold of 0.8, for example, all observations with a standardized surface velocity between roughly -1.5 and -0.75 (Figure 3.4) are
classified as MSS. Negative test observations with velocities within this range contribute to the false positive rate, whereas positive test
observations with velocities within this range contribute to the true positive rate.

Because of Equation (3.3), the decision rule can be also formulated as:

if p(y =1|x) > 0.5, then x e (y = 1). (3.5)

3.2.4. Positive and unlabeled learning (PUL)

In the classification problem considered here, the probabilities p(x|s = 1) and p(x|s = 0) are estimated, and
not the probabilities p(x|y = 1) and p(x|y = 0), as the training dataset does not contain any labeled nega-
tive observations (y = 0) (Figure 3.4). These probabilities are transformed to estimations of p(s = 1|x) and
p(s =0]x) according to Equation (3.2) and Equation (3.3), respectively, where y is replaced by s (Figure 3.6).
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Figure 3.6: Histograms of standardized surface velocities and the corresponding estimated density distributions p(s = 1|x) x p(x) and
p(s =0]|x) x p(x). p(s=1|x) x p(x) is always smaller than p(s = 0|x) x p(x). The histograms are plotted on the same scale (left y-axis),
showing clearly that the number of unlabeled observations is much smaller than the number of labeled observations. p(s = 1|x) is always
smaller than p(s = 0]x), as p(s = 1) is much smaller than p(s = 0). This indicates that all observations will be classified as belonging to
class s =0.

After that, additional scaling is applied in order to estimate p(y = 1|x). This additional scaling accounts
for the fact that a part of the unlabeled observations is positive, which results in the partial overlap of the two
distributions p(s = 1|x) and p(s = 0|x) (Figure 3.4). The scaling can be achieved by using Bayes’ minimum risk



3.3. Receiver operating characteristic (ROC) curve 15

decision rule, which introduces a factor A that represents the cost of assigning observation x to the MSS-class
(y =1), while observation x actually belongs to the non-MSS-class (x € (y = 0)) (Figure 3.7). The decision rule

Scaled a posteriori probabilities
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Figure 3.7: Estimated distributions of p(y = 1|x) (= p(s = 1|x) x A x p(x)) and p(y = 0|x) (= 1 - p(y = 1]x)), using Bayes’ minimum risk
decision rule. The value for A is chosen arbitrarily as 200.

then becomes:

if p(s=1]x) xA>0.5, thenxe (y=1). (3.6)

Choosing different values for A and applying these to the testing data results in different operating points on
the ROC curve. With this ROC curve an optimal value for A can be chosen (Section 3.3).

The value for A can also be calculated for this specific problem of positive and unlabeled training data,
using a theory presented by Elkan and Noto [2008]. They proof that the a posteriori probability p(y = 1|x) can
be estimated by:

p(y=1|x)=p(s=1lx)/c, where c=p(s=1|y=1). (3.7)

The value for c is in practice best estimated by ey :

1
e=— Y pls=1lx), (3.8)

xeP

where P is a subset of labeled (hence positive) observations of a validation set V' [Elkan and Noto, 2008]. This
theory holds only under the assumption that the labeled observations are a random subset of all positive
observations [Elkan and Noto, 2008].

This specific value for the cost, 1 = % ~ e—ll, results in a specific operating point on the ROC curve (Section 3.3).

3.3. Receiver operating characteristic (ROC) curve

In the quantitative evaluation of the classification (Chapter 5), the receiver operating characteristic (ROC)
curve is used. This curve shows the relation between the false positive rate (on the x-axis) and the true posi-
tive rate (on the y-axis), which is estimated by applying the classifier to test data. This test data contains me-
teorite finding locations (positive observations, Section 3.1.1), as well as locations known for their absence of
meteorites (negative observations, Section 3.1.2). The classifier classifies the test observations as MSS or as
non-MSS. Comparing the classified class to the actual class of the test data, results in an estimate of the true
positive and the false positive rate (Figure 3.8).
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Figure 3.8: Illustration of the theoretical false positive- and true positive rates. The distributions of the positive and negative test data
are shown. When an observation from the positive distribution is classified as positive, it contributes to the true positive rate. When an
observation from the negative distribution is classified as positive, it contributes to the false positive rate. The threshold determines the
true positive and false positive rates. By varying the threshold, different true positive- and false positive rates are obtained, which are
combined in a ROC curve (Figure 3.9).

A good classification has a high true positive rate, while maintaining a low false positive rate. In other
words, the number of observations correctly classified as MSS has to be high, while the number of observa-
tions incorrectly classified as MSS has to be low. The threshold of the classifier can be set arbitrarily. Applying
different thresholds results in different true positive- and false positive rates, from which the ROC curve is
formed (Figure 3.9). Each point on the ROC curve is called an operating point. When the test data is easy to
separate, the ROC curve is better. Graphically, this translates into ROC curves that are located in the upper
left part of the graph (Figure 3.9).
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Figure 3.9: Three ROC curves obtained by applying different thresholds to the distributions of test data. Depending on the separability
of the test data, the obtained ROC curve is better (left) or worse (right). The color scheme of the upper panels corresponds to the color
scheme of Figure 3.8, i.e. positive test data in green, negative test data in red.

The ROC curve is used to evaluate the separability of the test data, which is influenced by the different
features and the number of principal components used in the classification. Also, the difference between
the two types of classifications can be investigated using the ROC curve. While evaluating these parameters,
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the classification is tuned in order to have a better performance. Therefore, strictly speaking, a validation
is performed (as opposed to an evaluation). Therefore, in this thesis, the testing data used to perform this
validation is referred to as validation data.

The ROC curve strongly depends on the validation data. To mitigate this dependence, a cross-validation
is performed. Observations of one field site are extracted from the training data and used as validation data.
This is done recursively for the nine most productive field sites, and all remaining field sites combined (Ta-
ble 3.1, Figure 3.10). The negative validation data always contains all negative observations to reduce the in-
fluence of possible positive examples in the negative data (Section 3.1.2). With this approach 10 ROC curves
are obtained. To compare this set of 10 ROC curves to another set of 10 ROC curves, the true positive and false
positive rates are combined into one ROC curve. This is done by calculating a weighted average, where the
weights are defined by the number of meteorite finds on the field sites (NB this does not equal the number of
observations on a field site, Table 3.1).

Field site (abbreviation) Field site (full name) no. of usable coordinates no. of positive observations
QUE Queen Alexandra Range 2564 233
MIL Miller Range 2267 629
LEW Lewis Cliff 1820 159

Mac Alpine Hills

rest - 462 296

Table 3.1: Nine most productive field sites of the dataset with usable coordinates (Section 3.1.1). The numbers of usable coordinates is
used as weights for computing the weighted average of the cross-validated ROC curves. The number of positive observations equals the
number of grid cells containing one or more meteorite (Section 3.1.1), as used for training and validating the classifications. The colors
represent geographic regions, indicating that field sites QUE, MIL, LEW and MAC are (relatively) close by each other, as well as that EET
and ALH are close by each other (Figure 3.10,Appendix A).

Grove Mountains (GRV).
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Lewis CIfFAEW)_"Miller Range (MIL)

.Frontier Mountain (FRO)

Figure 3.10: Approximate locations of the nine most productive field sites of the dataset with usable coordinates as listed in Table 3.1.

After tuning the classifier, a final estimate of the performance of the classifier is obtained by an actual
evaluation, where independent, test data is used, gathered from additional field work reports. This indepen-
dent testing data is presented in Appendix C.






Data

Meteorite stranding surfaces (MSSs) can be characterized with some typical features, despite the fact that
individual MSSs show different concentration settings (Figure 2.1). The characterizing features quantify the
concentration model as described in Chapter 2. Since the process of defining features can be relatively sub-
jective, the starting point of each defined feature always lies in the current understanding of the concentration
mechanism. This link between the quantitative features and the physical phenomenon is very important, as
irrelevant features introduce noise in the classification. The features also need to be examined critically with
regard to measurement uncertainties and/or biases that could negatively influence the classification.

The selection of features used in the classification is thus based on the concentration model and the qual-
ity of the available data. In examining the data, not only individual features are investigated, but also relevant
correlations are investigated. The conclusions drawn on the features and their correlations are compared to
the qualitative descriptions in the literature (Section 4.9).

The values of the features are extracted from geospatial datasets, where the original data is linearly in-
terpolated to the locations of the labeled and unlabeled observations (except for the surface temperature,
Section 4.7). All used datasets and their original resolution are summarized in Table 4.1. An overview of the
eight features extracted/calculated from this data is show in Figure 4.1.

Dataset Resolution  Used for feature

RAMP AMM-1 SAR Image Mosaic of Antarctica, Version 2 [Jezek et al., 2013] 200 m Radar backscatter

MEaSUREs Phase-Based Antarctica Ice Velocity Map, Version 1 [Mouginot et al., 2019b] 450 m Surface velocity

MEaSUREs BedMachine Antarctica, Version 1 [Morlighem, 2019] 500 m Ice thickness, Yield stress, Change of ice
thickness along the flowline

Reference Elevation Model of Antarctica [Howat et al., 2019] 200 m Surface slope, Yield stress, Change of ice
thickness along the flowline

Rock Outcrop medium resolution v7.1 [ADD, 2019; Burton-Johnson et al., 2016] NA Surface slope, Distance to outcrops

MOD11A2 MODIS/Terra Land Surface Temperature Daytime, 8-Day Global, V006 [Wan 1000 m Surface temperature

etal., 2015]

Table 4.1: Datasets used for the definition of features. The resolution refers to the used resolution, some data is available at higher
resolution.

4.1. Feature: Radar backscatter

BIAs where meteorites are found are located in the accumulation zone (i.e. surrounded by accumulating
snowfields) and are sublimation-dominated (as oposed to melt-dominated) [Harvey, 2003; Harvey et al.,
2001]. With radar backscatter, these type of BIAs can be distinguished from snow covered areas and (blue ice)
areas where melt and refreezing takes place [Liu et al., 2006]. The radar backscatter at observation locations is
extracted from a radar backscatter mosaic, composed from C-band synthetic aperture radar (SAR) backscat-
ter intensity data collected in the austral winter season between September 9 and October 22, 1997 [Jezek
et al., 2013]. As SAR can penetrate into thin snow layers [Jezek, 1999], temporary or seasonal snow covering
BIAs [Brown and Scambos, 2004], does not influence the measurements to a large degree. As the 200 meter

19
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Surface velocity Ice thickness

b D - meteorite finding locations
[ outlines buffered BIAs

Figure 4.1: Overview of features displaying a snapshot of the geospatial data in the area of Elephant Moraine (76°17’S, 157°20’E). Mete-
orite finding locations (Section 3.1.1) and the buffered BIA extent are shown in the lower right panel. References of the displayed datasets
are given in the corresponding paragraphs (Section 4.1 to Section 4.8). The background image is the Center-Filled LIMA of the Landsat
Image Mosaic of Antarctica (LIMA) Project.

resolution dataset contains integer gray-scale values between 0 and 255 representing the radar backscatter
intensity [Jezek et al., 2013], extracting data at the grid locations results in duplicates (merely approximately
30,000 unique values). Duplicates form a problem in the cross-validation of the bandwidth of the Parzen
density estimation, as simply the smallest bandwidth will result in the maximum log-likelihood (Section 3.2).
To solve for this, random Gaussian noise with a standard deviation of 0.25 is added to the observations.
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Figure 4.2: Histogram of estimated radar backscatter intensities of unlabeled observations (left axis) and of labeled observations (right
axis).
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Radar backscatter is lower at meteorite finding locations as compared to the values at all (buffered) BIAs
(Figure 4.2). This can be explained by the fact that a large part of the unlabeled observations (BIAs + buffer)
are located at low elevation in the percolation zone and wet snow zone of Antarctica, where surface melt oc-
curs during summer [Liu et al., 2006]. The (re)frozen subsurface ice is effective in reflecting the signal and
therefore the radar backscatter intensities are positively correlated with the surface temperatures (Figure 4.3)
[Liu et al., 2006]. At colder temperatures, where melt is absent and meteorites are found, the linear relation
between the surface temperature and the radar backscatter is lost. The intensity of the radar backscatter is
now dominated by the surface roughness, and not by refrozen features [e.g. Campell, 1996]. Specular surfaces
do not reflect the radar signal in the direction of the radar antenna. As a consequence, specular surfaces, such
as BIAs, appear dark in the radar image (low backscatter), while snow in the accumulation area appears bright
(high backscatter). The feature radar backscatter thus allows to distinguish between areas where melt and re-
freezing takes place (high backscatter), snow (high backscatter), and specular blue ice areas (low backscatter).
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Figure 4.3: Two dimensional histogram of radar backscatter versus surface temperature (Section 4.7).

4.2, Feature: Surface velocity

Due to the presence of sub- and supraglacial bedrock obstacles, ice flow rates at MSSs are typically low, rang-
ing from centimeters per year to a few tens of meters per year, [Harvey et al., 2001]. The ice surface velocities
give insight in the ice flow, as the velocities at the surface are similar to the depth-averaged velocities [Cuffey
and Paterson, 2010; Zekollari et al., 2019].

The surface velocities at observation locations are extracted from a continent-wide map of Antarctic ice
velocity developed by Mouginot et al. [2019a] [Mouginot et al., 2019b]. For the surface velocity map, data from
six different sensors, collected over a timespan of 25 years, has been used [Mouginot et al., 2019a]. The ve-
locities in faster flowing areas are estimated using feature and speckle tracking techniques. Velocities lower
than 10 m/year, covering 60 % of Antarctica, are estimated using InSAR techniques. The reported precision
is 2-5 m/year for fast flowing areas, and 15-30 cm/year for slow flowing areas [Mouginot et al., 2019a]. The
observations are log-transformed in order to reduce the skewness of the distribution.
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Figure 4.4: Histogram of estimated surface velocities of unlabeled observations (left axis) and of labeled observations (right axis).

Surface velocity observations do confirm that the ice flow at MSSs is very low as compared to the velocities
at the grid locations (Figure 4.4). The maximum observed velocity at MSSs is 12.5 m/year (Table 4.2).

4.3. Feature: Ice thickness

The interplay between subsurface topography and removal of ice through sublimation results in relatively
thin ice at MSSs [Cassidy et al., 1992]. Ice thickness observations are extracted from the state-of-the-art
subglacial bed topography map developed by Morlighem et al. [2020a][Morlighem, 2019]. At slow flowing
areas, where meteorites have been found, the ice thickness has been computed by interpolation of radio-
echo sounding observations, where the used interpolation method accounts for typical anisotropic patterns
[Morlighem et al., 2020b]. The estimated error in these areas grows further away from the flight lines, with a
value of 20m per km [Morlighem et al., 2020b]. As 50% of the ice sheet is further than 5 km from any mea-
surement, the errors can become relatively large, with values of several 100 m to 1000 m [Morlighem et al.,
2020a,b]. Also, this indicates that there is a spatial component to the error, which can influence the classifi-
cation, as the training data is spatially not equally distributed.

Thin ice is presumably associated with BIAs in general, as the distribution of ice thickness at meteorite

finding locations does not differ significantly from the distribution of thickness at the finding locations (Fig-
ure 4.5).
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Figure 4.5: Histogram of estimated ice thicknesses of unlabeled observations (left axis) and of labeled observations (right axis).
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4.4. Feature: Surface slope

The direction of the ice flow is directly related to the surfac slope [Cuffey and Paterson, 2010]. Consequently,
the low ice flow rates at MSSs, expressed directly with the surface velocities (Section 4.2), can also be ex-
pressed indirectly by the surface slope, a quantity that like the ice thickness (Section 4.3) describes the geom-
etry of the ice sheet. Surface undulations on a small scale do not govern the flow [Cuffey and Paterson, 2010].
Therefore the surface slope over larger distances is of interest. In the literature, the average surface slope is
described as relatively gentle at most MSSs [Cassidy et al., 1992]. However, descriptions of the surface slope
are inconclusive. For example, the surface slope of BIAs as in MSS model setting 3: open BIA (Figure 2.1)
is described as steep, as katabatic winds are accelerated by the increasing surface slope, causing increased
snowdrift transport and thus exposed blue ice [Bintanja, 1999; Takahashi et al., 1992].

The dataset used to calculate the surface slope is the Reference Elevation Model of Antarctica (REMA), at
a 200 meter resolution [Howat et al., 2019]. Outcropping rocks are masked out, as the interest lies in the sur-
face slope of the ice. For this, a classification of outcrops is used, provided by the Antarctic Digital Database
[Burton-Johnson et al., 2016]. This dataset is discussed in more detail in Section 4.6. The values of the digital
elevation model (DEM) at outcrop locations are replaced by NaN’s. The remaining data represents ice sur-
face elevation data. This data is filtered using an averaging filter with a circular shaped footprint. The circular
shape is chosen in order to eliminate sensitivity to the orientation of the axes. The diameter of the footprint
is 15 km, which corresponds to eight times the mean ice thickness at buffered BIAs'.

After masking and smoothing the DEM, the maximum surface slope is calculated as:

slope = \/slopei + slope?,. 4.1)

The surface slopes in x- and y-direction are approximated using the central difference:
6DEM _ DEM,,,, —DEM,, ,
5x 2h ’

where £ is the distance between two data points, 200 meters in this case. The relative error of the high res-
olution (10 m) DEM is in the order of decimeters. By applying averaging filters this error results in almost
negligible uncertainties in the estimation of the surface slope (in the order of 10™* m/m). Errors in the mask-
ing of outcropping rocks (Section 4.6) can result in biased estimates of the ice surface slopes. However, these
biases are (partly) eliminated, as the averaged elevation of neighboring pixels that are subtracted in the cen-
tral difference (Equation (4.2)) are both influenced by a misclassified outcrop.

slope,, = (4.2)
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Figure 4.6: Histogram of average surface slopes of unlabeled observations (left axis) and of labeled observations (right axis).

Surface slopes at meteorite finding locations are slightly less steep than the surface slopes at the grid loca-
tions (Figure 4.6). The observations are log-transformed in order to reduce the skewness of the distribution.

1Considering spatial scales corresponding to several ice thicknesses is a common approach in glaciology to account for the effect of
non-local (longitudinal) stresses [e.g. Cuffey and Paterson, 2010; Mouginot et al., 2019a; Zekollari et al., 2019].
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4.5. Feature: Yield stress

The surface slope is correlated to the ice thickness (Figure 4.7), as the product H x « is constant under the
assumption of perfect plasticity of the ice [Cuffey and Paterson, 2010]. This relation holds for the grid values
over all buffered BIAs. However, for the meteorite finding locations the relation does not hold, as the ice is
relatively thin given the value for the surface slope, or the slope is relatively flat given the value for the ice
thickness (Figure 4.7). This abnormality is not described in the literature. To further explore this, a feature
called 'yield stress’ is defined.
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Figure 4.7: Two dimensional histogram of ice thickness versus surface slope.

Gravitational forces acting on the ice sheet form a driving stress on the ice. The driving stress is balanced
by resisting forces, which are the sum of the basal drag, wall drag and longitudinal drag. The magnitude of
the driving stress is influenced by the ice thickness and the surface slope. Consequently, the magnitudes of
the balancing resisting forces are also controlled by the ice thickness and surface slope. The magnitude of the
resisting forces depends on the material properties of the ice and the bed, as well as on the flow velocity. The
ice flow is thus governed by the ice thickness and surface slope, in combination with the properties of the ice
and the bed. Under the assumption of perfect plastic deformation, the relation between the ice thickness (H),
the surface slope (@), the stresses acting on the ice, and the material properties of the ice can be expressed as:

1 To

= . (4.3)
[ piga

The material properties are expressed with the yield stress (7), and the density of ice (p;). The stresses acting
on the ice are expressed with the gravitational acceleration (g), and f’, which denotes the relation between
the basal drag 7, and the driving stress 74,

Tp = f,‘L'd. (4.4)

Assuming constant values of 1 for f/, 917 kg/m3 for p, and 9.81 m/s? for g, the yield stress can be calculated
as:
To=pgHa. (4.5)



4.6. Feature: Distance to outcrops 25

As this feature is related to the ice flow, the ice thickness is averaged over a horizontal scale of several
times the ice thickness, as to eliminate the irrelevant influence of small scale undulations in ice thickness
(see also Section 4.4). The ice thickness, H, is filtered using a averaging filter with a circular shaped footprint.
The circular shape is chosen in order to eliminate sensitivity to the orientation of the axes. The diameter of
the footprint is set to 14.5 km 2, which corresponds to approximately eight times the mean ice thickness at
buffered BIAs. The surface slope « is the average surface slope (Section 4.4).
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Figure 4.8: Histogram of estimated yield stress of unlabeled observations (left axis) and of labeled observations (right axis).

The typical value for 7 reported in the literature is 100 kPa [e.g. Cuffey and Paterson, 2010], and this
is confirmed in the observations (Figure 4.8). The yield stress at meteorite finding locations is lower than at
the grid cell locations. Despite the averaging filter applied to the ice thickness, the data may be subject to
substantial biases influencing the estimates of the yield stress. Extra caution is required, as the feature is log-
transformed in order to reduce the skewness of the distribution. This amplifies uncertainties/biases in the
lower values of the yield stress. The correlation between the yield stress and the features 'ice thickness’ and
'surface slope’ is not very strong, despite the fact that the yield stress is calculated from the average ice thick-
ness multiplied with the average surface slope. The correlation coefficient with the ice thickness (Section 4.3)
is 0.53, and the correlation coefficient with the average surface slope (Section 4.4) is -0.26. This indicates that
the feature 'yield stress’ may contain additional information for the classification.

4.6. Feature: Distance to outcrops

Many MSSs are located close to bedrock outcrops (Figure 2.1). To investigate this relation, a feature express-
ing the distance to the closest outcrop is defined. To compute this feature, a classification of exposed bedrock
is used [ADD, 2019; Burton-Johnson et al., 2016]. Buffers of increasing length (exponentially increasing from
400 m to 1500 m in 750 steps) are drawn around these polygons and rasterized with a spatial resolution of
500 m. A value of the summation of the previous buffers and half of the new buffer is assigned to the ras-
terized buffer. From these rasterized points the values for the observations are calculated. As the distance
data is discrete, the number of unique values of the data is approximately 90,000. The large number of dupli-
cates forms a problem in the cross-validation of the bandwidth of the Parzen density estimation, as simply
the smallest bandwidth will result in the maximum log-likelihood (Section 3.2). To solve for this, random
Gaussian noise with a standard deviation of 0.1 km is added to the observations. After that, the observations
are log-transformed in order reduce the skewness of the distribution. Although the used method to compute
the distance to the nearest outcrop is computationally efficient, it is not as exact as calculating the shortest
distance to exposed bedrock for every grid cell.

2This diameter is slightly smaller than the 15 km diameter used for averaging the surface elevation (Section 4.4). This is because the
kernel of the averaging filter has to be symmetric in order to avoid biases. Consequently, only values equal to an odd number times the
resolution can be used as diameter. As the resolution of the surface elevation data and the ice thickness data are not equal (Table 4.1),
the diameters of the averaging filters are slightly different.
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A more severe limitation of the obtained data lies in the sensitivity to the quality of the classification of
exposed bedrock. Isolated exposed bedrock that has been missed in this classification, or an isolated ice-
or snow patch misclassified as outcrop, can result in large biases in the observations. The accuracy of the
bedrock classification is estimated pixelwise to be 74% for the area North of 82°40’S, and 39% for the area
South of 82°40’S, where no Landsat 8 imagery is available [Burton-Johnson et al., 2016]. The (manual!) classi-
fication for areas South of 82°40’S has a low estimated accuracy, as the georeferencing is poor, shaded snow is
misclassified as rock, and areas of exposed rock are overestimated. Of these three problems, only the misclas-
sification of shaded snow as rock can result in large biases in the distance to exposed bedrock. The classifi-
cation for areas North of 82°40’S often misses small outcrops of less than 60 m, also outcrops resulting pixels
with similar spectral properties as clouds and snow are missed, and glacial debris over glaciers is misclassi-
fied as outcrops. Although the overall estimated accuracy of that data is higher, all three problems can result
in large biases in the distance to exposed bedrock.
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Figure 4.9: Histogram of estimated distances to outcrops of unlabeled observations (left axis) and of labeled observations (right axis).

Despite possible biases, the vast majority of observations is estimated to be within 100 km of exposed
bedrock (Figure 4.9). There is no convincing difference between the distributions of labeled and unlabeled
observations. That implies that the vicinity of exposed bedrock is related to blue ice areas in general, and not
to meteorite concentrations.

4.7. Feature: Surface temperature

The temperature gives an indication of whether a site may contain meteorites or not, as high surface tem-
peratures are unfavorable for meteorite concentrations (Section 2.1.3). The multi-annual mean surface tem-
perature at the observation locations is estimated using a 8-day average surface temperature product derived
from MODIS observations [Wan et al., 2015]. In retrieving this 8-day average surface temperature, observa-
tions on days where clouds were present are masked out using band 26 of the MODIS instrument for cirrus
detection [Wan, 1999]. If the cloud masking has a consistent spatial character and/or a correlation to the
surface temperature, this could lead to biased estimates for the multi-annual mean surface temperature. For
example, in areas where there are persistent cloud covers in winter, the annual mean surface temperature will
be overestimated. This effect, however, is assumed to be negligible, as 90% of the observations contain over
788 8-day average surface temperature observations (of a total of 872 epochs) to compute the multi-annual
mean. To reduce the influence of outliers and/or the absence of data the multi-year mean temperature is
calculated over a long time period, ranging from 01-01-2001 to 01-01-2020.

The observations confirm that the temperatures at meteorite finding locations are low (Figure 4.10). Har-
vey et al. [2001] state that MSSs are to be found above 1500 meter, as the temperatures are low there. The
annual mean temperature of observations around 1500 meter is estimated from the data as -30 °C. The ob-
servations are thus in agreement with the values indicated by Harvey et al. [2001]. The histogram (Figure 4.10)
shows clearly that a substantial part of the unlabeled observations can not act as MSS, as the temperatures
there are too high.
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Figure 4.10: Histogram of estimated mean surface temperatures of unlabeled observations (left axis) and of labeled observations (right
axis).

Before using the observations for the classification, Gaussian noise with a standard deviation of 0.04 °C
is added to the observations, as the data contains many duplicates. The duplicates exist because the 1000 m
resolution data has been interpolated using the nearest neighbor method to extract the values at grid loca-
tions and meteorite finding locations. Duplicates form a problem in the cross-validation of the bandwidth of
the Parzen density estimation, as simply the smallest bandwidth will result in the maximum log-likelihood
(Section 4.1). For the added Gaussian noise, a standard deviation of 0.04 °C is used, a conservative value based
on the indicated accuracy of the individual measurements and the fact that averaging improves this accuracy.

The temperature is strongly correlated to the surface elevation (correlation coefficient of -0.86). However,
the two quantities cannot be used interchangeably, as there is a relevant regional factor. In the Transantarctic
mountains, where many meteorites are found, temperatures are relatively low considering the elevation. To
find similar temperatures in other areas you would have to go to higher elevations. As a consequence, replac-
ing the temperature, or combining it with elevation data, would result in biased training data, as the training
data is not equally distributed over the Antarctic continent. Only the temperature itself is the best indication
for the presence of meteorites.

4.8. Feature: Change of ice thickness along the flow line

MSSs often show upstream thinning of the ice along the flow line (Figure 2.1). The change of ice thickness
along the flow line is estimated by calculating the difference between a filtered ice thickness at the location
of the observation and a point 20 km upstream, (Figure 4.11). The ice thickness data (Section 4.3) is averaged

15 km

[ surface elevation data
NN\ ice thickness data

.

Figure 4.11: Illustration of the calculation of the change of ice thickness along the flow line. The arrow indicates the direction of the flow
line, estimated using the maximum slope of the average filtered surface elevation data, for which the 15 km circular kernel is displayed
in pink. The ice thickness at the two observation locations, displayed as black dots, is also filtered with an averaging filter with circular
kernel of 14.5 km, displayed with diagonal shading. From the difference between the two average thicknesses, the change of ice thickness
along the flow line is computed.
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using a circular shaped footprint of diameter 14.5 km (Section 4.5). As the ice flow direction is parallel to
the steepest average surface slope [Cuffey and Paterson, 2010], the location of the point 20 km upstream is
calculated using the direction of the average surface slope (Section 4.4). The approach is a simplification by
assuming locally straight flow lines. Despite the reduction of measurement uncertainties by using averaging
filters, the estimates are subject to possible biases (Section 4.3, Section 4.4).

The approximation of the change of ice thickness over larger scales shows that in general ice is thinning
along the flow line at blue ice areas, and that at MSSs this thinning is more pronounced (Figure 4.12).
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Figure 4.12: Histogram of estimated yield stresses of unlabeled observations (left axis) and of labeled observations (right axis).

4.9. Comparison to the literature

The summary statistics of the eight features are summarized in Table 4.2. In general, the values of the de-
scribed features are in good agreement with the qualitative descriptions in the literature.

¢ The radar backscatter does confirm that MSSs are exposing blue ice, while absent of melt.

» The surface velocities do confirm that ice flow rates are low at MSSs, with observed values up to 12.5
m/year.

¢ Both the ice thickness and the distance to outcrops seem to be features that can be related to blue ice
areas in general and do not clearly show to be a distinguishing feature of MSSs.

¢ Average surface slopes at MSSs are similar to the average surface slopes at BIAs.

¢ The slopes are relatively flat given the ice thickness, a relation that is not described directly in literature.
This phenomenon is expressed in the feature 'yield stress’.

¢ The surface temperatures do confirm that the temperatures are low at MSSs, with multi-annual mean
observed values of -36 °C on average.

* The change of ice thickness along the flow line indicates that at most BIAs, the ice is constant or thin-
ning along the flow line, and this thinning is stronger at MSSs.

Besides the eight features described here, based on the literature, other features such as the ice flux, the
divergence cutl of the ice flow, and the snow grain size have been investigated. They are not considered fur-
ther for different reasons. The flux strongly correlates with the surface velocity (correlation coefficient of 0.86)
and consequently no new information is added by this feature. The divergence and the curl describe the com-
pression of flow, and stress and strain rates. Both quantities are sensitive to the uncertainties of the surface
velocities, as derivatives of the velocities are considered. Not only the magnitude of the velocity is needed
in calculating the divergence and the curl, but also the direction of the velocity. After visual inspection of
the velocity data, the direction of the surface velocity did not appear to follow the direction of the maximum
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Feature Set of observations Mean Median Std Dev Range
Radar backscatter (-) Unlabeled 183.47 184.65 33.61 1.6 - 255.0
(Section 4.1) Labeled 132.65 130.43 27.85 42.25-232.15
Surface velocity (m/year) Unlabeled 64.7 10.9 168.64 0.0 - 2561.9
(Section 4.2) Labeled 1.49 1.13 1.08 0.05 - 12.47
Ice thickness (m) Unlabeled 587.79 522.78 534.59 0.0 -4342.35
(Section 4.3) Labeled 452.96 323.83 411.71 0.0 - 1931.97
Surface slope (cm/m) Unlabeled 2.48 1.73 2.51 0.0 - 57.36
(Section 4.4) Labeled 1.45 1.16 1.11 0.08-11.48
Yield stress (kPa) Unlabeled 80.81 79.12 60.77 0.0 - 1898.68
(Section 4.5) Labeled 46.9 45.63 27.47 0.23 - 152.17
Distance to outcrops (km) Unlabeled 26.68 8.22 50.52 0.0 - 577.82
(Section 4.6) Labeled 16.22 4.11 23.0 0.0 - 86.44
Surface temperature (°C) Unlabeled -27.6 -27.19 6.26 -48.92 - -7.37
(Section 4.7) Labeled -36.13 -36.59 2.73 -44.4 - -20.28
Change of ice thickness along the flow line (cm/m) Unlabeled -0.83 -0.82 1.71 -12.45 - 16.97
(Section 4.8) Labeled -2.15 -2.29 1.88 -8.52 - 3.45

Table 4.2: Summary statistics (mean, median, standard deviation (std dev), and range) of the eight features. The set of unlabeled obser-
vations contains both MSSs and non-MSSs, whereas the set of labeled observations contains only MSSs. Units are indicated in the first
column. Corresponding histograms are shown in the corresponding Sections.

surface slope in some areas. This, in combination with the given precision of the data, makes estimates of
the divergence and curl unreliable. Lastly, the snow grain size has been extracted from an Antarctic-wide
mosaic of snow grain sizes, created with MODIS data collected between 1 November 2008 and 28 February
2009 [Haran et al., 2014; Scambos et al., 2007]. The same product with data collected in the austral summer
of 2003-2004 has been used by Hui et al. [2014] to classify blue ice areas South of 82.5°S. This classification of
blue ice areas has been used to define the locations of unlabeled observations (Section 3.1.3). The snow grain
size is estimated by calculating the normalized difference of MODIS band 1 (~647 nm) and MODIS band 2
(~857 nm) [Scambos et al., 2007]. This value correlates to the grain size, as snow reflectivity decreases in the
infrared band when snow grain sizes are larger [Scambos et al., 2007]. The translation from normalized differ-
ence ratio to snow grain size is made using a look-up-table [Scambos et al., 2007]. Coarse snow grain sizes are
related exposed blue ice as the surface can be seen as very large snow grains. Scambos et al. [2007] mentions
a threshold of 400 um to estimate the blue ice area in a region, and this value has been applied by Hui et al.
[2014]. However, this threshold is not clearly reflected in the extracted values at meteorite finding locations
and the grid cells over the blue ice areas. After visual inspection of the data, sharp transitions of snow grain
sizes are found at blue ice areas, for which a physical explanation is not obvious. Also, the link between the
estimated snow grain size and the physical phenomenon of the concentration mechanism is only addressed
in a fieldwork report that mentions that the lack of meteorites on the Far Northern ice patches in the Allan
Hills area can be explained by the fact that the ice has a firn-like surface [Huss et al., 1988]. The capacity of
the snow grain size to distinguish snow covered areas, is already covered by the feature 'radar backscatter’.
Hence, there is no added value in evaluating the influence of the snow grain size on the classification.

In conclusion, the eight selected features indicate that positive observations (MSSs) differ from unlabeled
observations (MSSs and non-MSSs). The influence of individual features on the classification is investigated
in Chapter 5, in which the classification is presented.






Results

The features defined in Chapter 4 are combined in a classification algorithm (Section 3.2) to classify unlabeled
observations as MSS or non-MSS. Before performing the final classification to obtain a meteorite hotspot
map (Figure 5.1), the influence of the input data on the classification has been analyzed. Fist, the influence of
the individual features on the classification is investigated (Section 5.1), based on which several features are
removed for further analyses. Subsequently, a principal component analysis is performed on the remaining
features and differences between the positive observations and the unlabeled observations are investigated
(Section 5.2). The influence of the number of principal components used as input for the classifier and the
influence of the definition of the positive observations is evaluated (Section 5.3). Finally, the classification is
optimized according to the findings and a meteorite hotspot map is created (Section 5.4), which is evaluated
with independent test data.

1000 km

Classification values

Figure 5.1: Antarctic meteorite hotspot map. A high resolution overview map, as well as local maps are provided in Appendix E
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5.1. Feature selection

The influence of the individual features on the classification is investigated by comparing cross-validated
ROC curves (Section 3.3) obtained by classifications with different (sub)sets of features as input data. There
are 255 possible combinations of the eight features (Chapter 4). Performing 255 classifications in an exhaus-
tive feature selection method is costly and optimizing the classification in following this method may lead to
overfitting to the validation data [Guyon and Elisseef, 2003]. Therefore, the influence of the features is inves-
tigated with a sequential forward selection (SFS) method, and a sequential backward selection method (SBS).

In the SFS method (Section 5.1.1), the classification is performed recursively with an increasing amount of
features. The first classification is based on a single feature, and the best predicting feature is selected. After
that, the feature that improves the classification based on a single feature the most, is added. This is repeated
until none of the features improves the classification. A drawback of this method is that possible correlations
between features that contribute to the separability of the classes can be missed, as only one additional fea-
ture is evaluated per iteration.

In the SBS method (Section 5.1.2), the classification is performed recursively with a decreasing amount of
features. The classifiers are trained with all but one feature, and the results are compared to a classifier that is
trained using all features. This procedure is repeated until none of the features affects the performance of the
classification negatively. As long as the dimension of the input data is larger than five, the dimensionality is
reduced to five, using a principal component analysis (Section 3.2). This implies that for some of the analyses,
not all variance of the data is considered. However, this does not influence the results to a large degree, as in
the worst case 86.9% of the variance of the data is considered (Figure D.5).

The addition or removal of features is based on a visual inspection of the ROC curves. Despite the fact
that a quantitative evaluation of the ROC curves with a performance measure would provide a less objec-
tive selection procedure, the selection of the performance measure itself introduces objectivity in the results.
Namely, the selected performance measure optimizes only on a single aspect of the ROC curve. For exam-
ple, when the performance measure is the area under the curve, maximizing the area under the curve when
curves cross, does not necessarily result in the best ROC curve. A visual evaluation of the ROC curves allows a
simultaneous comparison of the area under the curve, the smoothness, and the steepness of the curves. This
approach is feasible as there are only eight features. Based on the visual inspection, a feature is selected or
rejected. The motivation for selection or rejection are briefly described (Section 5.1.1, Section 5.1.2). All ROC
curves of intermediate steps are provided in Appendix D.1.

To evaluate the influence of the features on the classifications, the results of the SFS and SBS are used in
combination with a qualitative summary of the features (Section 5.1.3). In Figure 5.2 the features are placed
in a space spanned up by the connection to the physical phenomenon and the measurement uncertainties
and/or biases. This qualitative summary (Figure 5.2) must be seen as a sketch, as placing the features objec-
tively in this space is not practicable.
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Figure 5.2: Qualitative summary of features, illustrating observation uncertainties and the link to the physical phenomenon of MSSs.
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5.1.1. Sequential forward selection (SFS)

As a starting point for the sequential forward selection, the ROC curves obtained by performing a classi-
fication based on a single feature are evaluated. Not all individual features can discriminate equally well
between MSSs and non-MSSs, as the ROC curves of the classifications using a single feature are not aligned
(Figure 5.3). Features with similar distributions of the labeled and unlabeled observations, such as the ice
thickness, the surface slope and the distance to outcrops, as well as features with a similar range, such as the
radar backscatter, the yield stress, and the change of ice thickness along the flow line, perform less well than
the surface velocity and surface temperature features (Figure 5.3).

ROC curves Single Features

Novelty detection Standard classification
1.0 A / 1.0 e
0.8 q 0.8
—— Radar backscatter
% % —— Surface velocity
é 0.6 1 § 0.6 1 Ice thickness
= =] —— Surface slope
3 3 Yield stress
g 0.4 1 g 0.4 1 —— Distance to outcrops
2 2 Surface temperature
—— Change of ice thickness
0.2 0.2 4
/
0.0 1 0.0 4
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
false positive rate false positive rate

Figure 5.3: ROC curves when training the classifiers with a single feature. The eight curves are labeled with the name of the single feature.

The classifications based on the surface temperature result in the best separability between the classes
(Figure 5.4, iteration 0). Adding surface velocity to the training data does improve the separability for almost
all thresholds (Figure 5.4, iteration 1).

ROC curves after iterations of Sequential Forward Selection (SFS)
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Figure 5.4: ROC curves when training the classifiers with an increasing amount of features. The three curves are labeled with the number
of the iteration and the additional feature in that iteration.

A strongly irregular ROC curve indicates that the distributions of the training data contain multiple peaks
in the area where they overlap. These peaks can be related to observations of individual sites. A smoother
curve indicates that the sensitivity of the classifier to individual sites is reduced. Adding the radar backscatter
to the classification as a third feature, results in a smoother curve, despite the fact that it does not improve
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the separability for all thresholds (Figure 5.4, iteration 2). Adding any additional feature to the classification
based on the surface velocity, the surface temperature, and the radar backscatter, does not improve the ROC
curve.

5.1.2. Sequential backward selection (SBS)

As a starting point for the sequential backward selection, the ROC curve obtained through a classification
with eight features (Figure 5.5, iteration 0) is compared to the eight ROC curves obtained with seven features,
where one of the eight features is left out alternately. From this, it appears that the change of ice thickness
has a negative influence on the classifications (Figure 5.5, iteration 1).
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Figure 5.5: ROC curves when training the classifiers with a decreasing number of features. The three curves are labeled with the number
of the iteration and the discarded feature in that iteration.

In the second iteration of the SBS the ROC curve obtained through a classification with seven features is
compared to seven ROC curves obtained with six features, where one of the seven features is left out alter-
nately. From this, it appears that the yield stress has a negative influence on the classifications (Figure 5.5,
iteration 2), and consequently this feature is rejected. Repeating the same procedure with six features shows
that all remaining features contribute to the standard classification.

5.1.3. Comparison between SFS and SBS
The SFS method and the SBS method do converge, as there are no features rejected by the SBS method that
have been selected in the SFS method (Figure 5.6). However, the resulting subsets of features are not the
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Figure 5.6: Subsets of features selected by the SFS and SBS method. The number of features in each iteration is indicated. The methods
converge, but do not result in the same subset of features.
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same, which (i) might be an indication that the classifiers do not generalize well, (ii) may be due to the fact
that the influence of features are not re-evaluated in the SFS and SBS method, or (iii) may directly relate to
the test data. The straightforward conclusion that features selected in both methods are beneficial to the
separability of the classes, whereas features rejected in both methods do negatively influence the separability
of the classes, is therefore not airtight. However, the rejection by the SBS of the 'change of ice thickness along
the flow line’, and the ’yield stress’ is supported with respect to the relation to the physical phenomenon and
the sensitivity to measurement uncertainties and/or biases (Figure 5.2). Therefore, these two features are
removed for the further analyses.
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Figure 5.7: ROC curves after the sequential forward selection (SFS) of features and the sequential backward selection (SBS) of features.
ROC curves of individual sites (thin lines) from which the weighted average ROC curve (bold line) is computed are plotted for compari-
son.

Despite the fact that the influence of the remaining features on the classification is not indisputably pos-
itive, further analyses (Section 5.2, Section 5.3) are performed using the set of six features for two reasons. (i)
Firstly, the individual ROC curves obtained in the cross-validation using the six features after the SBS show
a narrower spread for lower values of the false positive rate as compared to the three features after the SFS
(Figure 5.7). This indicates that the classifiers with six features are more stable. This stability is favored over
a slightly better average performance of the classifiers, as it allows a detection of all different field sites. (ii)
Secondly, the negative test data is not representative for all locations that are not a MSS (Section 3.1.2). There-
fore, subgroups in the unlabeled observations might be misclassified as MSS, but not detected. This problem
is less likely to occur when more descriptive features are used.

5.2. Principal component analysis (PCA)

With a principal component analysis (PCA), the original features are combined to create new variables that
describe the data. The new variables, referred to as principal components (PCs), are linear combinations of
the original data and are uncorrelated. The goal of a PCA is to find a subset of variables that describe the data,
in order to reduce the number of dimensions of the data [Webb, 2002]. A reduction of the dimensionality of
the data is desirable, as the dimensionality of the data, together with the number of observations, imposes a
limitation to the accuracy of the estimated density distributions (a problem often referred to as 'the curse of
dimensionality’) [Silverman, 1986]. In order to obtain an accurate density estimation with 2,554 observations
(i.e. the number of positive observations), the dimensionality of the data is limited to five [Silverman, 1986].
The PCs are ranked based on how much of the variation of the original data they describe (Figure 5.8).

Together, all PCs account for all variation of the original features (100%). Each principal component de-
rived from the six features is a linear combination of these six features (Table 5.1). The interpretation of the
individual PCs is difficult, as there is no obvious link between the PCs and the physical phenomenon. Never-
theless, a PCA as unsupervised learning technique does allow to see groupings within the data. In this case, a
two dimensional histogram plot of the first two components does shows that there are three groups visible in



36 5. Results

the unlabeled data (Figure 5.9). Also, it is clear that the values of the PCs of the unlabeled data differ from the
values of the PCs of the positive labeled training data. Two dimensional histogram plots for the other PCs are
provided in Appendix D.2.
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Figure 5.8: Explained variance by the principal components.

PC1 PC2 PC3 PC4 PC5 PC6

0.55 Dist. to outcrops -0.62 Surface temp. -0.83 Radar backscatter -0.63 Surface velocity -0.76 Dist. to outcrops 0.78 Ice thickness

0.55 Ice thickness -0.49 Radar backscatter 0.51 Surface temp. 0.53 Surface temp. -0.53 Surface slope 0.35 Surface slope
-0.44 Surface slope -0.43 Surface velocity ~ 0.23 Surface velocity -0.51 Surface slope 0.36 Surface velocity -0.32 Dist. to outcrops
0.38 Surface velocity -0.37 Surface slope 0.09 Dist. to outcrops -0.19 Ice thickness 0.06 Ice thickness -0.31 Surface velocity
0.21 Radar backscatter 0.24 Ice thickness -0.02 Surface slope 0.18 Radar backscatter 0.04 Radar backscatter 0.28 Surface temp.
0.08 Surface temp. 0.03 Dist. to outcrops -0.02 Ice thickness 0.07 Dist. to outcrops  0.02 Surface temp. 0.02 Radar backscatter

Table 5.1: Linear combinations of original features from which the principal components are computed.
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Figure 5.9: Two dimensional histogram of the first principal component and the second principal component, clearly indicating that the
unlabeled data differs from the positive labeled data.
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The number of PCs used as input to the classifications influences the results (Figure 5.10). The best ROC
curve is obtained by using all five PCs. The best ROC curve is slightly better when considering the standard
classification as compared to the novelty detection (Figure 5.10).

ROC curves classifications with various PCs
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1.0 1
0.81 Lpc
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q 3 other classification (1 PC)
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2 2 other classification (3 PCs)
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Figure 5.10: ROC curves when training the classifiers with a different number of principal components. Subsets of PCs are always defined
so that the selected PCs explain the maximum variance (Figure 5.8). The ROC curves of the left panel are indicated in the right panel
using dashed lines, and the other way around.

5.3. Sensitivity analysis

To evaluate the sensitivity of the classification to the definition of the positive observations, the individual
ROC curves obtained in the cross-validation are used. The 10 different sets of positive validation data corre-
sponding to 10 different field sites (Section 3.3), result in 10 different ROC curves. These are not all equally
well, indicating that some sites are easier to classify than others (Figure 5.11).

ROC curves Cross-validation
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Figure 5.11: ROC curves when training the classifier with the first five PCs obtained in a PCA on six features (Section 5.1). Alternately,
the observations at a single field site (as listed in the legend) are kept apart from the training data and used as positive validation data
(Section 3.3). The ROC curve labeled with "other classification’ displays the weighted average ROC curve of the right panel in the left
panel, and the other way around.

5.3.1. Meteorite density
One of the reasons for the varying performance of the different sites can be related to the definition of the
positive observations. As there is no weight applied to the number of meteorites found in a single grid cell,
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grid cells with multiple meteorite finds contribute equally to the classification as grid cells with a single me-
teorite find. In other words, the spatial density of meteorite finds is not taken into account, and isolated finds
are not ignored. To investigate the sensitivity of the algorithm to this spatial density of meteorites, the algo-
rithm is trained using only grid cells containing more than one meteorite find. This reduces the number of
positive observations to 1,359. As to allow easy comparison, the validation data contains all grid cells and is
thus identical to the validation data used in Figure 5.11. The resulting ROC curves indicate that on average
the classification does perform almost exactly the same (Figure 5.12). However, for individual field sites there
are some differences, for example EET performs worse in the novelty detection as well as in the standard
classification, whereas LEW performs slightly better. As the differences are not very large, it can be concluded
that the classifier is not sensitive to isolated and spatially widespread meteorite finds.
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Figure 5.12: ROC curves when training the classifier with the almost the same training data as in Figure 5.11, with as difference that
positive observations with a single meteorite in a grid cell are not used for training, but only for validation. The curves labeled with
reference’ are the weighted averages as displayed in Figure 5.11.

5.3.2. Meteorite finding locations
The re-projection of the meteorite finds on the 450 meter spaced grid cells reduces the original number of
12,906 finding locations to 2,554 (Section 3.1.1). The influence of this reduction of the number of positive ob-
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Figure 5.13: ROC curves when training the classifier with the exact meteorite finding locations as positive observations. The positive
validation data also consists of the exact meteorite finding locations. The curves labeled with 'reference’ are the weighted averages as
displayed in Figure 5.11.
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servations is evaluated by performing a classification using the meteorite finding locations directly as positive
observations. This alternative observation definition also accounts for the density of meteorite finds. When
a lot of meteorites are found on locations close to each other, the observations will be similar because of two
reasons. (i) Firstly, the geospatial data from which the features values are extracted does not show any sharp
transitions. (ii) Secondly, when the distances of meteorite finds are smaller than the spatial resolution of the
data (Table 4.1), the only differences in feature values are caused by the fact that the data is linearly interpo-
lated. This concern is justified, as on average a grid cell of 450 meter by 450 meter contains approximately 5
meteorites (= 12,906/2,554), i.e. the average meteorite density is 25 meteorites per square kilometer. Con-
sequently, the training data will contain a lot of correlated samples. Performing the classification using the
12,906 meteorite finding locations directly, reveals that some sites benefit from this alternative observation
definition (e.g. QUE, MAC), whereas other sites perform worse (e.g. LEW, GRV) (Figure 5.13). On average the
positive observation definition using grid cells (Figure 5.11) performs better and is more stable.

5.4. Classification

In order to perform the classification, decisions have to be made on the features considered, the number
of principal components used, the definition of positive observations, the type of classification, and the se-
lected threshold (for the novelty detection) or cost (for the standard classification). The final set of features
contains the 'radar backscatter’, 'surface velocity’, ’ice thickness’, 'surface slope’, 'distance to outcrops’ and
'surface temperature’ (Section 5.1). The number of principal components is five (Section 5.2). The defini-
tion of positive observations is as described in Section 3.1.1 (Section 5.3). And the type of classification is the
standard classification, as the ROC curve is slightly better than the novelty detection, and the individual ROC
curves obtained in the cross-validation show a narrower spread (Figure 5.11). The selection of the cost is dis-
cussed in Section 5.4.1, the visualization of the classification in Section 5.4.2 and the quantitative evaluation
of the classification in Section 5.4.3.

5.4.1. Selection of the threshold

In selecting the cost, in other words, selecting an operating point on the ROC curve, a trade-off has to be made
between the false positive rate and the true positive rate. This trade-off can be optimized using the metrics
precision and recall (equal to the true positive rate) (Table 5.2), which are computed using the number of
true positives, the number of false positives, and the number of false negatives. Depending on the use of
the meteorite hotspot map, it is more important to have a high precision or to have a high recall. If the
meteorite hotspot map is used for reconnaissance missions, a high precision is required. This is because it
is very expensive to carry out a reconnaissance mission, and therefore it is more important that a classified
MSS is classified correctly, than that all possible MSSs detected. On the contrary, if the meteorite hotspot
map is used for research purposes, a high recall is required. Carrying out a comprehensive research on MSSs,
requires to include all MSSs, despite the fact that some MSSs are classified incorrectly.
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Figure 5.14: Metrics obtained by the number of true positives, false positives and false negatives. The F1 score represents the harmonic

mean between precision and recall. The maximum value of the F1 score is indicated with an x.

To find a threshold (i.e. cost) that satisfies both requirements, the F1 score is used, which represents
the harmonic mean between precision and recall (Table 5.2). The precision, recall and F1 score are calcu-
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lated using the true positive and false positive rates corresponding to the different values of the cost (i.e.
the operating points on the ROC curve of Figure 5.11, standard classification). To obtain the number of true
positives and the number of false positives, the true positive rate is multiplied with the number of positive ob-
servations (2,554) and the false positive rate is multiplied with the number of negative observations (8,870),
respectively. Using the number of true positive observations, the number of false negative observations is
calculated (FN = 2554 — TP). The obtained result shows that for an increasing cost the recall is increasing,
whereas the precision is decreasing (Figure 5.14). In order to select a value for the cost, the F1 score is max-
imized (Figure 5.14). This results in a value of 72.65 for the cost, which relates to a value of 0.63 for the true
positive rate and a value of 0.20 for the false positive rate. The corresponding performance metrics obtained
by the validation data are listed in Table 5.3.

Metric Equation

Precision  PREC= 77205

Recall REC= b0

F1 Score F1= %
Accuracy ACC= %

Table 5.2: Equations of classification performance metrics, where TP denotes the number of true positives, FP the number of false
positives, FN the number of false negatives, and TN the number of true negatives.

Metric Value (fraction)

Precision 0.47
Recall 0.63
F1 0.54
Accuracy 0.76

Table 5.3: Performance metrics estimated using the validation data.

5.4.2. Visualization

As to prevent costly reconnaissance missions to incorrectly classified MSSs, the estimated a posteriori proba-
bilities are visualized (Figure 5.15).
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Figure 5.15: Snapshot of the meteorite hotspot map in the area of the Allan Hills and Elephant Moraine. The classification values cor-
respond to the classification values of Figure 5.16. The area over which the classification is performed is indicated with black outlines,
labeled as 'buffered BIAs’ (Section 6.1).
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To visualize these estimated a posteriori probabilities, an arbitrarily defined ’classification value’ is used,
that can be interpreted as an indication of how likely it is to find meteorites at a MSS-classified observation
(i.e. the precision of the classification). Low values of the classification value (yellow) correspond to a lower
precision, whereas high values of the classification value (red) correspond to a high precision. This leaves the
interpretation of the obtained classification to the user.

The classification value is defined as:
classification value = log(p(s = 11x) x Adgejectea) — 0.3, (5.1)

where (p(s = 1|x) x Aserecreq) €quals the estimated a posteriori probability multiplied with the selected value
for the cost, Agerecreq (Section 3.2.4).

The obtained classification values range from 0 to 2.2. The values are related to the metrics precision,
recall, F1 score, and accuracy (Table 5.2). This relation is displayed in Figure 5.16, where the values for the es-
timated metrics are obtained by using the validation data. The estimated value for the metric corresponding
to a cost equal to Agejecerced! (P(S = 11X) X Agerecred % 2) is looked up in Figure 5.14. The distribution of clas-
sification values is also visualized, with color scales corresponding to the color scales of the provided maps
(Appendix E).
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Figure 5.16: Histogram of classification values (upper panel) and related performance metrics (lower panel). The color scheme of the
upper panel corresponds to the classification values displayed on the maps in Appendix E.

It is remarkable that the precision is not a monotonically increasing function. This indicates that for
increasing costs the number of true positives of the classified validation data stagnates, whereas the number
of false positives of the classified validation data increases. Despite the fact that this is counter-intuitive, it
merely indicates that we are dealing with real data. For the interpretation of the classification values, the
general trend of the precision should be considered. This trend is opposed to the trend of the recall. The
estimated accuracy remains rather stagnant, as it reflects the fraction of correctly classified observations,
which is the summation of the number of true positives and the number of true negatives. When the number
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of true negatives increases, the number of true positives decreases, consequently, the accuracy does remains
rather stable.

5.4.3. Evaluation

The quality of classification is assessed using independent test data (Appendix C). By evaluating the perfor-
mance of the classifier on the independent test data, a confusion matrix is obtained, displaying the number
of true positives, true negatives, false positives and false negatives (Table 5.4). From these values the perfor-
mance metrics are computed (Table 5.5).

Observed MSS Observed non-MSS Total

Classified MSS 191 286 477
Classified non-MSS 662 3498 4160
Total 853 3784 4637

Table 5.4: Confusion matrix obtained by using the independent test data.

Metric Value (fraction)

Precision 0.40
Recall 0.22
F1 0.29
Accuracy 0.80

Table 5.5: Performance metrics estimated using the independent test data.

The estimated performance metrics 'precision’ and ’'accuracy’ do correspond well to the performance
metrics estimated using the validation data (Table 5.3). However, the recall is much lower, and as the F1
score is the harmonic mean between precision and recall (Table 5.2), the F1 score is also much lower. This
indicates that the classifier has a low sensitivity, in other words, for the classifier it is difficult to pick up the
positive observations from the test data. Reasons for the low sensitivity remain speculative, as they can be
related to the sets of observations used for training, validation, and testing, and to the selected features used
in the classification.

The total number of classified MSSs is 72,027. This number can be put in perspective by performing
some back-of-the-envelope calculations to obtain a very rough estimate of what percentage of all exposed
meteorites we found until now:

¢ The total number of observations classified as MSS is approximately 72,000.

¢ With an estimated precision of 0.40, this corresponds to 72,000 x 0.40 = 28,800 true positives.
* On average a positive grid cell contains 12.906/2554 = 5 meteorites.

¢ This means there are a total of 144,000 meteorites exposed at MSSs in Antarctica.

* Up until today we found almost 44,000 meteorites in Antarcitca.

¢ This corresponds to 44,000/144,000 = 31% of all meteorites exposed at MSSs.

With an estimated accuracy of 80%, the obtained meteorite hotspot map is a first step towards the recov-
ery of the remaining meteorites exposed at MSSs. The obtained results are discussed and put in context in
Chapter 6.



Discussion

The discussion is centered around the four research questions introduced in Chapter 1.

6.1. Representativeness oflocations oflabeled and unlabeled observations
What are representative locations of labeled and unlabeled observations?

In the creation of the meteorite hotspot map, locations that needed to be classified were selected. The
obtained meteorite hotspot map shows good accordance with the validation data (Figure 6.1), indicating that
the used locations of labeled and unlabeled observations represent MSSs and potential MSSs well. Despite
this, the assumptions made in this discretization of the real world do influence the obtained classification.
Therefore, it is essential to evaluate how the locations represent MSSs and potential MSSs, and to discuss
their limitations.

The locations of the observations are regularly spaced points at the buffered BIAs. The points are aligned
with the surface velocity observations, resulting in a resolution of 450 meter. As the sizes of BIAs are typi-
cally a few tens to a few hundreds of square kilometers, this resolution is sufficient for obtaining locations
that are not contaminated by neighboring snowfields and exposed bedrock. The resolution even allows to
observe possible intra-BIA variations in the likeliness to find meteorites. However, these patterns need to be
interpreted with restraint, as some of the data are simply obtained by interpolating coarser resolution data
(Table 4.1).

As the obtained meteorite hotspot map shows good accordance with the validation data, it indicates that
settings beneficial for meteorite concentrations can be captured on a resolution of 450 m. This confirms that
the observed expression of the processes influencing the meteorite concentration are of a local (500-5000
meter) character. The scale of the processes themselves, on the other hand, is described as ranging from
very local (e.g. intra-MSS wind patterns) to rather regional (e.g. regional ice flow). The high resolution of the
Antarctic-wide state-of-the-art datasets allowed a relatively dense spacing of observations. However, data of
higher resolution is available (such as a 8 meter resolution DEM [Howat et al., 2019]), allowing to investigate
these intra-MSS meteorite distributions. Working with this high resolution data may provide new insights.
Another tool to be applied for specific cases at high resolution is ice flow modeling, which will allow to inves-
tigate the regional processes resulting in a meteorite concentration.

The definition of the observations implies that all locations that are not a BIA are not considered in the
classification. This reduction of the amount of locations allows computations on a local machine, and it is
well-supported by the literature, as MSSs are described as a subset of BIAs (Chapter 2). However, to exclude
non-BIAs, an existing dataset of BIA outlines is used (Section 3.1.3). The quality of this dataset does impose
severe limitations to the results obtained in this research. Two measures are taken to mitigate these limita-
tions. (i) Firstly, a buffer of 1 km is drawn around the outlines of the BIAs. The importance of the buffer is
illustrated by the fact that 2070 (approximately 16%) of the meteorite finds are located within this buffer. (ii)
Secondly, these buffered outlines are visualized in the meteorite hotspot map, as to indicate which areas are
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Figure 6.1: Snapshot of the meteorite hotspot map, displaying the Far Western Icefield in the area of the Allan Hills (77°S, 157°E). The
positive and the negative observations used for validation are displayed. The obtained classification shows good accordance with the
validation data, except in the Northern part of the area absent of meteorites.

not considered, despite the fact that they might be BIAs.

Positive observations are defined as the center of a grid cell containing one or multiple meteorites. De-
spite the fact that this definition greatly reduces the number of observations (from ca. 13,000 to ca. 2,500), a
sensitivity analysis indicated that this definition results in a better performance of the classification as com-
pared to using the meteorite finding locations directly as training data (Section 5.3.2). This can be related to
the the fact that the often densely spaced meteorite finding locations result in highly correlated observations.
The negative effect on the classification of correlated observations is mitigated by re-projecting the meteorite
finds onto the grid cells. However, this results in a skewed representation of the meteorite finding locations,
as a grid cell containing multiple meteorites does contribute equally to the classification as a grid cell con-
taining a single meteorite. This effect is mitigated by applying weights in the calculation of the average ROC
curve from the individual cross-validated curves (Section 3.3), which is used for the validation of the classi-
fication. A sensitivity analysis where the classifier is trained with only grid cells containing more than one
meteorite find does confirm that isolated or sparsely spaced meteorite finds do not have a negative influence
on the classification (Section 5.3.1). Future work lies in the collection of more positive observations, as only
a third of the nearly 44.000 meteorites has been used for the classification, as no location data was available
for the other meteorites.

Finally, a fundamental assumption in the creation of the meteorite hotspot map lies in the fact that the
mechanism is considered to be a stagnant system (Section 2.3). One of the reasons for misclassifications may
reside in this assumption, but as the results are promising, it is suggested that the temporal factor is of minor
importance.

6.2. Quantitative features versus qualitative descriptions in the literature

Which quantitative features do represent the characteristics of MSSs that are to date described qualitatively in
literature? And do the feature-values of the labeled observations confirm the qualitative descriptions in the lit-
erature?

The meteorite hotspot map is created using six features: radar backscatter, surface velocity, ice thickness,
surface slope, distance to outcrops, and surface temperature. The values of these features do confirm the
qualitative descriptions in the literature (Section 4.9). Additional features considered in this thesis are the
'vield stress’ and 'change of ice thickness along the flow line’. These are not used for the meteorite hotspot
map, as a sequential backward selection showed that these features negatively influence the classification.
This is because these features are either subject to substantial biases and/or uncertainties, or not represen-
tative for the physical phenomenon. The other features capture the properties of MSSs well enough to see
differences between the positive observations and the unlabeled observations (Section 5.2), i.e. to see in the
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observations that MSSs are a subset of BIAs.

Some aspects influencing the meteorite concentration described in the literature are not well represented
in the six features. There is no feature that can be linked directly to the high sublimation rates, and there is no
feature that can be linked directly to the exposure to wind. Expressing these phenomena directly or indirectly
using observations extracted from geospatial datasets obtained by remote sensing is a future challenge that
could improve the understanding of the concentration mechanism.

As the six features do confirm the current understanding of the concentration mechanism as described
by experts (i.e. no unknown feature is revealed), the meteorite hotspot map should overlap with a manual
classification by experts. However, performing the task of comparing six features over the entire Antarctic
continent manually is extremely time consuming and has never been performed. By performing this task
using big data and machine learning, an encompassing meteorite hotspot map is created. This encompassing
result allows comparisons between MSSs, answering questions such as why no meteorites have been found
at a certain BIA, or why a certain MSS is not classified. This qualitative evaluation of the obtained results
will lead to a better understanding of the phenomenon, and eventually to a better meteorite hotspot map,
resulting in a significantly improved advantage over an expert judgment.

6.3. Classification with positive and unlabeled data

To what degree is a classification feasible given the lack of negative observations and the expected diversity of
unlabeled observations?

It is possible to perform a classification using only positive and unlabeled data. However, if the obtained
classification can not be validated or evaluated with respect to the false positive rate, the result rather subjec-
tive. Therefore, negative observations are defined by investigating fieldwork reports. These negative obser-
vations are not used in training the classifier, as they are unreliable and not representative for all non-MSSs.
Training the classifier with positive and unlabeled data, and tuning the classifier with the negative observa-
tions, results in a classification of MSSs with a value of 0.8 for the accuracy. This indicates that it is feasible to
perform a MSS-classification with positive and unlabeled observations.

As the influence of the set of unlabeled observations on the classification is not by definition positive, the
obtained ROC curves in the validation of the classification are always compared to a novelty detection, where
only the positive observations are used. From these comparisons, it can be concluded that the unlabeled
observations used for training the classifier do improve the classification, as the obtained ROC curves in the
validation of the classifications are better in the standard classification (positive and unlabeled data) as com-
pared to the novelty detection (only positive data) (Figure 5.11).

The unlabeled observations do represent potential MSSs. As an Antarctic-wide product is created, un-
labeled observations can be located at any place on the continent. This implies a very diverse set of ob-
servations, covering e.g. accumulating snow fields, exposed bedrock, and melt-induced BIAs. However, the
diversity and number of the unlabeled observations is greatly reduced by discarding all non-BIAs, a decision
well-founded by the literature. Nevertheless, unlabeled observations are still diverse, given the fact the BIAs
are buffered with a 1 km buffer to mitigate uncertainties in the defined outlines. In the two-dimensional
principal components histogram groupings related to this diversity are visible (Figure 5.9). As the unlabeled
observations is diverse, and the negative validation data is not representative for all negative observations
(as it only includes sites that have been visited because of their potential to bear meteorites), (unnoticed)
biases can be introduced in the classification. This is illustrated by an example. A classification using only the
feature 'surface velocity’, will classify exposed bedrock as MSS, as the surface velocities of exposed bedrock
are low, just like the surface velocities at MSSs. This misclassification will not influence the estimation of the
false positive rate of the classification, as the negative test data consists of only blue ice areas (i.e. no exposed
bedrock). Therefore, a bias in the classification remains unnoticed. This indicates that all relevant features
of MSSs need to be represented, and the results need to be carefully examined, not only by metrics, but also
qualitatively. With respect to the qualitative evaluation, some visual inspections have been performed, but
in-depth analyses of case-study areas are required to asses the quality of the obtained meteorite hotspot map.



46 6. Discussion

The degree of feasibility of a classification of observations at BIAs as MSS or non-MSS does depend on
the expectations of the intended users, i.e. the requirements of the meteorite hotspot map. As the encom-
passing meteorite hotspot map is entirely novel, the obtained results are already a great advancement for
the planning of meteorite recovery missions. However, the results can still be refined significantly. Namely,
theoretically it is feasible to achieve the same separability between the MSSs and non-MSSs using positive
and unlabeled data, as can be obtained in a regular binary classification problem using positive and negative
data. In practice this is a challenge, because (i) the set of features does not fully capture all components of the
concentration mechanism, (ii) the observations contain measurement uncertainties and/or biases influenc-
ing the classification, (iii) and the labels of the MSSs are not 100% accurate. In conclusion, the classification
will always be subject to errors, but obtaining a useful result is feasible.

6.4. Use of the meteorite hotspot map
In what way is the obtained classification to be used in meteorite recovery missions?

Meteorite recovery missions can be split up into two parts: reconnaissance missions and actual recovery
missions. Despite the fact that the meteorite hotspot map does show intra-BIA variations in the likeliness to
find meteorites, these patterns need to be interpreted with restraint, as these variations can be simply caused
by uncertainties and/or resampling of the data used for the classification. Therefore, the meteorite hotspot
map is advised to be used only in reconnaissance missions, at the BIA level. Nevertheless, the results are pre-
sented at the intra-BIA level, as giving the results at the BIA-level would make the results very dependent on
the outlines of the BlAs.

An insight in the intra-BIA variations would be very relevant for meteorite recovery missions, where the
high costs of grid searches could be reduced greatly. The obtain reliable intra-BIA predictions, high resolution
data needs to be used. Also, the processes responsible for redistributing the meteorites within a MSS should
be considered, such as transport by wind and wind-scoops. As intra-BIA predictions would also be useful
in reconnaissance missions by imposing restrictions on the area that needs to be considered, the creation of
such a product is very useful.

Preliminary results of my thesis have been shared with scientists in the context of two meteorite recovery
missions!. The enthusiasm with which the results were received does indicate that there is a need in science
to make the recovery of meteorites more efficient. These meteorites are after all the witnesses of geological
processes on other planetary bodies that form our understanding of the origin and sustainability of life on
Earth and on other planets.

1 preliminary results are shared with Prof. Dr. T. Mikouchi in the context of a Korean mission, and with Prof. Dr. S. Goderis in the context
of a Beligum mission.



Conclusion and recommendations

The first steps towards an Antarctic meteorite hotspot map are taken by performing a classification of ob-
servations at BIAs in Antarctica. In the classification, two classes are considered, MSSs and non-MSSs. Six
features are used in the classification: radar backscatter, surface velocity, ice thickness, surface slope, dis-
tance to outcrops, and surface temperature. With an accuracy of 80 %, the classifier can determine whether
an observation is a MSS or a non-MSS.

For the next steps towards an Antarctic meteorite hotspot map the following considerations can be
taken into account:

* Case studies. To understand why the recall of the test data is much lower than the recall of the valida-
tion data (0.22 versus 0.63), case studies should be performed. This recommendation is related to the
fact that specific sites perform much better in the cross-validation than other sites, i.e. some MSSs are
easier to detect than others. The reason for this precarious quality could be unraveled by performing
tests related to the influence of the different settings of the concentration model (Figure 2.1) and the
influence of wind displacement.

* Definition of additional features. The estimated precision of the obtained classification is 40 %. To
improve this precision, additional discriminating features can be explored. An exhaustive feature se-
lection method can subsequently lead to new insights with respect to the concentration mechanism.
Also, complementary feature selection based on the performance of a single MSS can contribute to the
understanding of the various settings of the concentration mechanism (Figure 2.1).

¢ More advanced machine learning. The obtained results can be seen as a baseline, as the machine
learning algorithm used to create the meteorite hotspot map is basic. An obvious improvement of
the obtained results resides in the use of more advanced pattern recognition techniques that consider
the spatial distribution of observations (versus a pixel wise classification). The consideration of the
spatial correlations between the observations and their labels would make the results physically more
profound.

The great advantage of the results obtained by the big data approach resides in the fact that the results are
encompassing. These results allow a quantification of why a certain area does not contain any meteorites,
whereas another area does contain many meteorites. As MSSs are a subset of BIAs, this also implies a first
step towards the quantification of the properties of BIAs. The key to a better understanding of MSSs might lie
in the understanding of the processes resulting in these BIAs, which are to date not well understood (i.e. why
is blue ice exposed at a certain location?). With the current technological possibilities in machine learning
and numerical modeling, and the available remote sensing observations of the remote Antarctic ice sheet,
processes leading to the occurrence of blue ice areas, which can act as traps for meteorites, can be better
understood. The Antarctic meteorite hotspot map is an embodiment of this statement.
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Appendices






Meteoritical Bulletin dataset

The Meteoritical Society [a] provides a large online database of meteorites, providing authoritative informa-
tion on meteorite names, together with basic information such as classification and place and year of discov-
ery. For this study mainly the geographic information of the meteorites is relevant.

The Meteoritical Bulletin Database, consulted on 05/07/2019, provides geographic information on mete-
orites in Antarctica both in a "normal table" as well as in a "bulletin table" and the two datasets are not identi-
cal. Of the 43,988 entries in the "normal table" 28,941 entries contain geographical coordinates. Of the 31,709
entries with unique names in the "bulletin table" 4,474 entries contain geographical coordinates. Merging the
"bulletin table" to the "normal table" adds 0 meteorites to the "normal table", resulting in a dataset of 43,988
meteorites of which 28,941 entries have geographic coordinates. This information is visualized on the maps
in this Appendix. Comparing the geographic coordinates of the two tables reveals several small discrepancies
due to rounding off and four larger discrepancies, presumably due to typos. These four entries have not been
considered in further evaluation. Also disregarded are 222 entries with location "Yamato", as the latitude is
indicated falsely as 0.0.

Locations with single meteorites

Of the 28,937 coordinates, 14,128 are unique and 12,906 are locations with a single meteorite. There are thus
1,222 locations where multiple meteorites have the exact same coordinates. Presumably, the actual coordi-
nates of the meteorite finding place are unknown and therefore these are approximated for all meteorites in
the region with a single coordinate pair. These locations contain on average 13 meteorites.

Isolated locations

Out of the 12,906 locations with a single meteorite, 38 have no other meteorite locations within a radius of
4 km. This means that it is either an outlier, a meteorite that has not been found on a meteorite stranding
surface, or a meteorite that has been found on a meteorite stranding surface that has not yet been searched
thoroughly.

Field site names

Besides the geographic coordinates, the tables of the Meteoritical Society [a] also provide information on
finding location of the meteorite in the name and so called origin. Namely, the guidelines on nomencla-
ture state that a meteorite name should convey the meteorites’ fall or find location [Committee on Meteorite
Nomenclature, 1980]. In the case of Antarctic meteorites the name seems to refer to the larger region of
the find, indicated by Corrigan et al. [2014] as the 'field site’. The label 'Origin’ in the table, indicated for
11,631 entries, seems to refer to the specific icefield of the find. Corrigan et al. [2014] mentions that in the
beginning of Antarctic meteorite collection, some field sites that were glaciologically and geographically un-
connected have been grouped together, while they would be named as distinct field sites nowadays due to
the large amount of specimens collected in these areas. The location, fieldsite, and icefield information in the
database of the Meteoritical Society [a] is thus neither complete nor consistent, but it is helpful for structuring
and understanding the data as shown in Table A.1.

57



58

A. Meteoritical Bulletin dataset

Pairing relationships

As described in Section 2.1.2, some meteorite specimens can be paired. When obviously fragmented proximal
stones are found they are usually collected and labelled as one single meteorite [Corrigan et al., 2014]. As for
the data of the Meteoritical Society [a], it is not clear whether the paired groups are listed as a single meteorite
or as individual specimens. However, it is known that the minority of the possible pairing groups is actually
identified, as the resources for classification are limited and the scientific interest in performing a thorough
pairing campaign is low [Corrigan et al., 2014]. Therefore, it is assumed that the vast majority of the entries in
the database of the Meteoritical Society [a] represent individual specimens and not classified pairing groups.

Table A.1: Overview of recovered Antarctic meteorites as listed by the Meteoritical Society [a].

Field site (abbreviation)

Field site (full name)

Icefield

no. meteorites

no. single coordinates

n.i.
ALH

AMU
DNG

BTN
BEC
BOW
BUC
CMS
DAV

DRP
DOM

EET

FIN
FRO

GDR

GEO
GRA

GRO

GRV

ILD
JOH

Adelie Land
Allan Hills

Amundsen Glacier
Angelo Bluff
Asuka

Bates Nunataks

Beckett Nunatak
Belgica
BowdenNévé
Buckley Island
Cumulus Hills
David Glacier
Derrick Peak
Dominion Range

Elephant Moraine

Finger Ridge
Frontier Mountain

Gardner Ridge
Geologists Range
Graves Nunataks

Grosvenor Mountains

Grove Mountains

Inland Forts

Johannessen Nunataks

Klein Glacier
La Paz Icefield

Larkman Nunatak

not indicated

Allan Hills main icefield
Far North

Far Western

Manhaul Bay

Middle Western

Near Western Icefield
not indicated

not indicated

not indicated

not indicated

Bates North

not indicated

not indicated

not indicated

not indicated

not indicated

not indicated

not indicated

not indicated
Dominion Range Main
Mt Ward Ice Tongue
not indicated

Blue Lagoon
Elephant Moraine
Main icefield
Meteorite City
Northern Ice Patch
Shoodabin Icefield
Texas Bowl

not indicated

not indicated
Frontier Mountain icefield
not indicated

not indicated

not indicated

98 Camp Patch
Inuksug NE

Inuksuq SW

Lower Central

Lower NE

Lower West Graves
Upper West Graves
not indicated

A-1

Inner Cecily

Mt. Bumstead

Outer Cecily

South Raymond

not indicated

Ice Field

not indicated

not indicated

not indicated

not indicated

Bridle Path Trail
Canyonero Mesa (West Paradise Palms)
Forbidden Cove
Paradise Palms
Pebble Beach
Pinnacle Vista Estates
Terrapin Landing Royale
Whispering Bamboo Grove
not indicated

not indicated

1
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1
318

2097
74
336
438
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Table A.1: Overview of recovered Antarctic meteorites as listed by the Meteoritical Society [a].

Field site (abbreviation)

Field site (full name)

Icefield

no. meteorites

no. single coordinates

n.i.
LEW

LON
MAC

MCY
MET
MIB
MIL
MBR
CRE
DEW
FLE
HOW
PRE
WAL
n.i.
WSG
nd.
ODE
PTT
PAT

PCA

PGP
QUE

Lazarev
Lewis Cliff

Lonewolf Nunataks
Mac Alpine Hills

Mac Kay Glacier
Meteorite Hills
Miller Butte
Miller Range

Mount Baldr
Mount Cranfield
Mount Crean
Mount De Witt

Mount Fleming
Mount Howe
Mount Pratt
Mount Prestrud

Mount Walton
Mount Wegener
Mount Wisting

Neptune Mountains
Odell Glacier
Outpost Nunatak
Patriot Hills
Patuxent Range

Pecora Escarpment

Purgatory Peak
Queen Alexandra Range

not indicated

Central Walcott Névé
Lower Ice Tongue
Meteorite Moraine
Near Meteorite Moraine
S. Lewis Cliff Moraine
South Lewis Cliff
South Walcott Icefield
Upper Ice Tongue
Upper Walcott Névé
not indicated

not indicated

Bottom Lip

Camp Ice

Fuel Ice

Harvaine Moraine
Jacobs

Jacobs, Schuttaine Moraine
Mac Top Lip

Overlook Hill of Law Glacier
Quiche Moraine
Schuttaine Moraine
Supersonic Icefield
That Moraine

The Neck

Top Mac

Upper Macalpine
lower Macalpine

not indicated
snowshow ice

McKay Glacier Icefields
not indicated

Lower Vee

not indicated

Miller Butte, summit
not indicated

Milan Ice Tongue

not indicated

not indicated

not indicated

not indicated

Blue ice patch 40 km WSW of Mount DeWitt
Mt. DeWitt

not indicated

not indicated

not indicated

not indicated
Prestrud-Bjaaland Ice Tongue
Upper Norway Glacier
not indicated

not indicated

Lower Wisting

Upper Wisting

not indicated

not indicated

not indicated

Moraine

Brazitis Nunatak
Lekander Nunatak
Main icefield

Mount Tolchin

not indicated

Cliff Bowl
Damschroder

Halfway Icefield

Kink Bowl

Lulow Bowl

Main

Middle Eastern

North Forty

Northeast Stepp
Southwest #1

Upper Lulow

not indicated

not indicated

Central Nunataks Icefield
Foggy Bottom Icefield
Foggy Bottom Moraine
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3
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A. Meteoritical Bulletin dataset

Table A.1: Overview of recovered Antarctic meteorites as listed by the Meteoritical Society [a].

Field site (abbreviation) Field site (full name) Icefield no. meteorites no. single coordinates
Footrot Flats 349 182
Goodwin Nunataks Icefields 968 760
Gordon Valley 2 2
Lower SW 3 3
Mare Meteoriticus 1043 887
Pwellam Icefield 7 7
Round Bottom Moraine 48 20
Scoraine Moraine 147 88
Scoraine Moraine Icefield 7 7
Tail’s End Icefield 94 94
not indicated 221 148
RKP Reckling Peak not indicated 146 132
ROB Roberts Butte not indicated 1 1
RBT Roberts Massif not indicated 229 0
SAN Sandford Cliffs Mt Wyman 5 0
Sandford Cliffs 15 0
not indicated 40 0
SCO Scott Glacier not indicated 42 0
STG Steingarden Nunataks not indicated 14 12
snow-covered ice slope 1 1
STE Stewart Hills not indicated 1 1
SZA Szabo Bluff not indicated 44 0
TYR Taylor Glacier not indicated 3 1
TEN Tentacle Ridge not indicated 2 0
TIL Thiel Mountains Bermel Escarpment 4 4
Davies Escarpment 5 0
Moulton Escarpment 54 54
Mt. Powell 1 1
Mt. Walcott 2 2
Mt. Wrather 2 2
not indicated 22 22
WIS Wisconsin Range 2250 North 7 7
East Spear 9 9
East Strickland 3 3
Spear Nunatak 13 9
Strickland 1 1
Y Yamato not indicated 13717 93
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Negative examples

As discussed in Section 3.1.2, the location of non-MSSs as mentioned in literature is often not clear. Also
information on the intensity of the search at these locations is not indicated. It is thus not very sure that
these locations do not contain any meteorite, as the search might have been not extensive enough or the cir-
cumstances can have been unfavorable. For example, a temporary snow cover or sastrugi can have hidden
specimens [Cassidy et al., 1992; Zekollari et al., 2019]. The presented table (Table B.1) does contain supple-
mentary information on sites with a lack of meteorite concentration that have been located on a map using
the description of the location and used for the validation of the classification of MSSs as presented in this
thesis. The majority of the information is found in the online available fieldwork reports of the Antarctic

Search for Meteorites (ANSMET) program.

Table B.1: Overview of negative examples as extracted from the literature.

Name

Literature

Description of the location

Information on search

Allan Hills Northwestern icefield

Battlements Nunatak icefields (2
parts)
Bessinger Nunatak icefield

Boomerang Ranges icefield

Brimstone Peak icefield

Butcher Ridge icefield

Carapace Nunatak icefield

Colbert Hills icefield

David Glacier icefield

Emlen Peaks icefields (6 parts)

Far Northern ice patches (2
parts)
Finger Ridge icefield

Gallipoli Heights ice patches (2
parts)

Cassidy et al.

[1992], Schutt
etal. [1986]
Cassidy and
Schutt [1985]
Harvey and
Schutt [1992]
Marvin  [1982],

Cassidy et al.
[1992]

Cassidy [1984],
Coren et al
[2003], Cassidy
and Annexstad
[1981]

Marvin [1982],
Cassidy [1979]
Marvin  [2014],
Cassidy [1977]

Cassidy et al.
[1992]

Harvey and
Schutt [1993]

Schutt [1982]

Huss et al. [1988]

Marvin [1982],
Cassidy [1979]
Schutt [1982]

Small and separate blue ice area approxi-
mately 16 kilometers north of the far western
icefield in Allan Hills

Large exposed icefields around Battlements
Nunatak

near Bessinger Nunatak

Map [Marvin, 1982, p. 5]

Blue ice located downstream of the outcrop
Brimstone Peak

Map [Marvin, 1982, p. 5]

Carapace Nunatak has its own small icefield

Above and below submerged parts of Col-
bert Hills, Figure 21 [Cassidy et al., 1992, p.
506]

Along north facing escarpments there are ar-
eas of blue ice, not clear if all BIAs around
David Glacier Icefields in Figure [Harvey and
Schutt, 1993] are meant

Bare ice patches at Emlen Peaks, down-
stream (as 'there were no such exposed ice-
fields upstream’ in the areas visited)

Map [Huss et al., 1988, p. 47]

Map [Marvin, 1982, p. 5]

Ice patches in Gallipoli Heights

"Thorough reconnaissance search" in 1985-
86 ANSMET season, only one meteorite find

Reconnaissance search in 1984-85 ANSMET
season

Extensive searching in 1991-92 ANSMET
season, only two meteorites found

Careful search by helicopter in the 1978-79
ANSMET season

Visited by snowmobiles in the 1980-81 ANS-
MET season

Careful search by helicopter in the 1978-79
ANSMET season

Helicopter-assisted survey of some smaller
patches near Carapce Nunatak in 1976-77
season, visited in 1981-82 ANSMET season,
many geodes at base of Carapace Nunatak,
no meteorites found

Only one meteorite find below ice ramp,
supports view that main body Walcott Névé
is not a productive area

Five days of rigorous searching in ANSMET
season 1992-93

Reconnaisance by helicopter with occa-
sional ground checks in 1981-82 ANSMET
season

Side by side traverse on snowmobiles in
1987-88 ANSMET season

Careful search by helicopter in the 1978-79
ANSMET season

Snowmobile traverse in 1981-82 ANSMET
season

Continued on next page
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B. Negative examples

Table B.1: Overview of negative examples as extracted from the literature.

Name Literature Description of the location Information on search
Gordon Valley icefield Cassidy et al. Some blue icefields along edge of Queen  Only two specimens encountered, supports
[1992] Alexandra Range in Walcott Névé, Figure 21 view that main body Walcott Névé is not a
[Cassidy et al., 1992, p. 506] productive area
Griffin Nunatak icefield Cassidy [1984], Blue ice located downstream of the outcrop ~ Visited by snowmobiles in the 1980-81 ANS-
Coren et al Griffin Nunatak Cassidy [1984], icefield near MET season
[2003], Cassidy = Ambalada Peak Coren et al. [2003]

Ice patch between Mount Baldr
and Mount Fleming

Jarina Nunatak to Trinity
Nunatak icefields (4 parts)
Largest icefield along Davies Es-
carpment

Lekander Nunatak icefield

Lewis Nunatak icefields (3 parts)

Lonely One Nunatak icefield

Lonewolf Nunataks icefield
Manhaul Bay icefield
Monument Nunataks icefields (6
parts)

Mount Crean icefield

Mount Dewitt icefield

Mount Howe icefield

Mount Tolchin icefield
Onlooker Nunatak icefield
Outback Nunataks icefields (16
parts)

Outpost Nunatak icefield

Patuxent Main icefield

Renerie Rocks icefield

Scharffenbergbotnen (2 parts)
Shooda Bin icefield
South and west of Reckling Peak

Tent Rock icefield

Turnstile Ridges icefield

and Annexstad
[1981]
Cassidy [1980],
Cassidy et al
[1992], Cassidy
[1977]
Schutt et al
[1986]
Schutt et al
[1983],
citetSchutt1989

Cassidy et al.
[1992]

Schutt et al
[1983],  Schutt
[1989]

Schutt [1982]

Marvin  [1982],
Cassidy [1979]
Cassidy et al.
[1992], Cassidy
[1978]

Schutt [1982]

Cassidy [1977]
Cassidy (1977]

Cassidy [1989],
Cassidy et al.
[1992]

Cassidy et al
[1992]

Schutt [1982]

Schutt [1982]

Cassidy [1984],
Cassidy et al.
[1992], Marvin
[2014], Cassidy
and Annexstad
[1981]

Harvey and
Schutt  [1992],
Harvey et al
[2001], Cassidy
etal. [1992]

Schutt [1982]

Grinsted et al.
[2003]

Harvey and
Schutt [1997]
Schutt et al
[1986]

Cassidy
[1984],Marvin
[2014], Cassidy
and Annexstad
[1981]

Marvin  [1982],
Cassidy [1979]

Wright Upper Glacier receives small amount
of ice from area between Mount Baldr and
Mount Fleming

Blue ice areas stretching from Jarina
Nunatak to Trinity Nunatak

Figure 3 [Schutt et al., 1983, p. 85], Figure 3-5
[p. 13]Schutt1989

Figure 27 [Cassidy et al., 1992, p. 512]

Figure 3 [Schutt et al., 1983, p. 85], Figure 3-5
[p. 13]Schutt1989

Bare ice patch at Lonely One Nunatak,
downstream (as 'there were no such exposed
icefields upstream’ in the areas visited)

Map [Marvin, 1982, p. 5]

Ice patch between arms of Allan Hills

Bare ice patches at Monument Nunataks,
downstream (as 'there were no such exposed
icefields upstream’ in the areas visited)
Large area of blue ice at Mount Crean

Exstensive plateau area of blue ice around
Mount Dewitt

Icefield of ca. 18 km? at west-facing foot of
Mount Howe

Figure 27 [Cassidy et al., 1992, p. 512]

Bare ice patche at Onlooker Nunatak

Bare ice patches at Outback Nunataks,
downstream (as 'there were no such exposed
icefields upstream’ in the areas visited)

Blue ice located downstream of the outcrop
Outpost Nunatak

Expansive blue ice area (ca. 300 km?)
east of Anderson Hills [Harvey and Schutt,
1992]/Patuxent Mountains [Cassidy et al.,
1992; Harvey et al., 2001], Figure 1 [Harvey
and Schutt, 1992, p. 27], Figure 27 [Cassidy
etal., 1992, p. 512]

Bare ice patch at Renerie Rocks, downstream
(as 'there were no such exposed icefields up-
stream’ in the areas visited)
Heimefrontfjella, Figure 4 [Grinsted et al.,
2003, p. 31

Bowl-shaped large icefield, Figure 2, [Harvey
and Schutt, 1997]

Extensive areas south and west of the peak

Blue ice located downstream of the outcrop
Tent Rock

Map [Marvin, 1982, p. 5]

Two isolated finds when flying over by heli-
copter, searched this area and Wright Upper
Glacier for six weeks during 1976-77 ANS-
MET season

Searched in 1985-86 ANSMET season with
no succes

Extensive search in 1982-83 ANSMET sea-
son, six meteorite specimens found in
northern part of icefield, ’search of this ice-
field indicates that large concentrations of
meteorites do not exist on it’

Few isolated meteorite finds

Searched by snowmobiles in 1982-83 ANS-
MET season, only one meteorite found be-
low ice cliffs

Reconnaisance by helicopter with occa-
sional ground checks in 1981-82 ANSMET
season

Careful search by helicopter in the 1978-79
ANSMET season

Two isolated meteorite finds, one in 1977-78
ANSMET season, when foot searches were
conducted

Reconnaisance by helicopter with occa-
sional ground checks in 1981-82 ANSMET
season

Helicopter-assisted survey in 1676-77 ANS-
MET season

Searched in 1676-77 ANSMET season

Extensive week-long search in 1988-89 ANS-
MET season by two team members, only
four specimens found

Few isolated meteorite finds

Reconnaisance by helicopter with occa-
sional ground checks in 1981-82 ANSMET
season

Reconnaisance by helicopter with occa-
sional ground checks in 1981-82 ANSMET
season

Visited by snowmobiles in the 1980-81 ANS-
MET season, found one isolated meteorite
specimen

Five days exploring in 1991-92 ANSMET sea-
son, only 22 meteorites recovered

Reconnaisance by helicopter with occa-
sional ground checks in 1981-82 ANSMET
season

Not indicated

Reconnaissance trip in 1996-97 ANSMET
season, only five specimens in large area
Traversed in 1985-86 ANSMET season

Visited by snowmobiles in the 1980-81 ANS-
MET season

Careful search by helicopter in the 1978-79
ANSMET season

Continued on next page
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Table B.1: Overview of negative examples as extracted from the literature.

Name

Literature

Description of the location

Information on search

Unnamed Nunatak icefield

Upstream icefield of Chastain
Peak

Westhaven Nunatak icefield

Wright Upper Glacier

Harvey and
Schutt [1992]
Schutt et al

[1983],  Schutt
[1989]

Marvin [1982],
Cassidy [1979]
Cassidy [1980],
Cassidy et al.
[1992], Cassidy
[1977]

Small local blue ice patches at an unnamed
nunatak (84°51’S 68°40'W)

Figure 4 [Schutt et al., 1983, p. 85], Figure 3-6
[p. 14]Schutt1989

Map [Marvin, 1982, p. 5]

Debris at the bottom end of Wright Upper
Glacier

Few hours exploring in 1991-92 ANSMET
season

Searched by snowmobiles in 1982-83 ANS-
MET season

Careful search by helicopter in the 1978-79
ANSMET season

Searched some days in the terminal moraine
(also with a mine detector), and also at the
surface of the glacier in 1976-77 ANSMET
season







Test data

The evaluation of the classification is performed using independent test data (Section 5.4.3). This data has
been collected after the classification has been optimized using the validation data (Section 5.1). Therefore,
this test data is presented separately from the validation data.

C.1. Negative test data

The negative test data is gathered by studying additional field work reports on meteorite reconnaissance
and/or recovery missions not in the context of the Antarctic Search for Meteorites (ANSMET) program. The
same limitations apply to this data as to the data presented in Appendix B: (i) The location of non-MSSs as
mentioned in literature is often not clear. (ii) Information on the intensity of the search at these locations is
often not indicated. It is thus not very sure that these locations are absent of meteorites, as the search might
have been not extensive enough or the circumstances can have been unfavorable, for example a temporary
snow cover or sastrugi can have hidden specimens [Cassidy et al., 1992; Zekollari et al., 2019].

The presented table (Table C.1) is in the same format as Table B.1. The table presents supplementary
information on the sites, which have been located using imagery provided by Google Earth Pro (v. 7.3.2.5776).
After translating the location information into polygons, observations are labeled as negative according to the
same procedure as described in Section 3.1.2.

Table C.1: Overview of additional negative examples used for testing.

Name Literature Description of the location Information on search
A 140-A 180 Yanai et al Large area of bare ice south of A 140-A 180, Searched by six members of the Asuka party
[1993] 50 km long E-W and 5 km wide, Fig 2. [Yanai ~ in mid-October, as fouth exploration of the
etal., 1993, p. 139] 29th Japanese Antarctic Research Expedition
(JARE-29), 1987-89
above Morris Cliff Lee et al. [1998] Blue ice fields above Morris Cliff Assessed by aircraft and searched on foot

Between Mt. Simmons and Mt.

Geissel

Independence Hills

Lee et al. [1998]

Lee et al. [1998]

Blue ice fields between Mt. Simmons and
Mt. Geissel

Blue ice fields near Independence Hills

in the 1997-1998 field in the context of the
Robotic Antarctic Meteorite Search (RAMS)
Program

Assessed by aircraft and searched on foot
in the 1997-1998 field in the context of the
Robotic Antarctic Meteorite Search (RAMS)
Program

Traversed and searched in the 1997-1998
field season by snowmobile and on foot in
the context of the Robotic Antarctic Mete-
orite Search (RAMS) Program

Marble Hills Lee et al. [1998] Blue ice fields near Marble Hills Traversed and searched in the 1997-1998
field season by snowmobile and on foot in
the context of the Robotic Antarctic Mete-
orite Search (RAMS) Program

Martin Hills Choi and Kusak- Fig 1. [Lee et al., 1999, p. 1], blue ice fieldsat ~ Foot search in November 1998 in the context

abe [2007]; Lee Martin Hills of the Robotic Antarctic Meteorite Search
etal. [1999] (RAMS) Program, searched in January 2007

in the context of the first Korea Expedition
for Antarctic meteorites (KOREAMET)

Continued on next page
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C. Test data

Table C.1: Overview of additional negative examples used for testing.

Name

Literature

Description of the location

Information on search

Minaret Bowl

Morris Cliff

Mount Bamse

Mount Nils Larsen

Patriot Hills

Pirrit Hills

Sequence Hills

Lee et al. [1998]

Lee et al. [1998]

Yanai et al
[1993]

Yanai et al
[1993]

Lee et al. [1998,
1999]

Choi and Kusak-
abe [2007]; Lee
et al. [1999]

Delisle et al.
[1993]

Blue ice fields near Minaret Peak

Blue ice fields near Morris Cliff

Bare icefield south of Mt. Bamse and Mt.
Nils Larsen, Fig 2. [Yanai et al., 1993, p. 139]

Bare icefield south of Mt. Bamse and Mt.
Nils Larsen, Fig 2. [Yanai et al., 1993, p. 139]

Blue ice fields near Patriot Hills

Fig 4. [Lee et al., 1999, p. 1], blue ice fields at
Pirrit Hills

Similar to Frontier Mountain ice field, val-
leys open to the NE.

Traversed and searched in the 1997-1998
field season by snowmobile and on foot in
the context of the Robotic Antarctic Mete-
orite Search (RAMS) Program

Traversed and searched in the 1997-1998
field season by snowmobile and on foot in
the context of the Robotic Antarctic Mete-
orite Search (RAMS) Program

Searched by six members of the Asuka party
in mid-October, as fouth exploration of the
29th Japanese Antarctic Research Expedition
(JARE-29), 1987-89

Searched by six members of the Asuka party
in mid-October, as fouth exploration of the
29th Japanese Antarctic Research Expedition
(JARE-29), 1987-89

Traversed and searched in the 1997-1998
field season by snowmobile and on foot
and visited again in November 1998 in the
context of the Robotic Antarctic Meteorite
Search (RAMS) Program

Foot search in November 1998 in the context
of the Robotic Antarctic Meteorite Search
(RAMS) Program, searched in January 2007
in the context of the first Korea Expedition
for Antarctic meteorites (KOREAMET)
Searched during EUROMET 1990/91 sea-
son, valley floors drowned in large meltwa-

ter lakes.

C.2. Positive test data

The positive test data is gathered by collecting maps showing the spatial distribution of meteorite finds pro-
vided in field work reports and the literature. These maps are georeferenced using the software QGIS. After
that, a shapefile with the coordinates of individual meteorite finds is created. These finds are rasterized ac-
cording to the same procedure as described in Section 3.1.1. Errors of the finding locations introduced by
georeferencing might be substantial. However, these errors do not influence the obtained data to a large ex-
tent, given that the resolution of the grid to which the finding locations are projected is 450 m (Section 3.1.1).
The maps used to collect the positive test data are listed in Table C.2. The positive test data is complemented
with a small set of recently published location data by the Meteoritical Society [b], also indicated in Table C.2.

Name Literature Map

Asuka Meteoritical Society [b]
Dominionrange  Meteoritical Society [b]

3 locations of meteorite finds, published in July 2019
23 locations of meteorite finds, published in August 2019

Meteorite Hills Martel [2002] Last figure
Mount Balchen Yanai et al. [1994] Fig. 5,p. 5
Nansen (Asuka) Claeys et al. [2015] Fig. 12, p. 19
Yamato Cassidy et al. [1992] Fig. 30, p. 513

Table C.2: Overview of additional positive examples used for testing



Additional Figures

D.1. ROC curves sequential forward selection (SFS) and sequential back-

ward selection (SBS)

D.1.1. Sequential forward selection (SFS)

In the SFS method (Section 5.1.1), the classification is performed recursively with an increasing amount of
features. The first classification (iteration 0) is based on a single feature, and the best predicting feature is
selected. After that, the feature that improves the classification the most is selected. This is repeated until
none of the features improves the classification. The ROC curves of each iteration are shown here.

Iteration 0
ROC curves Single Features
Novelty detection Standard classification
1.0 = 1.0 [
/

0.8 1 0.8
[ i
[ S
o 0.6 1 o 0.6
2 2
2 2
° 0.4 1 o 0.41
2 2

0.2 1 0.2

/
0.0 1 0.0

0.0 0.2 0.4 0.6 0.8 1.0
false positive rate

0.0 0.2 0.4 0.6 0.8
false positive rate

1.0

Radar backscatter
Surface velocity

Ice thickness

Surface slope

Yield stress

Distance to outcrops
Surface temperature
Change of ice thickness

Figure D.1: ROC curves when training the classifiers with a single feature. The eight curves are labeled with the name of the single feature.

Figure is identical to Figure 5.3.
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Iteration 1

ROC curves Sequential Forward Selection (SFS)

Novelty detection Standard classification
1.0 1 1.0 4
0.8 1 0.8 1
—— One feature
% % —— with Radar backscatter
o 0.6 o 0.6 —— with Surface velocity
E E with Ice thickness
4 3 —— with Surface slope
o 0.4 o 0.4 —— with Yield stress
2 2 —— with Distance to outcrops
—— with Change of ice thickness
0.2 1 0.2 1
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0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
false positive rate false positive rate

Figure D.2: ROC curves when training the classifiers with two features: the surface temperature and an additional feature. The curves are
labeled with the feature that has been added. The black curve shows the classification based on a single feature, the surface temperature,
and is identical to the light blue curve in Figure D.1.

Iteration 2
ROC curves Sequential Forward Selection (SFS)
Novelty detection Standard classification
1.0 1 1.0 4
=7
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© ® —— with Radar backscatter
e 0.6 1 e 0.6 1 with Ice thickness
E E —— with Surface slope
o o . .
S 4 S a4 — w!th Yuleld stress
g g —— with Distance to outcrops
el et —— with Change of ice thickness

0.2 4 0.2 1

0.0 1 0.0 1

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
false positive rate false positive rate

Figure D.3: ROC curves when training the classifiers with three features: the surface temperature, the surface velocity, and an additional
feature. The curves are labeled with the feature that has been added. The black curve shows the classification based on two features,
surface temperature and surface velocity, and is identical to the green curve in Figure D.2.
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Iteration 3
ROC curves Sequential Forward Selection (SFS)
Novelty detection Standard classification

1.0 1 1.0 1

0.8 1 0.8
% % — Three features
o 0.6 o 0.6 with Ice thickness
2 2 —— with Surface slope
K @ with Yield stress
s' 0.4 4 g‘ 0.4 1 —— with Distance to outcrops
2 2 —— with Change of ice thickness

0.2 1 0.2 1

0.0 A 0.0 A

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

false positive rate false positive rate

Figure D.4: ROC curves when training the classifiers with four features: the surface temperature, the surface velocity, the radar backscat-
ter, and an additional feature. The curves are labeled with the feature that has been added. The black curve shows the classification
based on three features, surface temperature, surface velocity, and radar backscatter, and is identical to the red curve in Figure D.3.

D.1.2. Sequential backward selection (SBS)

In the SBS method (Section 5.1.2), the classification is performed recursively with a decreasing amount of
features. The classifiers are trained with all but one feature, and the results are compared to a classifier that is
trained using all features. This procedure is repeated until none of the features affects the performance of the
classification negatively. As long as the dimension of the input data is larger than five, the dimensionality is
reduced to five, using a principal component analysis (Section 3.2). This implies that for some of the analyses,
not all variance of the data is considered. However, this does not influence the results to a large degree, as in
the worst case 86.9% of the variance of the data is considered (Figure D.5).

Iteration 0
ROC curves Sequential Backward Selection (SBS)
Novelty detection Standard classification

1.0 1.0

0.8 1 0.8 1 — All features
o o —— without Radar backscatter
® ® —— without Surface velocity
e 0.6 1 e 0.61 without Ice thickness
E £ —— without Surface slope
a 041 8 041 without Yield stress
g~ g~ —— without Distance to outcrops
el et without Surface temperature

0.2 0.2 —— without Change of ice thickness

0.0 1 0.0 1

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
false positive rate false positive rate

Figure D.5: ROC curves when training the classifiers with seven features, all features but one. The curves are labeled with the name of the
feature that has been left out. The black curve shows the classification based on all features. The first five principal components used for
the classifications with seven features explain between 87.6 and 93.1% of the variance of the data. The first five principal components
used for the classifications with all eight features explain 86.9% of the variance of the data.
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Iteration 1

ROC curves Sequential Backward Selection (SBS)

Novelty detection Standard classification
1.0 1 1.0 4
0.8 0.8
— Seven features
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Figure D.6: ROC curves when training the classifiers with six features, all features but the change of ice thickness and another feature. The
curves are labeled with the name of the feature that has been left out. The black curve shows the classification based on seven features,
all features but the change of ice thickness, and is identical to the pink curve in Figure D.5. The first five principal components used for
the classifications with six features explain between 94.6 and 97.0% of the variance of the data. The first five principal components used
for the classifications with seven features explain 92.8% of the variance of the data.
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Novelty detection Standard classification
1.0 A = 1.0 A
= /

0.8 1 0.8
° o — Six features
‘@ ‘é —— without Radar backscatter
v 0.6 1 v 0.6 1 —— without Surface velocity
2 = without Ice thickness
4 041 2 041 —— without Surface slope
g~ / g~ —— without Distance to outcrops
2 2
= + without Surface temperature

0.2 1 0.2 1 /

0.0 1 0.0 1

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
false positive rate false positive rate

Figure D.7: ROC curves when training the classifiers with five features, all features but the change of ice thickness, the yield stress, and
another feature. The curves are labeled with the name of the feature that has been left out. The black curve shows the classification based
on six features, all features but the change of ice thickness and the yield stress, and is identical to the orange curve in Figure D.6. The first
five principal components used for the classifications with five features explain 100% of the variance of the data, as there are only five
features considered. The first five principal components used for the classifications with six features explain 96.6% of the variance of the
data.
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D.2. Two dimensional histograms of principal components (PCs)

A principal component analysis (PCA) does allow to see groupings within the data. The two dimensional
histogram plots of the different combinations of principal components, show that there are up to three groups
visible in the unlabeled data (Figure D.8). Also, it is clear that the values of the PCs of the unlabeled data differ
from the values of the PCs of the positive labeled training data.
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Figure D.8: Two dimensional histograms of the principal components (continued on next page).
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Figure D.8: Two dimensional histograms of the principal components (continued on next page).
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Meteorite hotspot map

The presented meteorite hotspot map is obtained by performing a classification of observations at (buffered)
blue ice areas in Antarctica. These areas are indicated on the provided maps (buffered BIAs). Observations
that are classified as meteorite stranding surface (MSS) are displayed on the maps. Their corresponding ’clas-
sification value’ (Section 5.4.2) can be interpreted as an indication of how likely it is to find meteorites at a
MSS-classified observation (i.e. the precision of the classification). This leaves the interpretation of the ob-
tained results to the user. The overview map does allow to zoom up to 6400 %, a level on which individual
grid cells can be distinguished. An overview of the locations of the sub maps is provided in Appendix A.
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