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Abstract

Networked control systems (NCSs) are control systems in which the control loops are closed
through a communication network. These systems usually consist of sensors, actuators,
controllers and communication devices. The disruption of these control systems can have
a significant impact on public health, safety and lead to large economic losses, e.g. the
electric power distribution, natural gas distribution and transportation systems. This in-
dicates the importance of protecting the NCS against a malicious party which is attacking
the cyber infrastructure. Hence, the NCS should be able to prevent or survive the attacks
attempted by the malicious party.

This thesis examines an NCS using a recently presented asynchronous event-triggered im-
plementation. This implementation only uses one bit for each transmission, which largely
reduces the total number of transmissions. Implementing an aperiodic controller means
that sensor and control communications are limited to instances when the system needs
attention. Due to the fact that transmissions only take place when control action is needed,
it is imperative that these are not tampered with by a malicious party.
Considering the principle of an asynchronous event-triggered based NCS, a security strategy
is presented which can deal with eavesdropping, data modification and compromised-key
attacks. The strategy consists of three main parts: encryption of the single bit sampling
transmissions, key updates to spare the transmitted packages’ length and the injection of
dummies into the wireless network.
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Sherlock Holmes about encrypted messages:

“It is obviously an attempt to convey secret information."
– "The Valley of Fear", A.C. Doyle





Chapter 1

Introduction

A Networked Control System (NCS) is a control system in which the control loop is closed
through a communication network. An NCS usually consists of sensors, actuators, con-
trollers and communication devices. NCSs merge information technology, sensor technology
and communication technology, which makes them widely used in modern control systems.
As a consequence, the security of these types of control systems is very important. A
recently presented asynchronous event-triggered implementation in [3] only uses one bit
for each transmission, which largely reduces the total number of transmissions. However,
this implementation is not robust in the face of attacks or faults, which largely increases
the difficulty of the design of the security strategy. This thesis considers the security issue
of an NCS with the aforementioned asynchronous event-triggered mechanism. A proposal
for the security strategy follows from the consideration of the different aspects related to
the security issue.

1-1 Motivation

NCSs are applied in a large variety of situations; e.g. electric power distribution, natural
gas distribution and transportation [4, 5]. Hence, NCSs can have a significant impact
on public health, safety and security. The disruption of these systems can lead to large
economic losses or even personal injuries. There are multiple examples of attacks on NCSs
with disastrous consequences, such as the Maroochy water breach [6, 7] and the wireless
carjacking of a Jeep [8, 9].
In the year 2000, the wireless control system of Maroochy Water Services company in
Australia was hacked. The wireless communications with sewage pumping stations got
lost, pumps were not working correctly and the alarms put in place to notice malfunctions
did not go off. This caused 800,000 liters of sewage to discharge into local parks, rivers
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2 Introduction

and onto the grounds of a hotel. As a consequence marine life in the area died, creek water
turned black and the sewage caused a horrible stench for the local inhabitants.
In July 2015, hackers broke into the wireless control system of a Jeep and remotely took over
its controls. This gave them access to control several parts of the vehicle, e.g the radio,
windscreen wipers and apply the wiper fluid. Even more concerning is the fact that at
lower speeds, it was possible to disable the brakes and turn the engine off. These examples
indicate the necessity of protecting NCSs against attacks on the cyber infrastructure.
Nevertheless, at the moment most studies regarding the security of NCSs concentrate
on the robustness of the controllers from the perspective of control theory. In [10], a
network packet scheduling attack on the system is considered. By changing the temporal
characteristics of the network, this attack can lead to time-varying delays and changes in
the order in which packets are delivered. A robust output-feedback controller is designed
which uses the received packets in a minimax sense. Another example is [11], where NCSs
under Denial-of-Service (DoS) attacks are considered. In a DoS attack, a large number of
messages are sent with the aim of flooding the communication channel. A robust feedback
controller is designed which minimizes an objective function, subject to safety and power
constraints.
In the foregoing examples, the focus is on the NCS having a robust design, which renders the
attacks ineffective. These kinds of strategies can be seen as reactive, anti-attack methods.
This means that actions are taken when the attacks already had an effect on the NCS
[4, 12, 13]. These actions include attack detection, isolation or correction, all of which are
based on the robustness of the system. Thus the following problems could arise:

1. The reactions may not be efficient: not all kinds of attacks can be predicted.

2. The attacks still cause problems: the attacks have a minimal effect on the systems,
such that these attacks cannot be detected and isolated.

3. The systems may not be optimized: there are some trade-offs between robustness,
system stability and system performance.

Besides reactive, there are also proactive techniques such as encryption and dummy in-
jection. These proactive techniques stem from cryptography. They do not have much
influence on the system performance, but can be more efficient compared to the reactive
strategy and create a higher level of security. Hence, some proactive actions are necessary
to be introduced to NCSs to prevent attacks. The focus of this thesis is on how to encrypt
the feedback formulation.
Following a newly presented Asynchronous Event-Triggered Control (AETC) strategy in
[3], an NCS implementation is considered. By designing a threshold from the system’s
current state and decentralize it to each sensor, a decentralized event-triggered mechanism
can be realized. With both controller and sensor sharing the same threshold, only one bit
is needed for the transmissions of state sampling. Thus, the NCS needs less attention of the
feedback channel compared to the centralized event-triggered implementation. The results
in [14] support this conclusion. The reduced amount of attention makes the asynchronous
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1-2 Problem Statement 3

event-triggered strategy especially suitable for a wireless NCS, which always has a limited
available bandwidth.

However, by using the AETC implementation, transmissions will only be sent along the
feedback channel when necessary. As a result, the NCS is less robust than periodically
controlled structures. If a single bit is changed or destroyed by an attack, the system
can become functionless or disabled. Therefore, the implementation with an asynchronous
event-triggered mechanism can easily be hacked. A strategy needs to be designed for this
kind of implementation; to keep it safe and secured.

Standard encryption algorithms need a lot of processing power and can introduce delays,
which is always unacceptable for real-time control systems. Therefore, it is necessary to
develop a modified encryption algorithm, specifically suited for this NCS. It should satisfy
the following constraints:

1. Safety: since the transmissions only use one bit, the algorithm should be safe and
update its key frequently.

2. Limited message length: since the wireless NCS has a limited bandwidth, the mes-
sages should be as short as possible.

3. Fast: due to the real-time implementation, the encryption and decryption have a
limited processing time.

1-2 Problem Statement

Considering the principle of an asynchronous event-triggered based NCS, a security strat-
egy is presented which can deal with the following attack types: eavesdropping, data
modification and compromised-key attacks. This strategy consists of three sub-strategies,
namely:

1. Sampling encryption: use keys to encrypt the single bit sampling transmissions.

2. Key update: update the keys frequently to spare the transmitted packages’ length,
while assuring a certain level of security.

3. Dummy injection: inject dummies into the wireless network to hide the useful mes-
sages.

The main problem to solve in this thesis is to design algorithms regarding these sub-
strategies.
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4 Introduction

Survey Structure

The rest of this survey is organised as follows. Chapter 2 discusses the necessary funda-
mentals. An overview of the security solution is given in chapter 3. Chapter 4 shows results
of the simulations and this survey ends with a discussion and suggestions for future work
in chapter 5.
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Chapter 2

Preliminaries

This chapter reviews the fundamental subjects related to the security of the Networked
Control System (NCS) under consideration. First, the system structure and the relevant
security concepts will be presented. Followed by an introduction to the related source
coding theories as well as the concept of binary distances. The chapter finishes with a
discussion on the different ways to measure the state of the security.

2-1 System Structure

The employed control scheme is an Asynchronous Event-Triggered Control (AETC). The
applied structure will now be described, starting with a brief introduction of the notations
that are going to be used subsequently.

2-1-1 Asynchronous Event-Triggered Control

The positive real numbers are denoted by R+ and by R+
0 = R+ ∪ 0. Natural numbers,

including zero are denoted by N. | · | denotes the Euclidean norm in the appropriate vector
space, when applied to a matrix | · | denotes the l2 induced matrix norm. For a set, | · |
denotes the cardinality of this set. ‖ · ‖∞ is used for the L∞ functional norm. A function
α: R+ → R+ belongs to class K(α ∈ K) if: α is a continuous function, α(0) = 0 and
s1 > s2 ⇒ α(s1) > α(s2). A function α: R+ → R+ belongs to class K∞(α ∈ K∞) if:
α ∈ K and lim

s→∞
α(s) = ∞. A function α: R+ → R+ belongs to class L(α ∈ L) if: α is a

continuous function, s1 ≥ s2 ⇒ α(s1) ≤ α(s2) and lim
s→∞

α(s) = 0. A function α: R+ → R+

belongs to class KL(α ∈ KL) if: ∀(fixed)t : β(·, t) ∈ K and ∀(fixed)s : β(s, ·) ∈ L.
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6 Preliminaries

Definition 2-1.1. (Asymptotic Stability)[15]
A system ξ̇(t) = f(ξ(t)), t ∈ R+

0 , ξ(t) ∈ Rn is said to be uniformly globally asymptotically
stable (UGAS) if there exists β ∈ KL such that for any t0 ≥ 0 the following holds:

∀ξ(t0) ∈ Rn, |ξ(t)| ≤ β(|ξ(t0)|, t− t0), ∀t ≥ t0.

Definition 2-1.2. (Input-to-State Stability)[15]
A control system ξ̇ = f(ξ, v) is said to be (uniformly globally) input-to-state stable (ISS)
with respect to v if there exists β ∈ KL, γ ∈ K∞ such that for any t0 ∈ R+

0 the following
holds:

∀ξ(t0) ∈ Rn, ‖v‖∞ <∞⇒
|ξ(t)| ≤ β(|ξ(t0)|, t− t0) + γ(‖v‖∞),∀t ≥ t0.

The ISS property of a system can also be established by means of ISS-Lyapunov functions,
i.e. a system is ISS if and only if a smooth ISS-Lyapunov function exists [15].

Definition 2-1.3. (ISS Lyapunov function)[15]
A continuously differentiable function V : Rn → R+

0 is said to be an ISS Lyapunov function
for the closed-loop system ξ̇ = f(ξ, v) if there exists class K∞ functions α, α, αv and αe

such that for all ξ ∈ Rn and v ∈ Rm the following is satisfied:

α(|ξ|) ≤ V (ξ) ≤ α(|ξ|),
∇V · f(ξ, v) ≤ −αv ◦ V (ξ) + αe(|v|). (2-1.1)

Now follows the non-linear system that is going to be analysed. Consider a non-linear
system of the form

ξ̇(t) = f(ξ(t), v(t)),∀t ∈ R+
0 , (2-1.2)

where ξ(t) ∈ Rn, v(t) ∈ Rm, f is locally Lipschitz. Assume a locally Lipschitz controller k :
Rn → Rm is available, rendering the closed-loop system ISS with respect to measurement
errors ε:

ξ̇(t) = f(ξ(t), k(ξ(t) + ε(t))). (2-1.3)

Furthermore, assume a sample-and-hold implementation for the controller:

v(t) = k(ξ̂(t)), (2-1.4)

where
ξ̂(t) = [ξ̂1(t), ξ̂2(t), · · · , ξ̂n(t)]T,
ξ̂i(t) = ξi(tiri

), t ∈ [tiri
, tiri+1), ∀i = 1, · · · , n.

(2-1.5)

Representing the sample-and-hold effect as a measurement error, gives:

εi(t) := ξ̂i(t)− ξi(t).
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2-1 System Structure 7

The sequences of local sampling times {tiri
} for each sensor i are determined by the trig-

gering condition:
tiri

= min{t > tiri−1|ε2
i (t) = ηi(t)}, (2-1.6)

where ηi(t) is a local threshold. These local thresholds are determined by the global
threshold η(t) and a predesigned distributed parameter θi:

ηi(t) = θ2
i η(t)2, |θ| = 1. (2-1.7)

The initial value of the global threshold η(t0) is restricted by the initial state of the system
as:

η(t0) ≥ µ

ρ
α−1 ◦ V (ξ(t0)), (2-1.8)

where ρ is a design parameter that must satisfy α−1 ◦α(α−1 ◦ εα−1
v ◦αe(s)+2s) ≤ ρs for all

s ∈ (0, η(t0)] and some ε > 0; and µ ∈ (0.5, 1) is a predesigned parameter that determines
how the threshold is updated:

η(tcrc+1) = µη(tcrc
). (2-1.9)

The threshold is updated at times tcrc+1:

tcrc+1 = min{t = tcrc
+ rτ c|r ∈ N+, |ξ(t)| ≤ α−1 ◦ α(ρη(tcrc

))}, (2-1.10)

where |ξ(t)| := |ξ̂(t)|+η(t) and τ c is a design parameter at which the sensors need to switch
into listening mode to receive potential threshold update signals. Given that the controller
knows which threshold ηi(t) is being employed by each sensor, only one bit is needed from
the sensors to indicates that an event occurred. This bit contains the sign of the error, i.e.

ξ̂i(tiri
) = ξ̂i(tiri−1) + sign(εi(tiri

))
√
ηi(tiri

). (2-1.11)

Finally, in [3] it is shown that this implementation renders the resulting closed-loop UGAS.

2-1-2 Network Protocol

Assume this control system has its actuator and all its sensors distributed on a large physi-
cal scale. Figure 2-1 depicts a description of the sensor network under consideration. Each
sensor is co-located with a wireless node and a processor, thus forming a sensor node. There
is one controller in this system, which also acts as the central node of the network. The
controller and processors are used to encrypt/decrypt transmissions, inject/filter dummies
and perform key updates. The controller is co-located with the actuator, which calculates
the inputs and forwards them to the actuator after decrypting the information from the
sensor nodes.
The focus of this thesis will be on the security of a scalar problem. More specifically, on
the communications from the sensor towards the controller. These communications require
only the exchange of one bit of information for every sensor update and thus only require
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8 Preliminaries

a small payload. It is preferred that the encrypted message length is as small as possible
to retain the small payload. This in order to save the battery life of the sensors and the
actuator. However the single bit communication is not robust in the face of an attack or
faults, since only 1 altered bit can result in a functionless system. Therefore encryption
and source coding techniques will be applied to improve the security and the tolerance for
faults. Since a transmission only occurs in case of an event, this fact would also be clear
for an eavesdropping attacker. To obscure the occurrence of an event, dummy messages
will be added to the communication channel.
Most of these techniques will increase the length of the message. This means that a balance
has to be found between the message length and the level of security.

Plant

Wireless Network

Sensor1

   Event 
   generator 

Sensor2

   Event 
   generator 

Sensorn

   Event 
   generator 

Actuator

Controller

Figure 2-1: Networked system structure

2-2 Security Concepts

In order to improve the current security state of the NCS; several concepts from cryptog-
raphy and source coding are used. The relevant concepts will be discussed next and are
followed by an exposition of security measures.
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2-2 Security Concepts 9

2-2-1 Cryptography

Cryptography is the practice and study of techniques for secure communication in the
presence of third parties (attackers) [16]. It is concerned with techniques based on a secret
key used for concealing or enciphering data. Only someone with access to the key is capable
of deciphering the encrypted information. In essence, it is impossible for anyone else to do
so.
Depending on the situation, there can be different purposes for employing encryption. In
this case, the one-bit communication between sensor and controller has to be securely
transmitted and even in the presence of an attacker, the system must remain secure.
A simple encryption scheme is presented in figure 2-2 to explain the basic idea behind
encryption. Assume the sensor wants to communicate a messageM with the controller. In
this case the message can be ‘0’,‘1’ or a dummy. A key K is derived beforehand, by using
e.g. a Key Derivation Function (KDF) to obtain a pseudorandom key and is distributed
to the sensor and the controller. To be able to send an encrypted message, the sensor
encrypts M by using K as input for the encryption algorithm to create the encrypted
message (or ciphertext) C. When C is received by the controller, it is able to obtain the
original message by using the decryption algorithm and the same key.

Encryption

Algorithm

Decryption

Algorithm
M C

KDF

K K

M

Controller

Sensor

Figure 2-2: Encryption scheme example

Key Derivation Function

The key(s) being used for the communications must be as unpredictable as possible. If
certain keys were to occur with a higher probability than others, a potential intruder would
find it easier to discover the used key. This unpredictability of the keys can be ensured
by using a pseudo-random generator such as the DES algorithm or a shift register [17],
which generates a pseudo-random 64 bit pattern. In the security strategy for the NCS, the
current samplings can be used as the source of the keys.

Cryptoperiod

The cryptoperiod is described in [18] as the time span during which a specific key is autho-
rized for use or in which the keys for a given system or application may remain in effect.
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10 Preliminaries

This cryptoperiod can be defined by an arbitrary time period or the maximum amount of
data protected by the key [18]. During the determination of a cryptoperiod, the risk and
consequences of exposure have to be considered. Keys used to protect the confidentiality of
communications usually have shorter cryptoperiods than keys used to protect stored data.
Cryptoperiods are generally longer for stored data, because the overhead of a key update
may be cumbersome [18].
The cryptoperiod can be designed based on the following properties [17]:

• Sensitivity of enciphered data: the more important it is to guarantee a high level of
security, the more frequently a key will be exchanged for a new one.

• Period of validity of the protected data: the validity of messages which are communi-
cated. At the time of transmission, the messages may contain valuable information for
an intruder. However, a few moments later the messages can becomen insignificant.

• Strength of the cryptographic algorithm: The first measure of strength of an encryp-
tion algorithm stems from the resulting key length. The length of the key determines
the time it will take for a brute force attack to find the correct key. The second mea-
sure is the strength of the encryption algorithm itself. Due to cryptanalytic methods,
the key can be found in a smaller timespan than by using an exhaustive key search.
This time span is different for each encryption algorithm.

A shorter cryptoperiod can enhance the security of the NCS, because a specific key will
be exposed to sniffers for a shorter period of time. However, a shorter cryptoperiod means
more frequent key changes, which increases the risk of exposing the key generating algo-
rithm. At the same time, a shorter cryptoperiod also means more consumption of system
resources and a higher probability of faults while changing the keys. This trade-off should
be considered while designing the cryptoperiod.
In [2] a model is proposed to obtain the cryptoperiod (Tc) and the minimim key length
(nm). The attacker is assumed to attempt an exhaustive key search in order to decrypt
the ciphertext. Trying all possibilities means that with a key length n, 2n operations may
have to be performed. However using more efficient cryptanalitic methods, this value can
be reduced by a few bits [19]. The estimate given in [2], is a decrease of 1 bit every 1,5
years. Meaning that after e.g. 3 years 2n−2 operations have to be performed. Another
aspect which is taken into account is the fact that computation power increases as time
goes by. Moore’s law states that computation power doubles each 1.5 years. Attackers
will therefore have an increasing amount of computation power available. This model is
derived in the following manner:
The total amount of computation performed E, over a period of time tc and a fixed compu-
tation power c equals: E = ctc. The total time of an exhaustive key search is proportional
to 2n: 2n = ctc. Hence, tc = 2n

c . The number of bits of the security level follows from this
formula and is shown in equation 2-2.1.

n = log2(ctc). (2-2.1)
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Following [2], a correction factor g := 2tc/1.5 has to be applied to the computation power
to incorporate Moore’s law. The estimated computation power available in a specific year
follows from:

c = g · ce, (2-2.2)
with ce the current computation power. Computational power gain accumulated from
the present moment up to tc years can be found by integrating g over the period [0, tc],
multiplied by ce. The total amount of computation performed in tc years is given by:

T = ce(1.5/ln(2))(2(tc/1.5))− 1) (2-2.3)

The number of operations of the exhaustive key search equals: 2n, hence the cryptoperiod
and key length follow from inserting T = E = 2n and solving for tc and n respectively.

tc = 1.5 · log2

((2nln(2))
(1.5c)

)
+ 1

 (2-2.4)

n = log2

(
1.5c
ln(2)

)
+ log2(2(tc/1.5) − 1) (2-2.5)

When the cryptanalytic advances are also taken into account (E = 2n−(tc/1.5)), the key
length becomes:

n = log2

(
1.5c
ln(2)

)
+ log2(2(2tc/1.5) − 2(tc/1.5)) (2-2.6)

It is not possible to solve this equation for tc. However, it is possible to approximate
the term: 2(2tc/1.5) − 2(tc/1.5) = 2(tc/1.5)(2(tc/1.5) − 1) ≈ 2(tc/1.5)2(tc/1.5) = 2(2tc/1.5) . This
makes it possible to approximate the total search time for variable key length and available
computation power:

tc = 1.5n
2 − 1.5

2 log2

(1.5c
2

)
(2-2.7)

Where tc is the amount of time that a key of size n is protected. This approximation can
be used to calculate the cryptoperiod:

Tc = 1.5n
2 − 1.5

2 log2

(1.5c
2

)
. (2-2.8)

Key Update Function

If the value of the new key is dependent on the value of the old key, the process is known
as key update (i.e., the current key is modified to create a new key). The creation of a new
key has to be accomplished by applying a one-way function to the old key and possibly
additional data. Since a non-reversible function is used in the update process, previous
keys are protected in the event that a key is compromised. However, future keys are not
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12 Preliminaries

protected. Key updates are often used to limit the amount of data protected by a single
key. However, following the discussions in [18, 20], key updates cannot be used to replace
a compromised key. The key used for the NCS will be updated once the cryptoperiod has
passed or when there are no messages available to send i.e. all messages have already been
transmitted. The latter is due to the fact that otherwise certain (encrypted) messages
would be used multiple times. This would give a potential attacker more information on
which messages correspond to a ‘0’,‘1’ or dummy message.

Dummy messages

Dummy messages are false messages sent with the purpose of concealing periods of inac-
tivity and the useful information. The properties which dummy messages should satisfy
are discussed in [21] . First, they should have the same binary structure as the real mes-
sages. This obscures which messages are valuable and which are dummies. Second, when
analysing the dummies, the linguistic statistics should not give the attacker any extra in-
formation. The second property can be counteracted by ensuring that the messages have
approximately the same probability of occurrence as any other bit sequences of the same
length. In practice the messages are compressed to remove the redundancy present in the
messages. Where the redundancy is equal to the total number of bits of the message, minus
the number of bits of actual information present in the message.

2-2-2 Security

When considering the security issue of a system, there are three aspects that have to be
considered [17]. The first aspect is the purpose of the security. Which in its turn can
be subdivided into three categories: confidentiality, reliability and continuity. These cate-
gories are shown in table 2-1. This table also shows the way these aspects are handled for
the communication between sensor and controller.
Dummy messages are used to conceal the fact that a message has been transmitted. Error
detection and correction are used to deal with modified or distorted data. Finally, times-
tamps are applied to the transmissions to be able to deal with a replay attack [10]. In the
replay attack, messages that have already been transmitted are reused and transmitted
again by an attacker.

A second aspect is the dimension of the security. The dimension determines whether the
security measures are designed for the prevention or the correction of the damage caused by
an attack. For prevention, the one-bit message is encrypted to minimise the chance of an
attacker compromising the transmitted information. Error correction is applied to the data
transmissions to reduce bit errors caused by noise or an attacker. The key will be rendered
useless when fallen into the hands of an attacker and a key update will be performed.
When the KUF is compromised, a Re-key operation has to be performed, which is entirely
independent of the value of the old key. To limit the amount of data protected by a single
key, the key is updated after all messages are sent or the cryptoperiod has passed. When
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Table 2-1: Purpose of the security

Category Description Security approach
Confidentiality Reading or tapping of data Dummy messages
Reliability Modification of data or the

corrosion of data files
Source coding: Error detec-
tion

Continuity Distortion of data transmis-
sion or sending false data

Source coding: Error correc-
tion and timestamped trans-
missions

a key is compromised this will only give limited access to the attacker. A summary of the
three dimension types is shown in table 2-2 .

Table 2-2: Dimension of the security

Category Description Security approach
Prevention Minimise the chance of any-

thing happening to the trans-
missions

Encryption

Correction If anything happens with the
encrypted data it must be
possible to reconstruct or re-
spond appropriately

Source coding: error correc-
tion
Key update (or Re-key)

Damage limitation When an attack occurs, en-
sure that the resulting dam-
age remains as limited as pos-
sible

Key update (or Re-key)

The final aspect is the means of the security. The means can be subdivided into three
parts as well: the security can be physical, organisational or hardware/software based.
Physical security relates to the protection against the physical entry of an intruder. This
can be accomplished by using e.g. metal containers, temperature or vibration sensors to
prevent physical intrusion of the system. Here, the focus will be on the cryptographic
algorithms and methods which fall into the hardware and software category. The organ-
isational security provides conditions to allow the physical, hardware and software based
security measures to be completely effective.
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14 Preliminaries

2-3 Source Coding

Source coding is used to transmit messages from a source to a recipient with a minimum
amount of errors [22]. The wireless communication channels used for the communication
between the sensor and controller are vulnerable to bit errors [23]. This section discusses
several methods from source coding which are applied to detect and correct these errors.

2-3-1 Hamming Distance

The Hamming distance is a distance measure which can also be used for binary sequences.
The formal definition of the Hamming distance is the distance between two strings fs and
gs, with length ns. This can be defined as [24]:

DH(fs, gs) =
ns∑

i=1
dH(fi, gi) (2-3.1)

where

dH(fi, gi) =
{
0, fi = gi;
1, fi 6= gi;

(2-3.2)

The minimum distance d between two strings, with the Hamming distance as a distance
measure equals

d = min
fs 6=gs

Dh(fs, gs). (2-3.3)

In other words, the Hamming distance DH(fs, gs) represents the number of places where
two different (bit) strings differ.

2-3-2 Minimum n from Source Coding Bounds

In source coding theory, several bounds exist regarding the relation between bit sequence
length (nb) and the number of messages (kb) which can be placed a certain hamming
distance (dH) away from each other. Error coding is used to encode messages in such a
manner that errors can be detected and when appropriate, corrected after transmission or
storage [25]. An error code spreads the 2kb messages evenly over the total number of 2nb

locations.
Every bit-error increases the required Hamming distance between the original and the
corrupted messages by one. By adding a parity bit to the end of the message and if tb
errors need to be detected, this Hamming distance has to be: dHmin > tb. A parity bit
is used to check whether the message contains an even or an odd amount of ones. When
errors also have to be corrected; this distance increases to dHmin > 2tb.
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2-3 Source Coding 15

Hamming Bound

The Hamming bound is a limit on how many bits of redundancy (nb - kb) have to be
be added to a message to create a tb-error correcting code [25]. A message sequence of
length nb has nb!

dH !(nb−dH)! messages that are dH bits away from it. The Hamming bound

for a tb-error correcting code is: 2kb + 2kb ×
tb∑

d=1

nb!
d!(nb−d)! ≤ 2nb . Correcting codes which

satisfy the Hamming bound exactly are called perfect codes. These perfect codes decode
all received messages, whether they are valid or contain an error. This means that more
than tb bit-errors cannot be detected. Perfect codes can be seen as the most efficient codes,
since they use the complete message space. A drawback of using perfect codes is that all
received messages, including the messages containing errors will decode to a solution. More
than tb-bit errors will not be detected [25].

Gilbert-Varsharmov Bound

The Gilbert bound:
2tb∑
d=0

nb!
d!(nb−d)! ≤ 2(nb−kb), gives the smallest size of the message space

(2nb) that guarantees that there will be a tb-error correcting code for kb data bits. Most
error codes are chosen between the Hamming and GV bounds. This means that often, even
though the capacity to correct errors may have been exceeded, the code can still detect
unrecoverable errors [25].

2-3-3 Security Measures

To measure the state of the current and improved security of a system, several measures
can be used. First of all there is the brute force attack. In addition, this section discusses
several probabilities relating to the occurrence of errors and success of an attack.
Starting with some notation for the problem at hand, define

B = {0, 1} (2-3.4)

l ∈ L = Bn (2-3.5)
where L is the set that consists of all possible sequences l with a certain number of bits.
Since AETC is applied, only one bit is required for the transmissions, that is 0 represents
the − sign and 1 represents the + sign. The sequence itself represents if there is a sampling.
Hence, the set K that consists of the meaning of the sequence can be represented as:

km ∈ K = {‘0’, ‘1’,dummy, empty} (2-3.6)

km is the meaning of a certain sequence, "empty" means the sequence is meaningless. A
mapping from the sequences to the meanings f can be defined as:

f : L→ K, f(l) ∈ K l ∈ L (2-3.7)
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Define F, the set that consists of all the possible mappings f . Define L’0’, L’1’, Ld the sets
that consist all the possible sequences l such that f(l) = ’0’, f(l) = ’1’ and f(l) = dummy
respectively. Let |L‘0’|, |L‘1’| and |Ld| represent the cardinality of these sets.

Brute force attack

A security measure of a system is the vulnerability to brute force attacks. The brute force
attack means that an attacker tries out all the possible alternatives. Table 2-3 shows the
time required for a microchip to try out all the possible keys at 106 decryptions/µs for
different key lengths. It is assumed that on average a brute force attack finds the correct
key in half the time necessary to try all alternatives [26].

Table 2-3: Average time required for exhaustive key search [1]

Key size (bits) Number of alternatives Time required at 106

decryptions/µs
32 232 = 4.3 · 109 2.15 ms
56 256 = 7.2 · 1016 10 hours
128 2128 = 3.4 · 1038 5.4 · 1018 years
168 2168 = 3.7 · 1050 5.9 · 1030 years

There are different possibilities for an attack scenario. An attacker could only have a single
computer at his disposal or be able to utilize distributed computing. In case a national
government is the attacker, it is plausible that it has a supercomputer at its disposal or
employ a distributed attack using a set of networked smart phones [2]. Table 2-4 displays for
different types of computing power, the number of Million Instructions Per Second (MIPS)
available. The worst case assumption is made that one instruction is necessary to try a
single alternative [26].

Table 2-4: Computational Power Estimates [2]

Computational Power MIPS
Single Intel Quad Core 1.36× 104

Infected computers China 5.89× 104

BOINC 5.63× 109

K Computer 1.05× 1010

World iPhones and iPods 1.39× 1011

Personal Computers in US 2.23× 1012

In [27], this security measure is combined with a performance measure of the system itself.
The mean square tracking error is being used to evaluate the dynamic performance of the
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system. The motivation for adding the dynamic performance, is the fact that a system
which is highly oscillatory has less room for error. When the system response does not
contain many oscillations, the system has a better tolerance for perturbations caused by
malicious attacks.

Probability of an attacker arbitrarily finding a useful message

Assume the attacker knows the length of the bit sequence of the useful and dummy mes-
sages. In case a random test sequence (ST ) is used by the attacker in an effort to find a
message, the chance of finding a message is equal to the total number of messages divided
by the total number of useful messages, that is |L‘0’|+ |L‘1’|:

P (ST = L‘0’ ∨ ST = L‘1’) = |L‘0’|+ |L‘1’|
2nb

(2-3.8)

P (ST = L‘0’) = |L‘0’|
2nb

, P (ST = L‘1’) = |L‘1’|
2nb

(2-3.9)

Equations 2-3.8 and 2-3.9 show that a larger amount of useful messages will result in
a larger probability for an attacker finding a useful message by arbitrarily generating a
sequence with the same length. While a lower amount of useful messages decreases this
probability, the key will have to be updated more frequently.

Probability of a message being flipped by noise

The probability that an nb-length sequence has tb bits flipped is [25]:

P (tb, nb) = ptb(1− p)(nb−tb) nb!
tb!(nb − tb)!

(2-3.10)

where p is the probability for each bit to be flipped, which comes from the Bit Error
Rate (BER). The bits in a communications channel may be flipped by noise and this
noise is assumed to be white. Meaning that over the bandwidth of the channel, noise has
constant power at all frequencies. The BER is dependent on the amount of energy used to
signal each bit.
The probability that a number of bits equal to dH are flipped, can occur in a number of
ways. Hence, the probability that a certain number of bits are flipped and the rest of the
bits remains error free, needs to be multiplied by these combinations. In this way formula
2-3.10 is derived.

Probability of an attacker changing a message into a different message type

The probability of a successful change can be found by using the Hypergeometric distribu-
tion [28]. This distribution is defined in the following manner: the probability distribution
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of the hypergeometric random variable i, the number of successes in a random sample of
size m, selected from N items of which ka are labelled success and (N − ka) labelled to be
a failure:

P (i;N,m, k) =
(ka

i

)(N−ka

m−i

)(N
m

) (2-3.11)

The probability of an nb-bit message to turn into another message type by using ta bit
changes:

P (i;N, ta, |{d|dH(mx,my) ≤ ta}|) =
(|{d|dH(mx,my)≤ta}|

i

)(N−|{d|dH(mx,my)≤ta}|
ta−i

)(N
ta

) (2-3.12)

Where |{d|dH(mx,my) ≤ ta}| is the number of messages of type my, at Hamming distance
ta away from the original message mx and my is different than mx. N is the total number
of points at Hamming distance ta away from the original message and i = 1, since only 1
message would already mean a success for the attacker.
For the three different message types ‘0’, ‘1’ and dummy, this results in equations 2-3.14
to 2-3.19 for all the different probabilities.

P (1;N, ta, |{d|dH(m‘0’, d) ≤ ta}|) = (|{d|dH (m‘0’,d)≤ta}|
1 )(N−|{d|dH (m‘0’,d)≤ta}|

ta−1 )
(N

ta
) (2-3.13)

P (1;N, ta, |{d|dH(m‘0’,m‘1’) ≤ ta}|) = (|{d|dH (m‘0’,m‘1’)≤ta}|
1 )(N−|{d|dH (m‘0’,m‘1’)≤ta}|

ta−1 )
(N

ta
) (2-3.14)

P (1;N, ta, |{d|dH(m‘1’, d) ≤ ta}|) = (|{d|dH (m‘1’,d)≤ta}|
1 )(N−|{d|dH (m‘1’,d)≤ta}|

ta−1 )
(N

ta
) (2-3.15)

P (1;N, ta, |{d|dH(m‘1’,m‘0’) ≤ ta}|) = (|{d|dH (m‘1’,m‘0’)≤ta}|
1 )(N−|{d|dH (m‘1’,m‘0’)≤ta}|

ta−1 )
(N

ta
) (2-3.16)

P (1;N, ta, |{d|dH(d,m‘0’) ≤ ta}|) = (|{d|dH (d,m‘0’)≤ta}|
1 )(N−|{d|dH (d,m‘0’)≤ta}|

ta−1 )
(N

ta
) (2-3.17)

P (1;N, ta, |{d|dH(d,m‘1’) ≤ ta}|) = (|{d|dH (d,m‘1’)≤ta}|
1 )(N−|{d|dH (d,m‘1’)≤ta}|

ta−1 )
(N

ta
) (2-3.18)

(2-3.19)
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Chapter 3

Solution

As was mentioned in the introduction, to improve the security of the single bit communi-
cation between sensor and controller, two methods are applied: encrypting the feedback
channel and adding dummy messages. It is obvious that with the same encryption algo-
rithm, the more bits an encrypted message has, the better it will be secured. However, the
networked based feedback channel always has limited bandwidth, which limits the message
length. Thus there is a trade-off when designing the length of the message. Hence, it is
necessary to investigate the minimum message length, while satisfying the security con-
straints. A new mechanism that can both encrypt the single bit communication and add
dummies is presented in this chapter.

3-1 General Architecture

The total scheme of the solution is shown in figure 3-1. It shows the additional blocks
necessary to employ the encryption and key updates. The first step is to create a key by
using a Key Derivation Function (KDF), which is based on the HKDF scheme [29]. For
this key derivation, Source Keying Material (SKM) and a salt (non-secret key) are used
to extract a pseudo random sequence with a high amount of entropy. In cryptography, a
salt is random data that is used as an additional input to a one-way function that hashes
a password or passphrase. The primary function of salts is to defend against dictionary
attacks and pre-computed rainbow table attacks. For the SKM, a random number will be
generated with the current time as its seed. The pseudo random sequence is called the
Pseudo Random Key (PRK). The PRK and the desired key length (n) form the input to
the Pseudo Random Function (PRF). The output of the PRF is the key, which is a sequence
that is close to uniformly random. The key is updated following a specified cryptoperiod,
using a Key Update Function (KUF). In this case a HASH function is used on the previous
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key. The HASH is a one-way function, which means that previous keys are protected when
a key is compromised. The key is used as a starting point for the encryption algorithm,
which determines the locations (bit sequences) for all the message types. The encryption
scheme is shown in more detail in figure 3-2.

 Encryption

       +

  Dummies 

  

KDF

K K

KUF

Key

InputKUF

 Decryption
M C M

Controller
Sensor

InputKDF

Figure 3-1: Block scheme of the solution

3-2 Mathematical Problem Formulation

3-2-1 Message Placement using Hamming Distance

Communication channels may be affected by noise or interference [23]. These disturbances
could cause bits in the messages to be flipped. These flipped bits in turn, can lead to the
misinterpretation of messages. When a message is misinterpreted by the controller, a wrong
control action would be taken, which would destabilise the system instead of stabilising
it. To prevent this described misinterpretation of messages, different messages should be
distinguishable by placing them a certain distance apart from each other.
These messages can be placed by using different distance metrics. In [23], it is stated
that the Hamming distance can be used when each bit has an equal probability of being
flipped. This statement holds for wireless communication channels, where the message is
transmitted on a bit-by-bit basis. Hence, for the mechanism at hand, it makes sense to use
the Hamming distance.
By making sure the ‘0’,‘1’ and dummy messages are far from each other, i.e. have a large
Hamming distance, the erroneous flipping of bits will not directly lead to a misinterpreta-
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info

KDF

PRF

KUF

PRK

Extract

SKMSalt Length

Method

Message locations Dummy locations

iHash(Key)

iKey

i+1Key

Additional info

CTXT

RNG(time)

Placement

Figure 3-2: Detailed block scheme of the encryption

tion of the message. For instance, assume a bit sequence of 4 bits is used to send the single
bit information through a wireless communication channel. The sequence ‘0000’ could cor-
respond to ‘0’, ‘1111’ corresponds to ‘1’ and the bit sequences in between are positions
which can be utilised for dummy messages. The hypercube plot of this example is shown
graphically in figure 3-3; in which the dummies are depicted as red squares and placed at
a Hamming distance of 2, away from the messages. The ‘0’ message is represented by a
downward blue triangle and the ‘1’ message is represented by an upward green triangle

3-2-2 Optimal Message placement

An optimal function is presented to find the minimum bit length while satisfying several
constraints.

max
f∈F

|Ld|+ |L‘0’|+ |L‘1’| (3-2.1)

F is the set of mappings from words to meanings, while words represent the encrypted
one-bit transmissions and dummies; meanings represent the one-bit transmissions (‘0’, ‘1’)
and transmission of dummies (d). The locations of all the messages are defined in the
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Figure 3-3: Possible message placement in a fourth order hypercube plot

following manner:

p0 ∈ L0 = {f−1(‘0’)} (3-2.2)
p1 ∈ L1 = {f−1(‘1’)} (3-2.3)

pd ∈ Ld = {f−1(dummy)} (3-2.4)

The constraints that have to be satisfied are:

• Minimum number of messages and dummies: A constraint on the minimum num-
ber of messages and dummies is necessary, because the same sequence cannot be
transmitted more frequently than other sequences.

|L‘0’| ≥ k1 (3-2.5)
|L‘1’| ≥ k1 (3-2.6)
|Ld| ≥ 2k1 (3-2.7)

• Minimum Hamming distance between the messages and dummies and between the
messages themselves:

d̃H(m‘0’, d) = min
m0∈m‘0’

m2∈d

dH(m0,m2) ≥ k2 (3-2.8)

d̃H(m‘1’, d) = min
m1∈m‘1’

m2∈d

dH(m1,m2) ≥ k2 (3-2.9)

d̃H(m‘0’,m‘1’) = min
m0∈m‘0’
m1∈m‘1’

dH(m0,m1) ≥ k3 (3-2.10)
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In equations 3-2.8 and 3-2.9, the constant k2 has to be larger or equal to 2. This
is due to the fact that a Hamming distance equal to 0 would allow for locations to
have multiple definitions, i.e. to be defined as a message ‘0’ as well as a dummy. A
Hamming distance equal to 1 would result in dummies and messages being located
right next to each other and leave no room for bit flipping errors.
Constant k3 in equation 3-2.10 has to be larger than the constant k2, because it is
most important not to confuse a ‘0’ for a ‘1’ than the other way around. If a ‘0’ is
interpreted incorrectly as a ‘1’; this would mean the controller would do the opposite
control action as is required and accelerate the unstable behaviour.

• Force new solution after key update:
Due to the possibility that a key update can result in the location of the encrypted
initialisation message (ft(li)) ending up at a location where the previous optimisa-
tion already allocated another encrypted ‘0’ message; this could lead to the same
optimisation solution. This means that the key update would result in the same
key. To make sure that the key update results in a different pattern of dummies and
messages, there should be a constraint that forces a different solution when the key
is updated. This is achieved by appointing the location of an encrypted message or
dummy of the previous optimisation to be empty in the current optimisation.

ft(li) = empty, li ∈ f−1
t−1(‘0’) ∪ f−1

t−1(‘1’) ∪ f−1
t−1(dummy (3-2.11)

• Percentage of messages:
|Ld|+ |L‘0’|+ |L‘1’| < ρ2n (3-2.12)

The underlying idea of imposing this property is that by reducing ρ, the probability of
an attacker randomly finding a sequence conveying information, i.e. a color different
than n, is reduced.

3-2-3 Coloring Problem

The optimisation problem discussed in the previous section can also be seen as a coloring
problem. Each of the four different location mappings can be represented by a different
color. The solution space is a hypercube with 2n vertices and each vertex must be assigned
to one of these four colors. This leads to the following coloring problem formulation:
Consider a set of 4 possible colors C = {1, 0, d, n} to be used to color a graph. The graph
to be colored is the hypercube Hn = (V, E), resulting from considering V = Bn, i.e. the
set of n bit sequences, and E ⊂ V × V = {(v, v′)|dH(v, v′) = 1}, with dH the Hamming
distance between sequences of bits.
Let us define the map h : V → C as the map providing the coloring of each of the vertices
of the hypercube. And define the following four sets: Lc = {v ∈ Bn |h(v) = c}, with c ∈ C.

Problem 3-2.1. Given a parameter set κ = (k1, k2, k3, ρ), color the graph Hn with colors
in C so that the following properties are satisfied:
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1. |L‘0’| = |L‘1’| = 1
2 |Ld| = k1;

2. dH(v, v′) ≥ k2, ∀ v, v′ ∈ Lj , j ∈ {1, 0, d};

3. dH(v, v′) ≥ k3, ∀ v ∈ Li, v
′ ∈ Lj , i 6= j, i, j ∈ {1, 0, d};

4. 4k1 ≤ ρ2n.

These conditions intuitively mean the following respectively:

1. there needs to be k1 sequences associated to 1 and 0 and 2k1 sequences associated
to d;

2. the hamming distance between sequences associated to the same color (except n)
needs to be at least k2;

3. the hamming distance between sequences associated to the different colors (except
n) needs to be at least k3;

4. the proportion of colors different than n to the total number of possible sequences
needs to be smaller than ρ.

A consequence of using clusters will be that certain sequences and neighbours will appear
with a higher frequency. This would give an attacker extra information about the location
of useful messages, since all its neighbouring sequences are potential messages. When a
message from the sensor is intercepted by the attacker, a neighbouring message can be
inserted into the communication channel, with a high probability of being accepted by the
controller.
The parameter k3 controls the robustness to arbitrary bit flipping resulting in messages
being misinterpreted as a different message; e.g. a ‘0’ as a ‘1’.

Once a solution is found, one has access to (|L‘0’|+|L‘1’|+|Ld|)!
|L‘0’|!·|L‘1’|!·|Ld|! unique solutions. This follows

from the formula for distinguishable permutations [30]:(
n

n1, n2, ..., nk

)
= n!
n1!n2!...nk!

Where n is the number of objects of which n1 are of a certain kind, n2 of another kind and
nk of the further kind, so that n = n1 + n2 + ...+ nk.
A different solution can be obtained by applying permutations on the order of the bits to
the resulting solution, as reordering the bits does not alter the hamming distance between
two sequences, i.e. dH(v, v′) = dH(r(v), r(v′)), where r denotes a bit reordering. Since a
random reordering could result in an equivalent solution i.e. dummies, and messages at the
same locations there has to be an additional constraint which forces a different (unique)
solution in case of a key update. The suggested solution follows from equation 3-2.11.
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3-3 Minimum n using Coloring Problem Theories

The first question one may ask is what the minimum size of the hypercube is, that admits
a solution, i.e.:

Problem 3-3.1. Given a parameter set κ = (k1, k2, k3, ρ), find the minimum nm, or an
upper bound n̄m for it, such that for every n ≥ n̄m ≥ nm a solution to Problem 3-2.1 exists.

The Hamming bound gives a (partial) solution to Problem 3-3.1, because these bounds
assume equidistant codes. Meaning that the Hamming distance between all messages is
assumed to be equal.

3-3-1 Upper bound on the Minimum n

It is well known that one can solve the 2-coloring problem on hypercubes efficiently (poly-
nomial time). Solving such a problem on a hypercube Hm, results in a partition of the
graph vertices into two sets Lb, Lw such that dH(v, v′) ≥ 2 for all vertices v, v′ in the same
set Lb or Lw. This fact will be used to construct a hypercube satisfying the necessary con-
ditions. Employing this construction and additional tricks to enlarge the resulting distance
between elements of one of the sets provides an upper bound on the minimum n necessary
to solve the problem.
Consider a 2-colored hypercube Hm, with m > 2, and the respective sets Lb and Lw. Let
kd := max{k2, k3}. With |Lb| = |Lw| = 2m−1. Now, let p := 2q > 1, r := 2m−1−q, with
q ≤ m−1, and partition Lb in r disjoint sets Si

b, i.e. Si
b∩S

j
b = ∅, ∀ i 6= j and

⋃r
i=1 S

i
b = Lb.

By construction each Si
b has cardinality p.

Definition 3-3.2 (Circular shift operator). Given a finite set S, the circular shift operator
]k : Sp → Sp, of order k ∈ N, operating on sequences of length p of elements in S, is defined
as:

]k((s1, s2, s3, . . . , sp)) := (s(1+k)%k, s(2+k)%k, . . . , s(p+k)%k)

where a%b := a− bba/bc.

Define for each set Si
b, i = 1, . . . , r, the sequences s̄i

k ∈ (Si
b)p, k = 0, . . . , p− 1 as:

s̄i
0 := (si

1, s
i
2, . . . , s

i
p), (3-3.1)

s̄i
k := ]k(s̄0), (3-3.2)

where si
j ∈ Si

b for all j = 1, . . . , p.

Given the fact that dH(si
j , s

k
l ) ≥ 2 for any i, j, k, l such that (i 6= k) ∨ (i = k ∧ j 6= l), it

automatically follows that dH(s̄i
j , s̄

k
l ) ≥ 2p = 2q+1 for any i, j, k, l such that (i 6= k) ∨ (i =
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k ∧ j 6= l). Define now the set S̄ ⊂ Bpm, as S̄ =
⋃r

i=1
⋃p−1

j=0 s̄
i
j . The cardinality of this set

is |S̄| = 2m−1 by construction, and furthermore dH(s̄, s̄′) ≥ 2p for every pair of distinct
elements s̄, s̄′ ∈ S̄, s̄ 6= s̄′.
If now one lets n ≥ pm such that 2p = 2q+1 ≥ kd, 2m−3 ≥ k1 ≤ ρ2pm−2, with q ≤ m− 1, a
guaranteed solution to the problem can be found. Namely, by ordering the elements of S̄
and marking the first k1 elements as 0, the next k1 elements as 1, the following 2k1 as d
and the elements in Bn/S̄ as n.
Thus, one can establish the upper bound 2qm = n̄m ≥ nm, where

m− 1 ≥ q ≥ dlog2 kde − 1,

and

m ≥ max

d2−q

dlog2

(
k1
ρ

)
e+ 2

e, dlog2 k1e+ 3

 .
Which can be reduced to n̄m = 2m−1m, with

m ≥ max

d2−m2

dlog2

(
k1
ρ

)
e+ 2

e, dlog2 k1e+ 3, dlog2 kde

 .
Such a bound provides a partial solution to Problem 3-3.1, and the construction described
in this section a solution to Problem 3-2.1.

3-3-2 Placement Methods

Several solution methods for placing the messages are presented next. These methods do
not assure a global optimum, however they can be used to find a feasible solution.

First Method

A possible method which can be used to enlarge the hamming distance between elements of
|L‘0’|, |L‘1’| and Ld is the following. Consider a set of vertices S ⊂ Bn of the hypercube Hn

such that the distance between any two elements of that set v, v′ ∈ S, v 6= v′ is dH(v, v′) ≥
α. Consider two arbitrary sequences s1, s2 ∈ Br and denote by s̄1, s̄2 the complement of
those sequences, i.e. the sequences with 1’s where there were 0’s and vice versa in the
original sequence of bits. Such sequences satisfy the property that dH(s̄i, si) = r.
Now, one can consider sequences in Bn+2r with the following coloring:

h((s, s1, s2)) = 1,
h((s, s̄1, s̄2)) = 0,
h((s, s̄1, s2)) = h((s, s1, s̄2)) = d,
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with s ∈ S, and any other sequence s′ ∈ Bn+2r being colored by n.

Such a construction would result in:

1. |L‘0’| = |L‘1’| = 1
2 |Ld|;

2. dH(v, v′) ≥ α, ∀ v, v′ ∈ Lj , j ∈ {1, 0, d};

3. dH(v, v′) ≥ 2r, ∀ v ∈ L0, v
′ ∈ L1,;

4. dH(v, v′) ≥ r, ∀ v ∈ Ld, v
′ ∈ Lj , j ∈ {1, 0}.

One can then combine this technique with the one from the previous section, by e.g.
constructing the set S as the set S̄ in the previous section. Then employing the trick in
this section one can fine-tune the distance between the different sets of symbols.

Second method

In case k2 = k3, another method can be applied to enlarge the hamming distance between
elements of |L‘0’|, |L‘1’| and Ld. This method considers a set of vertices S ⊂ Bn of the
hypercube Hn such that the distance between any two elements of that set v, v′ ∈ S, v 6= v′

is dH(v, v′) ≥ α. Consider three arbitrary sequences s1, s2, s3 ∈ Br and denote by s̄1, s̄2, s̄3
the complement of those sequences. Such sequences satisfy the property that dH(s̄i, si) = r.

Now, one can consider sequences in Bn+3r with the following coloring:

h((s, s1, s2, s3)) = 1,
h((s, s1, s̄2, s̄3)) = 0,
h((s, s̄1, s2, s̄3)) = h((s, s̄1, s̄2, s3)) = d,

with s ∈ S, and any other sequence s′ ∈ Bn+3r being colored by n.

Such a construction would result in:

1. |L‘0’| = |L‘1’| = 1
2 |Ld|;

2. dH(v, v′) ≥ α, ∀ v, v′ ∈ Lj , j ∈ {1, 0, d};

3. dH(v, v′) ≥ 2r, ∀ v ∈ L0, v
′ ∈ L1,;

4. dH(v, v′) ≥ 2r, ∀ v ∈ Ld, v
′ ∈ Lj , j ∈ {1, 0}.

This method uses one more sequence r compared to the previous method. However, this
means a larger Hamming distances between message types can be achieved.
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Complementary messages

When one of the two methods is used, an additional trick can be used. By also adding
the complement of all the different message types to their respective groups a better cov-
erage can be achieved. This trick can be applied when the method has not allocated these
complements yet and the Hamming distance constraints remain satisfied. By complement-
ing the sequences, the Hamming distance between the points themselves remains intact.
However the minimum distance has become s̄.For the first method this would mean adding:

h((s̄, s̄1, s̄2)) = 1,
h((s̄, s1, s2)) = 0,
h((s̄, s1, s̄2)) = h((s̄, s̄1, s2)) = d,

For the second method this would mean adding the sequences:
h((s̄, s̄1, s̄2, s̄3)) = 1,
h((s̄, s̄1, s2, s3)) = 0,
h((s̄, s1, s̄2, s3)) = h((s̄, s1, s2, s̄3)) = d,

These methods lead to two different placement algorithms using the cyclic shift.

Incremental Placement Algorithm

Another method which can be employed to find a feasible solution is; incrementally placing
each consequent message. At each placement step the constraints have to be checked. The
incremental placement method is shown in pseudo code below.
This technique can also be combined with the methods discussed in the previous section.
This can be achieved by constructing the set S by first solving a reduced order problem
with the Incremental Placement Algorithm. After which the distance between the different
sets of symbols can be tuned.

3-3-3 Dummy Transmission

Dummies are sent when the difference between the current state xi(t) and the measured
state xi(tk) are equal to half of the threshold η(t).

|xi(t)− xi(tk)| = 1
2θiη(t) (3-3.3)

Which results in sending a dummy alternated by sending a message. This also makes good
use of the fact that twice the amount of dummies |Ld| are available compared to |L‘0’| and
|L‘1’|. A drawback of transmitting dummies in this manner occurs when the time between
consecutive messages becomes small. In this case, the communication channel will still be
busy processing a dummy message and cause a delay for the next measurement, which is
not able to come through. Hence this type of dummy transmission is feasible under the
assumption of slow changing systems.
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Algorithm 1 Random Incremental Placement Algorithm
1: procedure RNIPM
2: while Random p1, f(p1) ∈ {dummy} do
3:
4: while Solution set S 6= ∅
5:
6: Random p2 ∈ |p2 − p1| = k1, f(p2) ∈ {m‘0’}
7:
8: Random p3 ∈ |p3 − p2| = k1 ∧ |p3 − p1| ≥ k1, f(p3) ∈ {dummy}
9:

10: Random p4 ∈ |p4 − p3| = k1 ∧ |p4 − p2| ≥ k1 ∧ |p4 − p1| ≥ k1, f(p4) ∈ {m‘1’}
11:
12: Random p5 ∈ |p5 − p4| = k1 ∧ |p5 − p3| ≥ k1 ∧ |p5 − p2| ≥ k1 ∧ |p5 − p1| ≥ k1,
13:
14: f(p5) ∈ {dummy}
15:
16: etc.
17:
18: end while
19: end procedure

3-3-4 Key Update Strategy

When the cryptoperiod for the key is exceeded or there are no more messages available, a
key update has to be performed. This key update creates a different mapping of messages
and dummies The key is updated using a SHA-HASH function. SHA is chosen, because
it is a cryptographic HASH function and it can generate key lengths of (limited) variable
block sizes. This means the if a certain key length is sufficient, but not a multiple of the
chosen block size, the HASH function will increase the key length. This occurs in the key
update and key derivation step, since both steps use the same HASH function.
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Chapter 4

Results

This chapter discusses the types of simulations that are going to be performed. First the
simulations related to the minimum n are discussed, followed by the placement methods
simulations.

4-1 Minimum n

The goal is to obtain a minimum n which is as small as possible. In the previous chapters,
several tools have been discussed which can aid in choosing a suitablen. The cryptoperiod,
bounds from source coding and the bound derived from graph theory.

4-1-1 Cryptoperiod

Assuming a brute force attack on the system, the cryptoperiod can be calculated using
equation 2-2.8. This takes into account the improvements in computation power and the
decay in security strength. Figure 4-1 shows the results when different types of brute force
attacks are assumed. It shows that in case of an attack with a single Quad Core, 14 bits are
sufficient to obtain a positive cryptoperiod. For the most extreme attack, the first positive
cryptoperiod is reached at a key length of 41 bits. Which results in approximately 108
days (0.2961 year), after which the key has to be updated.
On average, the brute force attack succeeds in half the amount of time necessary to try all
the options. In the model of [2], this was not accounted for. This means that with a key
length of 41 bits, the key has to be updated in 54 days instead of 108 days.
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Figure 4-1: Cryptoperiod for different amounts of computation power

4-1-2 Case k2 = k3

In case it holds that the Hamming distance constraints k2 and k3 are equal; bounds from
source coding can be applied to find bounds on the key length.

Bounds on the minimum n

The Hamming bound gives a lower bound on the minimum n for the equidistant case.
The VG bound gives an upper bound on the minimum n. These are applicable for the
equidistant case. The results are shown in figure 4-2. Both bounds are linearly dependent
on error correction. For a specific cardinality (k1) and number of bits that are allowed to
be corrected, the minimum n has to be picked in between these bounds.

Upper bound on the minimum n

The upper bound obtained from graph theory is shown in 4-3 with logarithmic scales for
k1 and k2 It shows an unexpected result. Namely that increasing k1 is more influential on
n, than increasing the Hamming distance constraint k2. However the coloring bound has
a stronger dependency on k1 than k2. The coloring bound is compared to the Hamming
bound in figure 4-4. This shows that the Hamming bound remains smaller or equal to the
coloring bound. Hence the unexpected result is plausible, since the Hamming bound gives
a minimum bound on n for equidistant codes.
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Figure 4-4: Comparison of coloring bound and Hamming bound on the minimum n

In figure 4-5, the coloring and Hamming bound are plotted with the cryptoperiod con-
straint. It shows that the cryptoperiod constraint is equal or higher than the Hamming
bound. This means that the minimum n can be chosen between the coloring bound and
the cryptoperiod constraint.

4-2 Message Placement

The messages can be placed within the hypercube by using the different methods discussed
in the previous chapter. First, the two placement methods following from graph coloring
will be discussed. The third and final method is the Incremental placement method.

4-2-1 First Placement Method

The results of the first placement method are shown in figures 4-6 and 4-7. A total of
eight and four messages are placed within the hypercube respectively. In the first case;
two messages of m0 and m1 each are placed and 4 dummies. The second case places half
the amount of each message type. This happens when the sequence s consists of only ones
or zeroes. This causes the cyclic shift to result in the same sequence and both ways of
creating dummies results in the same solution.
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Figure 4-5: Comparison of coloring bound (black), Hamming bound (blue) and cryptoperiod
constraint (green) on the minimum n

Figure 4-6: Message placement within fourth order hypercube using the first method
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Figure 4-7: Message placement within fourth order hypercube using the first method

4-2-2 Second Placement Method

Figures 4-8 and 4-9 show the results of the second placement method. These results show
4 placed messages; a message of m0 and m1 each together with 2 dummies. Noticable is
that the solution is always found in one of the two cubes. As a sidenote, permutations of
these solutions can also be found using this method.
By also adding the complement of the messages to the solution, the available solution space
can be used in a more efficient manner. Assuming that the Hamming distance constraints
are still satisfied, since this means a minimum distance has now become equal to the length
of s. The result of adding the complementary messages is shown in figure 4-10

4-2-3 Incremental message Placement

Figure 4-11 shows a result of the incremental message placement in a hypercube plot. In
this case k1 = 1 and k2 = k3 = 2. The dummies are located at ‘1100’ and ‘1111’ and
are shown in green. A m0 message (blue) is placed at ‘0101’ and the m1 message (red) is
placed at ‘0011’.

4-2-4 Placement Method Comparison

When looking at the amount of messages, the cyclic shift placement methods have the
best results. In this case, these methods are able to place double the amount of messages
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Figure 4-8: Message placement within fourth order hypercube using the second method

Figure 4-9: Different solution using the second method
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Figure 4-10: Message placement within fourth order hypercube using the second method
with complementary messages

Figure 4-11: Incremental message placement k1 = 1
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Figure 4-12: Incremental message placement k1 = 2

compared to the incremental placement method. However, due to the random initialisation,
this result is only attainable with the correct initial location for the first method. Otherwise
the amount of placed messages will be less.
It is also noteworthy that the second method finds a solution with all locations close to
one another, while the incremental locations are located far away from eachother. This
could be explained by the fact that in the Incremental Placemtent method each point is
generated at random.
The computation time necessary to place a message with different placement methods is
compared in figure 4-13 for different key lengths. The computation time is the average
of three runs. It shows that the cyclic shift methods perform faster than the incremental
placement method. The first cyclic shift method is slightly faster than the second method.
This difference is more noticable for smaller key lengths, which might be explained by the
additional sequence introduced in the second cyclic shift method.
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Chapter 5

Conclusion

5-1 Minimum n

The necessary key length can be designed using several different bounds. First of all, the
bound following from the brute force attack can be utilised. In the most extreme attack
scenario considered, the key should be at least 41 bits.
In case bit errors are also considered and k2 = k3, the minimum n can be designed satisfying
the coloring upper bound and the Hamming bound. While always having 41 bits as an
absolute lower bound. For the case k2! = k3, the cryptoperiod constraint and the graph
theory bound remain valid and a minimum n can be picked between these bounds.

5-2 Placement Method

The first cyclic shift method is able to place messages in the fastest manner. Additionaly
it is able to place more messages for a similar key length. From the importance of the time
constraint, this method is chosen to perform the placement of messages. Another limitation
of the random method is the fact that it is limited to a size of 12 bits. At this stage, the
matrices created to check the Hamming between consecutive messages become too large.
The cyclic shift methods do not suffer from this drawback and are able to handle up to
1024 bits. The only slight drawback of this method is a limitation on the the Hamming
distance constraints. In the random method k2 and k3 can be chosen freely and in the
cyclic shift methods this has to be done by increasing the length. Although it has to be
noted that the random placement algorithm uses the maximum of k2 and k3 to place the
next message. Hence, the suggested "freedom of choice" is also limited inthis instance.
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5-3 Future Work

Suggestions for research directions for further investigation:

• Use a different HASH function for the Key derivation and update functions. NIST
has recently updated its guideline of HASH functions to SHA-3. This HASH function
is able to generate variable length hashes. This means it is not necessary to be have
outputs as multiple of a certain block size e.g. 64, 128.

• Try to find the optimal message placement solution and compare it to the feasible
solutions suggested in this thesis.

• Apply the cryptographic scheme to a laboratory setup of an NCS and test if the
scheme is robust against attacks.
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Glossary

List of Acronyms

NCS Networked Control System

DoS Denial-of-Service

AETC Asynchronous Event-Triggered Control

KDF Key Derivation Function

MIPS Million Instructions Per Second

BER Bit Error Rate

Nomenclature

η(t0) Initial value of the global threshold
|Ld| Cardinality of the set of dummy messages
|L‘0’| Cardinality of the set of ‘0’ messages
|L‘1’| Cardinality of the set of ‘1’ messages
η(t) Global threshold
ηi(t) Local threshold for sensor i
B Binary set
F Set of all possible mappings
K Set of the possible mappings for each location
L Location set
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48 Glossary

N Natural numbers, including zero
R+ Positive real numbers
R+

0 = R+ ∪ 0 Positive real numbers
µ Predesigned parameter that determines how the threshold is updated
ρ Design parameter
ρ Percentage of messages in the total solution space
τ c Design parameter at which the sensors need to switch into listening mode
θi Predesigned distributed parameter
α, α,αv, αe Class K∞ functions
ε Measurement error
d̃H Minimum Hamming distance
ξ(t) State of the system
ξ(t0) Initial state of the system
{tiri
} Sequences of local sampling times for sensor i

c Estimated computation power available in a specific year
ce Current computation power
d Counter
dH(fi, gi) Hamming distance between elements fi and gi

DH(fs, gs) Hamming distance between strings fs and gs

E Total amount of computation performed
f Space of possible mappings into F
fi, gi String element i
fs, gs Strings
g Correction factor for the computational power gained
i Random variable
k Locally Lipschitz controller
k1, k2, k3 Constants
ka Success
kb Number of messages
km Meaning of a certain sequence
l All possible sequences with a certain number of bits
li Location i
lm1,‘0’(t) Location of the encrypted initialisation message (‘0’) during the current op-

timisation at time t
lm1,‘0’(t−1) Location of the encrypted initialisation message (‘0’) during the previous

optimisation
m Number of successes in a random sample
mx,my Message type (‘0’,1 or dummy), where my is different than mx

N Sample size
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n Key length
nb Bit sequence length
nm Minimum key length
ns Length of a string
p0 Set of ‘0’ message locations
p1 Set of ‘1’ message locations
pd Set of dummy message locations
T Total amount of computation performed in t years
ta Number of bit changes made by an attacker
tb Number of bit errors
Tc Cryptoperiod
tc Total computing time
tcrc+1 Threshold update times
V Continuously differentiable function
X Hypergeometric random variable
‘10..’ Bit sequences are depicted in between apostrophes
C Ciphertext/Encrypted message
K Key
M Message
Salt Non-secret key

Master of Science Thesis P.Zijlstra



50 Glossary

P.Zijlstra Master of Science Thesis


	Front Matter
	Cover Page
	Title Page
	Table of Contents
	List of Figures
	List of Tables
	Preface
	Acknowledgements

	Main Matter
	Introduction
	Motivation
	Problem Statement

	Preliminaries
	System Structure
	Asynchronous Event-Triggered Control
	Network Protocol

	Security Concepts
	Cryptography
	Security

	Source Coding
	Hamming Distance
	Minimum n from Source Coding Bounds
	Security Measures


	Solution
	General Architecture
	Mathematical Problem Formulation
	Message Placement using Hamming Distance
	Optimal Message placement
	Coloring Problem

	Minimum n using Coloring Problem Theories
	Upper bound on the Minimum n
	Placement Methods
	Dummy Transmission
	Key Update Strategy


	Results
	Minimum n
	Cryptoperiod
	Case k2 = k3

	Message Placement
	First Placement Method
	Second Placement Method
	Incremental message Placement
	Placement Method Comparison


	Conclusion
	Minimum n
	Placement Method
	Future Work


	Appendices
	Back Matter
	Bibliography
	Glossary
	List of Acronyms
	Nomenclature



