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 A B S T R A C T

Different numerical modeling methods have been developed and applied to evaluate a variety of performance 
indicators of wave energy converters (WECs), including the power performance, structural loads, levelized 
cost of energy, etc. Based on the modeling fidelity, the commonly used numerical modeling approaches can 
be classified as linear modeling, weakly nonlinear modeling and fully nonlinear modeling approaches. Each 
method differs in accuracy and computational efficiency, making them suitable for different stages of WEC 
design. However, the selection of modeling approach could significantly impact evaluation outcomes. For 
instance, simplified linear models may underestimate structural loads or overestimate energy production in 
some operational conditions, potentially leading to less cost-effective designs. Given the widespread utilization 
of these models, it is essential to understand the uncertainties brought by them in performance evaluations.

This work is dedicated to benchmarking different linear-potential-flow-based numerical models for evaluat-
ing the systematic performance of WECs. Three representative numerical modeling approaches are considered 
in this work, including linear frequency-domain modeling, statistically linearized spectral-domain modeling 
and Cummins equation-based nonlinear time-domain modeling. A generic point absorber WEC is considered 
as the research reference in this work, and different sea sites are taken into account. The numerical models are 
utilized to predict critical performance indicators, including power performance, the annual energy production, 
the capacity factor, the levelized cost of energy and the PTO fatigue loads. By comparing the results, this work 
identifies the uncertainties associated with different modeling approaches in evaluating WEC performance.
1. Introduction

Ocean wave energy represents a vast, sustainable resource with high 
energy density, offering imperative potential for the global energy tran-
sition (Lavidas and Venugopal, 2017; Jin and Greaves, 2021). However, 
the commercialization scale of wave energy conversion technologies 
is far behind other offshore renewable energy technologies, such as 
offshore wind and offshore solar power. This is primarily due to its 
higher levelized cost of energy compared to other technologies (Mar-
tinez and Iglesias, 2022). Hence, to fully unlock the potential of ocean 
wave energy, it is significant to advance the design iteration towards 
more efficient and reliable wave energy converters (WECs) (Guo and 
Ringwood, 2021).

Numerical modeling has become a crucial tool for the early-stage 
design and optimization of WECs, as it significantly reduces both costs 
and time compared to physical experiments (Guo and Ringwood, 2021). 
These models offer valuable insights into WEC dynamics, loads, and 
power performance, enabling the evaluation of WECs across various 
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performance aspects. Commonly used modeling approaches in WECs 
include potential flow theory-based models and fully nonlinear Compu-
tational Fluid Dynamics (CFD) models (Folley, 2016). These approaches 
vary in computational efficiency and modeling fidelity, making them 
suitable for different design stages and purposes.

CFD models are developed to numerically solve the Navier–Stokes 
equations, and their solution methods can be further classified into 
mesh-based and mesh-less solvers (Davidson and Costello, 2020). Mesh-
based CFD software, such as OpenFOAM, Fluent, and STAR-CCM+, 
solves the incompressible Navier–Stokes equations by discretizing the 
computational domain into nodes and cells. In mesh-based solvers, 
the Volume-of-Fluid method is commonly employed for free-surface 
phenomena to facilitate the modeling of wave breaking, slamming, 
and overtopping (Li and Yu, 2012a; Coe and Neary, 2014). Mesh-
less methods, also known as Smoothed Particle Hydrodynamics (SPH), 
discretizes the domain into Lagrangian particles to solve the Navier–
Stokes equations (Crespo et al., 2015). It is particularly suitable for 
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modeling strong nonlinear free-surface effects (Gomez-Gesteira et al., 
2010). DualSPHysics is an open-source SPH code which has recently 
received much research interest in WEC modeling (González-Cao et al., 
2024). Nevertheless, owing to their high computational demands, CFD 
models are predominantly adopted for survivability assessments of 
WECs, rather than for estimating long-term statistical metrics such as 
average power output and accumulated fatigue damage (Ransley et al., 
2017).

Potential flow theory has a prolonged history serving as a founda-
tion for modeling WECs (Falnes, 2003). Different from Navier–Stokes 
equations-based methods, potential flow theory is based on the assump-
tions of inviscid, incompressible, and irrotational flow (Folley et al., 
2019). These assumptions enable the simplification of the governing 
equations to Laplace’s equation for the velocity potential (Papillon 
et al., 2020). Different models have been developed to solve the linear 
potential problems, ranging from the fully linearized approach to the 
fully nonlinear approach. In the linearized potential flow modeling, 
small wave amplitudes and body motions are assumed to allow for 
the linearization of boundary conditions and wave-body interactions. 
Typically, these models are solved in the frequency domain through the 
application of the Boundary Element Method (BEM), yielding hydrody-
namic parameters including excitation forces and radiation coefficients. 
WAMIT, AQWA and Nemoh are the commonly used tools for solving 
linear potential problems of floating bodies (Sheng et al., 2022). As 
an extension, weakly nonlinear potential flow-based models can be 
applied to address some limitations of the fully linearized potential 
flow models. Weakly nonlinear potential flow method retains the as-
sumptions of the mean free surface and mean wetted surface while 
enhancing the solution accuracy via a perturbation scheme (Davidson 
and Costello, 2020). In the perturbation scheme, the Taylor series 
expansion of the free surface and body boundary conditions about their 
mean positions is included. In addition, some studies have proposed 
partial nonlinear potential flow methods for WECs by considering the 
time-dependent body boundary conditions on the instantaneous wetted 
surface. This type of method could extend the linear-potential flow-
based models to cover some selected nonlinear effects (Merigaud et al., 
2012). Representing the high fidelity of the potential flow theory, fully 
nonlinear potential flow modeling lifts the small-amplitude assumption 
by solving Laplace’s equation with the intact free-surface boundary 
condition and the fluid domain of instantaneous nonlinear wetted-
surface (Folley, 2016). The prevalent solution methods for the fully 
nonlinear potential flow modeling include the higher-order boundary 
element methods (Teng and Taylor, 1995), mixed Eulerian–Lagrangian 
methods (Kashiwagi, 2000) and spectral methods (Fenton and Rie-
necker, 1982). This modeling approach can be applied to derive the 
wave-body interaction problems with much higher fidelity.

Among the modeling methods mentioned, linear potential flow-
based models are the most commonly used for identifying systematic 
performance indicators of WECs during the early to middle stages of 
design, due to their superior computational efficiency (Pecher, 2017). 
Accordingly, this work primarily focuses on numerical modeling ap-
proaches based on linear potential flow theory. This type of model-
ing approaches can be further classified as Frequency-Domain (FD) 
models, Spectral-Domain (SD) models, and Cummins equation-based 
Time-Domain (TD) models (Folley, 2016). As reviewed in Penalba Retes 
et al. (2015), frequency-dependent hydrodynamic coefficients can be 
efficiently derived by applying linearized boundary conditions in an 
idealized fluid. These coefficients are crucial for formulating the equa-
tion of motion of floating structures in the frequency domain. Although 
linear FD modeling is computationally efficient and requires minimal 
time, it is limited to fully linear analyses (Li and Yu, 2012a), which 
restricts its accuracy for simulating WECs operating in high-wave en-
vironments or at large motion amplitudes. Comparatively, Cummins 
equation-based TD modeling is also derived based on linear potential 
flow theory (Cummins et al., 1962). However, it numerically solves 
the dynamics of the floating structure at each time step, enabling 
2 
the incorporation of selected nonlinear effects as correction terms. 
Although TD models offer greater accuracy than FD and SD models, 
particularly for high-wave conditions, they require significantly more 
computational time than FD and SD models due to the need for numer-
ical integration (Tan et al., 2022b; Ricci et al., 2008). Nevertheless, 
Cummins equation-based TD models are still considered much more 
computationally efficient but less accurate than CFD models under 
circumstances with highly pronounced nonlinear effects, such as sur-
vivability analyses (Li and Yu, 2012a). SD models, as an alternative, 
extend the FD modeling by incorporating nonlinearities via statistical 
linearization (Folley, 2016), thereby providing a balanced compromise 
between computational efficiency and simulation accuracy. SD models 
have been extended to capture a variety of nonlinear effects, including 
quadratic damping (Silva et al., 2020), excitation force decoupling 
in oscillating surge WECs (Folley and Whittaker, 2010), PTO force 
capping (Tan et al., 2022b), and end-stop mechanisms (Silva, 2019; 
Da Silva et al., 2020). More recently, SD modeling has been extended 
to cover the full wave-to-wire process of WECs, integrating both hy-
drodynamic and electrical system responses (Tan et al., 2023; Tan and 
Laguna, 2023).

A variety of performance indicators for WECs have been evaluated 
through numerical models, including power performance, loads, annual 
energy production (AEP), and the levelized cost of energy (LCOE). 
Among these, power performance is predominantly emphasized during 
early-stage design, as power generation is the primary function of 
WECs. In Pastor and Liu (2014), both TD and FD models were used 
to calculate the power production of a heaving point absorber WEC. A 
guideline for applying FD modeling to estimate the energy production 
of WECs was proposed in Bosma et al. (2012), where a two-body point 
absorber WEC was used as a generic reference. In Cheng et al. (2014), 
an FD model was employed to predict the power capture width of 
a point absorber WEC, considering the effects of buoy size and PTO 
damping. In Babarit et al. (2012), TD modeling was used to model eight 
different types of WECs, providing detailed power performance and 
annual energy production data for WECs at three European sea sites. 
The power performance of a novel dense-located WEC array was esti-
mated using FD modeling in Wei et al. (2017). In Taghipour and Moan 
(2008), an FD model was developed to assess the power performance 
of a multi-body WEC. Similarly, in Tan et al. (2021), FD modeling 
was applied to predict the power production of a heaving WEC with 
varying buoy sizes and PTO control strategies. Additionally, Amini et al. 
(2021), Jin et al. (2023) estimated the power production of different 
types of WECs at realistic sea sites using the open-source TD modeling 
tool WEC-Sim (Lawson et al., 2014). Furthermore, SD modeling has 
also been employed to calculate the power performance and annual 
energy production of WECs, incorporating nonlinear effects (Tan et al., 
2022a,b).

The techno-economic metrics, such as the LCOE, could provide 
valuable insights into the cost-effectiveness of WECs. The evaluation 
of the techno-economic performance for WECs has garnered significant 
research interest in recent years. In Zhong et al. (2024), the AEP 
and the LCOE of a newly proposed mass-adjustable-buoy-based WEC 
were estimated through a combination of TD modeling and economic 
modeling. In Tan et al. (2022c, 2020), FD modeling was applied to 
analyze the effects of buoy and PTO sizing on the AEP and the LCOE 
of a heaving point absorber WEC. A techno-economic study in Petracca 
et al. (2022) assessed the LCOE of WECs connected to a floating wind 
platform, using TD modeling via the WEC-Sim tool, with a focus on 
a sea site off the coast of Northern Ireland. A novel bean-float type 
WEC was modeled in Chandrasekaran and Sricharan (2021) using TD 
modeling, and the LCOE was further analyzed for various Indian sea 
states. The AEP and the LCOE of an oscillating water column (OWC) 
type WEC were estimated in Rosati and Ringwood (2023) based on 
TD modeling, with consideration given to the influence of PTO control 
strategies. The study concluded that LCOE is more sensitive to PTO size 
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than to the bypass valve size of the turbine. Additionally, recent techno-
economic studies have utilized SD modeling to assess the performance 
of WECs. For example, Bonfanti and Giorgi (2022), Tan et al. (2022b) 
studied the techno-economic performance of different WEC types using 
the SD modeling approach.

Identifying the loads exerted on WECs is crucial for designing 
systems that can reliably withstand highly variable and harsh wave 
climates. Offshore structures are typically subjected to two types of 
loading: extreme loading and fatigue loading. While extreme loading 
is important, the focus here is on fatigue loading. Fatigue loading 
primarily occurs during regular operation, resulting from cyclic stress 
variations over time that accumulate strain and wear on the structure. 
It is worth noting that there are various methods for fatigue damage 
analysis, including the FD method (e.g., Dirlik method) and the TD 
method (e.g., Rainflow counting method) (Muñiz-Calvente et al., 2022). 
However, the FD, SD, and TD modeling methods discussed in this 
work mainly refer to different approaches for simulating the dynamics 
of WECs subjected to wave excitations. The predicted dynamics are 
needed subsequently to serve as input for fatigue analysis. Several 
studies have utilized numerical modeling to investigate the fatigue 
loading on WECs (Zurkinden et al., 2015; Shahroozi et al., 2022; 
Ballard et al., 2020). In Zurkinden et al. (2013), FD WEC dynamic 
modeling was used to calculate the dynamics of a point absorber WEC 
and the loads on the connection area between the PTO system and the 
WEC arm across variable sea states. The accumulated fatigue damage 
was derived assuming a narrow-band process. Similarly, in Liu et al. 
(2019), FD modeling was employed to estimate the fatigue load on 
the hydraulic PTO system of a WEC, considering a realistic sea site 
to assess the fatigue reliability of the WEC. The TD WEC dynamic 
modeling approach has also been widely applied in studies that explore 
the fatigue loads on WECs. For instance, in Shahroozi et al. (2022), a TD 
WEC dynamic model was used to quantify fatigue loads on the mooring 
lines and PTO connection area of a point absorber WEC. In Nielsen 
et al. (2017), TD modeling was used to optimize the PTO control 
strategy for a point absorber WEC, considering both power losses and 
fatigue damage. In comparison, to the best of the authors’ knowledge, 
the SD modeling approach has not yet been applied to support the 
identification of fatigue loads on WECs. This is primarily because the 
SD modeling approach is still relatively new compared to FD and TD 
models.

As discussed above, the FD, SD, and TD modeling methods have 
been used to evaluate various aspects of WEC performance, signif-
icantly contributing to the development of wave energy conversion 
technology. However, these models differ in terms of modeling fidelity, 
which can lead to deviations in the evaluation results. Besides, different 
performance indicators of WECs may present different sensitivities 
to numerical modeling fidelity. For instance, the linear FD model 
could overestimate the power performance under powerful sea states, 
while this overestimation may have a negligible impact on the AEP 
if the considered wave resource is generally mild. Comparatively, the 
overestimation of structural loads at powerful sea states, even with 
rare occurrence probability, could result in a noticeable deviation in 
the prediction of total accumulated fatigue damage. This is because 
the number of cycles to failure in the S–N curve is exponential to 
load amplitude (Jimenez-Martinez, 2020). Similarly, techno-economic 
metrics may also exhibit different levels of sensitivity to numerical 
modeling approaches. To the best of the author’s knowledge, there 
is currently no study that quantitatively investigates the influence of 
modeling approaches on the overall performance assessment of WEC 
systems. Therefore, it is essential to establish a benchmark for these 
modeling approaches, focusing on some key elements in systematic 
performance evaluation with considering various wave climates. In 
this study, a generic heaving point absorber with a nonlinear PTO 
system is considered. The three WEC dynamic models, namely the FD, 
SD, and TD models, are applied to estimate the WEC’s performance 
in three aspects: power production, the techno-economic metrics, and 
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fatigue damage. The critical area for fatigue loading is defined as the 
connection rods between the PTO system and the floating buoy. Long-
term wave data from several realistic sea sites are incorporated, and a 
preliminary economic model is applied to analyze the techno-economic 
metric, LCOE. For fatigue prediction, the Dirlik method is applied to the 
stress loads calculated by each WEC dynamic model to derive fatigue 
damage across various sea states. The performance indicators evaluated 
by the three models are presented and compared, highlighting the 
discrepancies between the FD and SD models relative to the nonlinear 
TD model.

2. Methodology

2.1. WEC description

A cylindrical heaving point absorber is considered in this study to 
represent a generic WEC concept, as illustrated in Fig.  1. The WEC 
floater is connected via rigid rods to the PTO system, which is bottom-
founded at the sea floor. Three identical rigid rods are placed parallel 
to distribute the vertical compressive and tensile loads. As the PTO 
rods are expected to endure numerous cyclic loads during the service 
life, the fatigue analysis of this work is focused on the stress loading 
exerted on the cross-sectional plane of the PTO rod. A passive PTO 
system is utilized in this WEC system, and the PTO force saturation 
mechanism is incorporated to protect the electrical component from 
being overheated (Prado and Polinder, 2013). An end-stop force mech-
anism is implemented at both ends of the PTO system to avoid the huge 
impact force. Assuming the wave period of 8 s to be a rated operation 
condition, the nominal power rating of the WEC system is then roughly 
defined as 
𝑃𝑟𝑎𝑡𝑒𝑑 ≈ 2𝜋

8
𝑍𝑒𝑠𝐹𝑚 (1)

where 𝑃𝑟𝑎𝑡𝑒𝑑 is the nominal rated power; 𝑍𝑒𝑠 and 𝐹𝑚 denote the end-stop 
displacement limit and the PTO force limit. The relevant parameters 
of the WEC concept are specified in Table  1. Specifically, the drag 
coefficient 𝐶𝑑 is set to 1, following the Palm and Eskilsson (2021), in 
which the same floater shape as that used in this work was utilized. 
The end-stop displacement limit 𝑍𝑒𝑠 is selected based on the physical 
constraints of the PTO system. Assuming a linear generator as the PTO, 
as reported in Tan et al. (2022c), the optimized translator length for 
a linear permanent magnet generator is approximately 3 m, with the 
force limit 𝐹𝑚 of 200 kN. Accordingly, 𝑍𝑒𝑠 is defined as 1.6 m, slightly 
exceeding half the translator length. Larger displacements would result 
in an overlap of less than 50% between the stator and translator, 
leading to reduced generator conversion efficiency. The end-stop spring 
stiffness 𝐾𝑒𝑠 is chosen to match the relatively soft spring used in Chen 
et al. (2021), which concluded that a relatively soft spring enhances 
power absorption. Although it is known that both 𝑍𝑒𝑠 and 𝐾𝑒𝑠 signifi-
cantly influence the dynamics and power performance of WECs, further 
discussion is clearly beyond the scope of this study. These aspects 
have been comprehensively addressed in Chen et al. (2021), Palm and 
Eskilsson (2021).

2.2. Numerical modeling of WEC dynamics

2.2.1. Linear frequency-domain modeling
Assuming a fully linear system, the equation of motion of the WEC 

can be formulated in the frequency domain. The dynamics of the 
WEC can be described in the form of complex amplitudes under each 
frequency component (Falnes, 2003), as 

𝐹𝑒(𝜔) = 𝑧̂(𝜔)
{

−𝜔2
[

𝑚 +𝑀𝑟(𝜔)
]

+𝐾ℎ𝑠 + i𝜔
[

𝑅𝑟(𝜔) + 𝑅𝑝𝑡𝑜

]

}

(2)

where 𝜔 is the angular frequency of the incoming wave, and ⋅̂ is the 
symbol of the complex amplitude; 𝑧̂ is the complex amplitude of the 
displacement; 𝐹  embodies the complex amplitude of excitation force, 
𝑒
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Fig. 1. Schematic of the cylindrical heaving point absorber WEC with a bottom-
founded PTO system.

Table 1
Relevant parameters of WEC system.
 Parameters Quantities  
 Cylinder radius 5 m  
 Cylinder height 10 m  
 Cylinder mass: 𝑚 402520 kg  
 Water-plane area: 𝐴𝑠 78.5 m2  
 Buoy draft 5 m  
 PTO force limit: 𝐹𝑚 200 kN  
 End-stop displacement limit: 𝑍𝑒𝑠 1.6 m  
 End-stop spring stiffness: 𝐾𝑒𝑠 500 kN/m  
 Nominal power rating: 𝑃𝑟𝑎𝑡𝑒𝑑 250 kW  
 PTO rod cross-sectional area 3 × 23 cm2  
 Water depth 50 m  
 Drag coefficient: 𝐶𝑑 1  
 Water density: 𝜌 1025 kg∕m3 

𝐾ℎ𝑠 stands for the hydrostatic coefficient; 𝑀𝑟(𝜔) and 𝑅𝑟(𝜔) are the 
frequency-dependent added mass and radiation damping coefficients; 
𝑚 represent the mass of the floater. The hydrodynamic coefficients 
throughout this work, including 𝑀𝑟, 𝐾𝑟𝑎𝑑 and 𝐹𝑒, are calculated by a 
linear BEM solver, namely Nemoh (Penalba et al., 2017a).

Limited to the linear assumption in the FD modeling, the viscous 
drag effect and the end-stop mechanism are neglected. The PTO force 
in the FD model is given in a linear form by neglecting the saturation 
effect, as 
𝐹𝑝𝑡𝑜,𝑙𝑖𝑛(𝜔) = −i𝜔𝑧̂(𝜔)𝑅𝑝𝑡𝑜 (3)

The mean power absorption in the FD modeling can be calculated 
as 

𝑃 𝑎𝑏,𝐹𝐷 =
𝑁
∑

𝑗=1

1
2
𝑅𝑝𝑡𝑜 |i𝜔𝑧̂(𝜔)|

2 = 𝑅𝑝𝑡𝑜𝜎
2
𝑧̇ (4)

where 𝜎𝑧̇ denotes the standard deviation of the velocity of the WEC.

2.2.2. Nonlinear time-domain modeling
As the device in this paper is assumed to oscillate in heave motion, 

the numerical model is only discussed for this degree of freedom. 
According to Cummins equation (Cummins et al., 1962), the equation 
of motion of a floating rigid buoy can be described in the time domain 
as

[𝑚 +𝑀 (∞)]𝑧̈(𝑡) = 𝐹 (𝑡) + 𝐹 (𝑡) + 𝐹 (𝑡) + 𝐹 (𝑡) + 𝐹 (𝑡)
𝑟 𝑒 𝑝𝑡𝑜,𝑠𝑎 𝑒𝑠 𝑣𝑖𝑠 ℎ𝑠

4 
+ ∫

𝑡

−∞
𝐾𝑟𝑎𝑑 (𝑡 − 𝜏)𝑧̇(𝜏)𝑑𝜏 (5)

where 𝑀 and 𝑀𝑟(∞) are the body mass and the added mass evaluated 
at the infinite frequency, and 𝐾𝑟𝑎𝑑 is the radiation impulse function; 𝑧, 
𝑧̇ and 𝑧̈ stand for the displacement, the velocity and the acceleration of 
the rigid body; 𝐹𝑒, 𝐹𝑝𝑡𝑜,𝑠𝑎, 𝐹𝑒𝑠, 𝐹𝑣𝑖𝑠 and 𝐹ℎ𝑠 denote the wave excitation 
force, PTO force, end-stop force, viscous drag force and the hydrostatic 
restoring force respectively. The convolution term on the right-hand 
side of the equation describes the memory effect of the radiation force.

The hydrostatic force of the WEC is calculated as: 
𝐹ℎ𝑠 = −𝐾ℎ𝑠𝑧(𝑡) (6)

Considering the saturation effect, the PTO force can be described as

𝐹𝑝𝑡𝑜,𝑠𝑎(𝑡) =

⎧

⎪

⎨

⎪

⎩

−𝑅𝑝𝑡𝑜𝑧̇(𝑡), 𝑓𝑜𝑟 |𝑅𝑝𝑡𝑜𝑧̇(𝑡)| ≤ 𝐹𝑚

sign[−𝑅𝑝𝑡𝑜𝑧̇(𝑡)]𝐹𝑚, 𝑓𝑜𝑟 |𝑅𝑝𝑡𝑜𝑧̇(𝑡)| > 𝐹𝑚

(7)

where 𝑅𝑝𝑡𝑜 is the PTO damping coefficient, and 𝐹𝑚 is the PTO force 
limit, defined as 200 kN.

The end-stop mechanism takes effect once the moving component 
exceeds a defined limit, preventing the hard collision. It can be modeled 
as springs located at the two ends of the PTO system, and the end-stop 
force is then given as 

𝐹𝑒𝑠(𝑧) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

−𝐾𝑒𝑠(𝑧 +𝑍𝑒𝑠), 𝑓𝑜𝑟 𝑧 ≤ −𝑍𝑒𝑠

0, 𝑓𝑜𝑟 |𝑧| < 𝑍𝑒𝑠

−𝐾𝑒𝑠(𝑧 −𝑍𝑒𝑠), 𝑓𝑜𝑟 𝑧 ≥ 𝑍𝑒𝑠

(8)

where 𝐾𝑒𝑠 and 𝑍𝑒𝑠 represent the end-stop spring stiffness and the stroke 
limit where the end-stop mechanism begins to take effect. In this study, 
𝐾𝑒𝑠 is set to be 500 kN/m and 𝑍𝑒𝑠 is set to be 1.6 m.

The viscous drag effect can be incorporated as a quadratic damping 
term (Journée et al., 2015; Silva et al., 2020), expressed as 

𝐹𝑣𝑖𝑠 = −1
2
𝜌𝐶𝐷𝐴𝐷|𝑧̇(𝑡)|𝑧̇(𝑡) (9)

where 𝐶𝑑 embodies the drag coefficient which is defined as 1 in this 
study, and 𝐴𝑠 denotes the projected area of the cylindrical buoy.

With the time-dependent responses derived, the mean absorbed 
power estimated by the TD modeling is calculated 

𝑃 𝑎𝑏,𝑇𝐷 = 1
𝑇 ∫

𝑇

𝑡=0
−𝐹𝑝𝑡𝑜,𝑠𝑎(𝑡)𝑧̇(𝑡)𝑑𝑡 (10)

where 𝑇  corresponds to the simulation time duration.
The nonlinear TD model described above is implemented using the 

open-source software WEC-Sim (Lawson et al., 2014). As a widely 
recognized tool in the field of WECs, WEC-Sim has been validated and 
applied in a range of relevant studies (Ruehl et al., 2014, 2016; Jin 
et al., 2023; Ogden et al., 2022). Therefore, the WEC-Sim model used in 
this study is considered as the numerical experiment that provides more 
accurate results than the linear FD model and the SD model applied 
in this work. In WEC-Sim, the convolution integral in (5) is approxi-
mated using a state-space representation derived from the computed 
hydrodynamic coefficients, with the goal of reducing computational 
cost. The same set of hydrodynamic coefficients used in the linear 
FD model is applied in the WEC-Sim implementation in this work. 
The identification of the state-space parameters is realized in the time 
domain using the singular value decomposition method, as detailed 
in Tom et al. (2015). The time-dependent responses of the system are 
solved using a numerical integration scheme and realized through a 
Simulink model (Lawson et al., 2014). The ODE 45 Solver in Matlab 
is selected as the solution algorithm. The Simulink model constructed 
for this work is shown in Fig.  2. To evaluate the WEC’s performance 
under more realistic conditions, irregular sea states are considered in 
all simulation cases, and the JONSWAP spectrum is applied (Journée 
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Fig. 2. Simulink model of the WEC system utilized in WEC-sim.
et al., 2015). Additionally, the time duration of each simulation is set 
to 3600 s and the period of initial 100 s is implemented as a ramp time 
to avoid strong transient flow (Ruehl et al., 2014). The derived WEC 
response data during the ramp time is excluded in the post-processing 
phase. The time step in all the TD simulations is defined as 0.05 s. 
In order to make a statistically robust measure from time-dependent 
nonlinear results, each simulation is repeated ten times to obtain the 
averaged values of the absorbed power and the power spectral density 
(PSD) of the WEC responses at each frequency. The PSD values are 
derived using the Fast Fourier Transform (FFT) for time-dependent data 
calculated by TD modeling. It should be noted that the simulation time 
duration in TD models could make a difference to the results (Kvittem 
and Moan, 2015; Gao et al., 2023). However, as suggested in Kvittem 
and Moan (2015), a 1-hour simulation duration is mostly sufficient to 
capture the important fatigue effects in floating wind structures which 
is comparable to the system studied in this work. Therefore, using a 
1-hour duration is considered reasonable, particularly considering the 
heavy computational demands of TD simulations.

2.2.3. Spectral-domain modeling
SD modeling is built upon the structure of FD modeling, while 

nonlinear effects can be incorporated by statistical linearization. The 
equation of motion of the WEC in the SD modeling can be given as

𝐹𝑒(𝜔) = 𝑧̂(𝜔)
{

−𝜔2
[

𝑚 +𝑀𝑟(𝜔)
]

+𝐾𝑒𝑠,𝑒𝑞(𝜔) +𝐾ℎ𝑠

+ i𝜔
[

𝑅𝑟(𝜔) + 𝑅𝑣𝑖𝑠,𝑒𝑞 + 𝑅𝑝𝑡𝑜,𝑒𝑞

]

}

(11)

where 𝐾𝑒𝑠,𝑒𝑞 , 𝑅𝑣𝑖𝑠,𝑒𝑞 and 𝑅𝑝𝑡𝑜,𝑒𝑞 denote the equivalent end-stop stiffness, 
the equivalent viscous drag damping, and the equivalent PTO damping. 
They are obtained via the statistical linearization and included in the 
equation of motion to represent the contribution of the corresponding 
nonlinear effects to the dynamics of the WEC.

The mathematical derivation of statistical linearization is detailed 
in Appendix  A. Referring to (A.4), the equivalent linearized coefficients 
concerned in this study can be derived as 

𝐾𝑒𝑠,𝑒𝑞 =
⟨𝑧𝐹𝑒𝑠(𝑧)⟩

⟨𝑧2⟩
(12)

𝑅𝑣𝑖𝑠,𝑒𝑞 =
⟨𝑧̇𝐹𝑣𝑖𝑠(𝑧̇)⟩

⟨𝑧̇2⟩
(13)

𝑅𝑝𝑡𝑜,𝑒𝑞 =
⟨𝑧̇𝐹𝑝𝑡𝑜,𝑠𝑎(𝑧̇)⟩

⟨𝑧̇2⟩
(14)

Taking the equivalent coefficient of the end-stop force, 𝐾𝑒𝑠,𝑒𝑞 , as an 
example, the other two can be derived similarly. Assuming the re-
sponses of the WEC system strictly follow a Gaussian process, then the 
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probability density function of the responses can be given as 

𝐾𝑒𝑠,𝑒𝑞 = ∫

∞

−∞

𝑧𝐹𝑒𝑠(𝑧)
𝜎2𝑧

𝑝(𝑧)d𝑧 (15)

where 𝑝(𝑧) embodies the probability density function of the WEC 
response 𝑧, which can be given as 

𝑝(𝑧) = 1

𝜎𝑧
√

2𝜋
exp(− 𝑧2

2𝜎2𝑧
) (16)

𝐾𝑒𝑠,𝑒𝑞 can therefore be solved by substituting (16) into (15).
It can be noticed that the linearized coefficients in SD modeling 

depend on the standard deviation of the responses, which is unknown 
prior to solving the system. To address this, an iterative scheme is em-
ployed, starting with an initial guess based on the FD model results (Tan 
et al., 2022b; Folley and Whittaker, 2010). The process proceeds until 
the specified tolerance is met, and the tolerance in this work is defined 
as 1 × 10−5 across all the simulation cases. The workflow of the SD 
modeling can be visually summarized in Fig.  3.

The WEC responses can be determined by solving (11). Subse-
quently, the complex amplitude of the PTO force can be described as
𝐹𝑝𝑡𝑜,𝑒𝑞(𝜔) = −i𝜔𝑧̂(𝜔)𝑅𝑝𝑡𝑜,𝑒𝑞 (17)

The mean power absorption is given as 

𝑃 𝑎𝑏,𝑆𝐷 =
𝑁
∑

𝑗=1

1
2
𝑅𝑝𝑡𝑜,𝑒𝑞 |i𝜔𝑧̂(𝜔)|

2 = 𝑅𝑝𝑡𝑜,𝑒𝑞𝜎
2
𝑧̇ (18)

2.3. PTO damping tuning

The selection of the PTO damping plays a significant role in the 
power absorption. As demonstrated in Hals et al. (2002), the optimal 
PTO damping for an ideally linear WEC system without any mechanical 
losses is given as 

𝑅𝑝𝑡𝑜(𝜔) =
√

𝑅𝑟(𝜔)2 +𝑋(𝜔)2 (19)

where 𝑅𝑝𝑡𝑜(𝜔) is the tuned PTO damping for a WEC at the specified 
wave frequency 𝜔. The intrinsic reactance 𝑋 is expressed as 

𝑋(𝜔) = 𝜔[𝑀𝑟(𝜔) + 𝑚(𝜔)] −
𝐾ℎ𝑠
𝜔

(20)

It is visible that the optimal PTO damping, 𝑅𝑝𝑡𝑜, depends on the 
wave frequency, indicating that this method was initially applicable to 
regular wave conditions. To adapt it for irregular sea states, the energy 
period, 𝑇𝑒, is employed as an equivalent to the wave period in regular 
wave scenarios, referring to Tan et al. (2021). It should be noted that 
this is only a simplified method to tune the PTO damping for WECs 
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Fig. 3. Workflow of implementing SD modeling for WECs.
Table 2
Information of considered environmental inputs.
 Sea site Data type Country  
 California NDBC buoy data USA  
 North Sea spectral-wave model data Netherlands 
 Yeu island Candhis buoy data France  

subjected to irregular waves. At the same time, it is not necessarily asso-
ciated with maximum power output. First, tuning the PTO parameters 
to the energy period could not guarantee the optimal PTO damping 
in irregular wave conditions. Secondly, the PTO tuning method does 
not account for nonlinear effects. Nonetheless, all three WEC dynamic 
models employ the same set of PTO damping coefficients, a choice 
deemed reasonable given the benchmarking objective of this study.

2.4. Environmental inputs

Three sea sites are considered in this study as wave climate inputs 
for the performance evaluation, as shown in Table  2. The scatter 
diagrams depicting the occurrence of hours of each sea state at these 
locations are shown in Figs.  4(a), 4(b), and 4(c). Fig.  4(a) represents the 
wave resource at a site off the coast of California, USA. The wave data 
for this site is derived from spectral measurements recorded by NDBC 
Buoy 46022, covering the period from 1996 to 2024 (van Rij et al., 
2019). Fig.  4(b) corresponds to a site in the Wadden Sea, Netherlands, 
part of the North Sea. The wave data for this location is sourced from 
the ECHOWAVE database, which is generated using a high-resolution 
spectral wave model (Alday Gonzalez and Lavidas, 2024). This dataset 
spans from 1992 to 2021, with a temporal resolution of 30 min. Fig. 
4(c) presents the scatter diagram for Yeu Island, located in the oceanic 
territory of France. The wave resource data for this site has been 
provided in Babarit et al. (2012).

2.5. Economic modeling

To estimate the LCOE of the WEC, a preliminary economic model is 
applied in this work, referring to Tan et al. (2021). The first step is to 
calculate the Capital cost (CAPEX) of the WEC system, and the CAPEX 
can be divided into two parts: 

𝐶𝐴𝑃𝐸𝑋 = 𝐶 + 𝐶 (21)
𝑀𝑎𝑠𝑠 𝑃𝑜𝑤𝑒𝑟
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where 𝐶𝑀𝑎𝑠𝑠 and 𝐶𝑃𝑜𝑤𝑒𝑟 embody the mass-related costs and the power-
related costs. These components can be further defined as: 

𝐶𝑀𝑎𝑠𝑠 = 𝐶𝑆 + 𝐶𝐹𝑀 + 𝐶𝐼 =
(

𝑃𝐹𝑀
𝑃𝑆

+
𝑃𝐼
𝑃𝑆

+ 1
)

𝐶𝑆 (22)

𝐶𝑃𝑜𝑤𝑒𝑟 = 𝐶𝑃 + 𝐶𝐶 =
(

𝑃𝐶
𝑃𝑃

+ 1
)

𝐶𝑃𝑇𝑂 (23)

where 𝐶𝑆 , 𝐶𝐹𝑀 , and 𝐶𝐼  represent the costs of the structure, foundation 
& mooring, and installation, respectively, while 𝐶𝑃  and 𝐶𝐶 correspond 
to PTO and grid connection costs. The associated cost percentages of 
CAPEX are 38.2%, 19.1%, 10.2%, 24.2%, and 8.3% (Tan et al., 2021). 
It is noted that the identified techno-economic metrics would vary with 
the economic parameters. However, these parameters are defined to 
be identical when analyzing all the WEC models’ results, which could 
contribute to a reasonable comparison for WEC models.

Referring to the reports (IMARC Group, 2024; Shipbuilding Steel, 
2024), the marine stainless steel price, as of Q3 in 2024, was 3670 US 
dollars per metric tonne in the European market, and the hot-rolled 
band steel was around 750 US dollars per metric tonne. Given the 
fact that offshore structure manufacturing requires the combined use of 
multiple types of steel. The average steel price of the WEC structure is 
roughly estimated to be 1 Euro/kg, considering the currency exchange 
rate of 1.06. The buoy density is taken as half that of water. The PTO 
system is modeled as a direct drive generator, with costs based solely 
on the generator. The required active material depends on the PTO 
force limit and generator force density. As in Polinder (2013), a force 
density of 44 kN∕m2 is assumed, within the typical 30–60 kN∕m2 range. 
The estimated cost of active material in series production is 14,600 
Euros∕m2 (Tan et al., 2021), with total PTO costs set at twice this value 
to account for manufacturing.

The annual OPEX is assumed to be 8% of CAPEX, while the discount 
rate 𝑟 is 8% over a 20-year lifespan, as per (De Andres et al., 2016). The 
LCOE is then calculated as: 

𝐿𝐶𝑂𝐸 =
𝐶𝐴𝑃𝐸𝑋 +

∑𝑛
𝑡=1

𝑂𝑃𝐸𝑋𝑡
(1+𝑟)𝑡

∑𝑛
𝑡=1

𝐴𝐸𝑃𝑡
(1+𝑟)𝑡

(24)

where 𝑛 is the lifespan in years, and 𝑡 represents the evaluated year. 
The AEP at the sea site is given by: 

𝐴𝐸𝑃 = 𝐴𝜂
𝑉
∑

𝑥=1
𝑃𝑎𝑏𝑠𝑜𝑟𝑏𝑒𝑑 (𝑥)𝑇ℎ(𝑥) (25)

where 𝜂 = 0.7 is the power conversion efficiency (Chozas et al., 
2014), and 𝐴 = 0.9 accounts for the WEC availability, considering 
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Fig. 4. Scatter diagram of the annual occurrence of hours of different sea states for considered sea sites.
maintenance (Kramer et al., 2011). 𝑇ℎ represents total operational 
hours for each sea state 𝑥, with 𝑉  denoting the number of wave states.

Another insightful indicator in the techno-economic analysis is the 
capacity factor (CF) (Rusu and Onea, 2018), which can be calculated 
as 
𝐶𝐹 = 𝐴𝐸𝑃

𝑃𝑟𝑎𝑡𝑒𝑑 × 8760
(26)

where ‘‘8760’’ is the amount of total hours per year. Hence, CF implies 
the ability of the WEC to achieve designed power capacity at the 
specific sea site.

2.6. Fatigue damage estimation

This study evaluates the fatigue damage experienced by the PTO 
rod under realistic wave climates. The PTO force results obtained from 
the three different WEC dynamic models are used as inputs for the 
fatigue damage assessment. Various approaches have been proposed for 
predicting the fatigue damage of offshore structures (Muñiz-Calvente 
et al., 2022). Given a time history of the loads, TD methods, such 
as the widely used rain-flow counting method, can be employed to 
characterize load cycle distributions (Amzallag et al., 1994; Kebir 
et al., 2021; Quigley et al., 2016). While this method is considered 
highly accurate for fatigue damage estimation, it requires a substantial 
amount of time-dependent load data and is computationally expensive. 
Alternatively, several FD methods, including the Narrow-band method, 
Jiao-Moan method, and Dirlik method, can statistically describe load 
cycle distributions based on the load spectrum (Dirlik and Benasci-
utti, 2021; Jimenez-Martinez, 2020). Among these, the Dirlik method 
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has been shown to provide highly accurate fatigue damage estimates 
comparable to those obtained using the rain-flow method, particularly 
in the context of WECs (Martinez-Puente et al., 2023). Therefore, the 
Dirlik method is adopted in this study for fatigue estimation across all 
three numerical models. While different fatigue estimation methodolo-
gies may be more suitable for specific scenarios, a detailed discussion 
of these methodologies is beyond the scope of this study.

Based on the calculated PTO loads by different WEC dynamic mod-
els, the stress exerted on the PTO rod is calculated as 

𝑠 =
𝐹𝑝𝑡𝑜

3 × 𝐴𝑟𝑜𝑑
(27)

where 𝑠 is the stress; 𝐴𝑟𝑜𝑑 embodies the cross-sectional area of the three 
PTO rods. The PSD of the stress on the rod can be calculated as 

𝐺(𝑓 ) = 1
2
|𝑠̂(𝑓 )|2

𝛥𝑓
(28)

where 𝐺(𝑓 ) is the PSD at the frequency component 𝑓 , and 𝑓 denotes 
the frequency in Hertz. Then, the statistical moments of the stress PSD 
are expressed as 

𝜆𝑖 = ∫

∞

0
𝑓 𝑖𝐺(𝑓 ) 𝑑𝑓 (29)

where 𝜆𝑖 means the 𝑖𝑡ℎ spectral moment of the stress PSD. Referring to 
the Dirlik method (Dirlik and Benasciutti, 2021), the probability density 
function (PDF) of the stress range at S can be estimated as an empirical 
formula: 

p(S) =

D1
Q exp

(

− Z
Q

)

+ D2Z
R2 exp

(

−Z2
2𝑅2

)

+ D3Z exp
(

−Z2
2

)

√
(30)
2 𝜆0
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Table 3
Material constants of cast iron used in the PTO rod (Li et al., 2017).
 Parameters Quantities 
 Ultimate strength 𝑆𝑢𝑡 500 MPa  
 Fatigue strength 𝑆𝑓𝑎 250 MPa  
 Fatigue exponent 𝑘 0.13  

where D1, D2, D3, R, Z, Q, 𝛾 and xm are fitting parameters, and their 
identification can be referred to Appendix  B.

With the PDF of stress ranges derived, the stress fatigue damage rate 
can be obtained following Miner’s law (Dirlik and Benasciutti, 2021) as

𝑑 = ∫

∞

0

𝑓𝑚
𝑁𝑓 (𝑆)

𝑝(𝑆) 𝑑𝑆 (31)

where 𝑑 is the fatigue stress damage rate, which indicates the damage 
per unit time in seconds; 𝑓𝑚 is the mean frequency and updated at 
each sea state, 𝑁𝑓 (𝑆) embodies the number of cycles to failure at 𝑆, as 
described in the S–N curve: 

𝑁𝑓 (𝑆) =
(

𝑆
𝑆𝑢𝑡

)−𝑘
(32)

where 𝑆𝑢𝑡 is the ultimate strength, and 𝑘 are material fatigue 
parameters.

Substituting (32) to (31) gives: 

𝑑 = 𝑓𝑚 ∫

∞

0

(

𝑆
𝑆𝑢𝑡

)−𝑘
𝑝(𝑆) 𝑑𝑆 (33)

Then, the annual accumulated fatigue damage of the PTO rod at one 
sea site can be as 

𝐷 =
𝑉
∑

𝑥=1
𝑑(𝑥)𝑇ℎ(𝑥) × 3600 (34)

Subsequently, the fatigue life of the PTO rod in years is: 

𝐿 = 1
𝐷

(years) (35)

In this study, the rod material is considered as medium-carbon steel, 
and the relevant material constants for the fatigue property are given 
in Table  3.

3. Results

3.1. Verification of WEC dynamic models

Verifying the three numerical models is a crucial first step. The 
dynamic responses of the WEC predicted by each model are compared 
to assess their consistency. Initial simulations are conducted in a mild 
sea state, where the models are expected to yield identical results. 
The PSD of the WEC velocity and the intrinsic impedance of the WEC 
calculated by the three models are compared. The intrinsic impedance 
𝑍(𝜔) is frequency-dependent and calculated as 

𝑍̂(𝜔) =
𝐹𝑒(𝜔)
i𝜔𝑧̂(𝜔)

(36)

Regarding the TD model, 𝐹𝑒(𝜔) and 𝑧̂(𝜔) are obtained by applying FFT 
to the time-series data.

Figs.  5 and 6 present the derived PSD of the velocity and the 
impedance of the WEC. In the simulation, the significant wave height 
and the peak period are defined as 0.26 m and 8.2 s, and the PTO 
damping 𝑅𝑝𝑡𝑜 is selected following (19). It is visible that these figures 
demonstrate strong agreement among the three models, confirming 
their correct implementation.

The standard deviation of the WEC velocity across a range of 
peak periods is shown in Fig.  7, in which two different significant 
wave heights are considered. As shown in Fig.  7(a), the discrepancies 
between the standard deviation of the WEC velocity calculated by 
8 
Fig. 5. The power spectral density of the velocity of the WEC (𝐻𝑠 = 0.26 m and 
𝑇𝑝 = 8.2 s; 𝑅𝑝𝑡𝑜 = 340 kNs∕m). The shaded area is used to represent the standard 
deviation of multiple TD simulations.

Fig. 6. The intrinsic impedance of the WEC derived by different numerical models 
(𝐻𝑠 = 0.26 m and 𝑇𝑝 = 8.2 s; 𝑅𝑝𝑡𝑜 = 340 kNs∕m). The shaded area is used to represent 
the standard deviation of multiple TD simulations.

the three numerical models appear negligible in mild sea states. As 
the significant wave height increases, nonlinear effects become more 
pronounced. Fig.  7(b) illustrates the standard deviation of the WEC 
velocity in more energetic sea states, where the significant wave height 
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Fig. 7. The standard deviation of the WEC velocity at various peak periods.

is 2.5 m. Here, deviations between the FD and TD models become 
noticeable, with the FD model exhibiting a relative error of up to 
20% at a peak period of 6 s. In contrast, the SD model closely aligns 
with the nonlinear TD model. This outcome is expected, as the SD 
model incorporates nonlinear effects through statistical linearization, 
making it inherently more accurate than the FD model in energetic 
wave conditions.

3.2. On the power performance

This section examines how the choice of numerical WEC dynamic 
model affects power performance estimation. The power matrices ob-
tained from the three models are presented in Figs.  8, 9, and 10. All 
three models exhibit similar trends in power absorption across different 
sea states. Specifically, they capture the general pattern of power 
increasing with the peak period before declining beyond a certain 
threshold. The maximum absorbed power occurs at a significant wave 
height of 5 m and a peak period of approximately 8–9 s in all cases.

At mild sea states (significant wave height below 1 m), the three 
models yield nearly identical results, with negligible discrepancies. 
However, as wave height increases, the FD model begins to diverge 
from the TD model due to intensified nonlinear effects. In contrast, 
the SD model remains closely aligned with the TD model in power 
absorption estimates. Notably, the FD model significantly overestimates 
the maximum power compared to the other two models. Specifically, 
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it predicts a peak power of 233.6 kW, while the SD and TD models 
estimate 130.7 kW and 127 kW, respectively. This results in a substan-
tial relative error of approximately 84% for the FD model compared to 
the TD model. By contrast, the SD model maintains a relative error of 
no more than 9% across all sea states, suggesting that the SD model 
demonstrates a strong capability for accurately assessing WEC power 
absorption.

3.3. On the techno-economic metrics

The impacts of the numerical modeling selection on the techno-
economic evaluation are demonstrated in this section. The discrep-
ancies in power performance estimation among the three numerical 
models inevitably lead to deviations in the techno-economic assessment 
of the WEC. Table  4 presents the AEP values for the WEC at different 
sea sites, as estimated by the three models. The FD model consistently 
overestimates the AEP relative to the reference TD model, with this 
overestimation observed across all examined locations.

As shown in Table  5, the relative error of the FD model compared 
to the TD model ranges from 19.5% to 29.8%, depending on the 
sea site. The highest relative error occurs at Yeu Island, followed 
closely by the California sea site. This trend can be attributed to the 
frequent occurrence of powerful sea states at these locations, where 
the FD model exhibits reduced accuracy due to its inability to capture 
nonlinear effects, as demonstrated in previous analyses. Comparatively, 
the SD model delivers only a slight overestimation relative to the TD 
model, with relative errors ranging from 3.6% to 6.6%.

Tables  6 and 7 show the CF estimated by the three models and 
the corresponding deviations of the SD and FD models compared to 
the results obtained by the TD model. Clearly higher values of the CF 
are obtained by the FD model compared to those by the TD model, 
and the deviation varies from 29.7% to 48.0%. The SD model performs 
much better than the FD model, with overestimating the CF values by 
maximally 6.47%. This further supports the SD model’s capability as 
a balanced approach, offering improved accuracy over the FD model 
while maintaining computational efficiency.

The LCOE is a widely used metric that comprehensively reflects the 
economic feasibility of a WEC design at a given sea site. In this study, 
the LCOE of the WEC is evaluated across the three considered sea sites 
using different WEC dynamic models, as shown in Table  8. Results 
indicate a strong dependence of LCOE on wave resource. According 
to the TD model, the lowest LCOE is observed at the California sea 
site, with a value of 0.5316 Euros/kWh, while the highest LCOE is 
found in the North Sea, reaching 1.5568 Euros/kWh. These variations 
not only imply differences in wave power across locations but also 
highlight the impact of WEC design suitability, such as floater size and 
geometry, on site-specific wave characteristics. When comparing LCOE 
estimates from the three numerical models, it is evident that all models 
capture the general trend of LCOE variation with wave resources. For 
example, all three models consistently identify the North Sea as having 
the highest LCOE and California as having the lowest. However, in 
terms of absolute values, the FD model significantly underestimates 
LCOE compared to the TD model. For instance, at Yeu Island, the 
FD model estimates an LCOE of 0.5721 Euros/kWh, whereas the TD 
model gives a much higher estimate of 0.8552 Euros/kWh, resulting in 
a relative error of 33.1%. As a comparison, the SD model demonstrates 
strong agreement with the TD model across all sea sites. As shown in 
Table  9, the maximum relative error between the SD and TD models 
is only 6.2%, reinforcing the SD model’s suitability as a more reliable 
alternative to the FD model for techno-economic assessments.

3.4. On the fatigue damage

The stress fatigue damage rate 𝑑 on the PTO rod is estimated using 
the three different WEC dynamic models across various sea states. The 
results are presented in Figs.  11, 12, and 13. A comparison of these 



J. Tan et al. Applied Ocean Research 162 (2025) 104725 
Fig. 8. Power matrix estimated by the FD model.
Fig. 9. Power matrix estimated by the SD model.
figures reveals significant discrepancies between the FD model, the 
SD and TD models in estimating the fatigue damage rate. Firstly, the 
SD and TD models predict the highest fatigue damage rate at a sea 
state with the same peak period of approximately 8 s, whereas the FD 
model estimates the maximum fatigue damage rate at a peak period 
10 
of 17 s, indicating a substantial deviation. In addition, at powerful 
sea states, the FD model predicts fatigue damage rates several orders-
of-magnitude higher than those estimated by the SD and TD models. 
Specifically, the maximum fatigue damage rate predicted by the TD 
model is approximately 2.0 × 10−6, while the FD model estimates a 
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Fig. 10. Power matrix estimated by the TD model.
Table 4
The values of the AEP estimated by different WEC dynamic models.
 FD modeling SD modeling TD modeling 
 (MWh) (MWh) (MWh)  
 Yeu island 283.2 196.4 189.5  
 North Sea 135.1 110.7 104.1  
 California 432.5 324.9 304.8  
Table 5
The deviation of the AEP estimated by the FD and SD model to the TD model.
 FD modeling SD modeling 
 Yeu island 49.5% 3.6%  
 North Sea 29.8% 6.3%  
 California 41.9% 6.6%  

Table 6
The values of the CF estimated by different WEC dynamic models.
 FD modeling SD modeling TD modeling 
 Yeu island 12.8% 8.97% 8.65%  
 North Sea 6.16% 5.05% 4.75%  
 California 19.8% 14.8% 13.9%  

Table 7
The deviation of the CF estimated by the FD and SD model to the TD model.
 FD modeling SD modeling 
 Yeu island 48.0% 3.70%  
 North Sea 29.7% 6.32%  
 California 42.5% 6.47%  

significantly higher value of around 6.5 × 10−4. This discrepancy arises 
because the linear FD model does not account for PTO force saturation, 
leading to an overestimation of PTO forces in high-energy wave condi-
tions where saturation effects become pronounced. Conversely, the SD 
model effectively captures the variation trends of fatigue damage rates 
across different sea states. Both the SD and TD models indicate that 
11 
the fatigue damage rate generally increases with peak period up to 8 
s before decreasing at longer peak periods. Moreover, the maximum 
fatigue damage rate predicted by the SD model is 7.0 × 10−7, which 
is approximately half of the corresponding value from the TD model, 
suggesting that the SD model provides a reasonable approximation 
while still underestimating fatigue damage. Fig.  14 further illustrates 
the comparison of the three models in estimating fatigue damage rate. 
It is observed that at low significant wave heights, all three models 
provide similar estimates. However, as the significant wave height 
increases, the FD model diverges considerably from the SD and TD 
models, reinforcing its reduced accuracy in highly nonlinear conditions.

Table  10 presents the annually accumulated fatigue damage 𝐷 on 
the PTO rods. It can be seen that the FD model gives unrealistically 
higher accumulated fatigue damage than that of the TD modeling. For 
instance, the annually accumulated fatigue damage at the Yeu island 
estimated by the TD model is 0.0365 while it is 8.5646 by the FD 
model, with a difference of over 200 times. In the sea site in Cali-
fornia, the estimation difference could even reach around 690 times. 
This also implies that the fatigue life of the PTO rod is significantly 
underestimated when using the FD model to predict the WEC dynamics. 
Specifically, according to the TD modeling, the fatigue life at the Yeu 
island is around 27 years, while it is 0.11 years based on the estimation 
of the FD modeling. The SD model also exhibits deviations from the TD 
model. The accumulated fatigue damage estimated by the SD model is 
lower than that of the TD modeling. This implies the overestimation 
of the fatigue life by the SD model. However, the SD model could 
roughly approximate the fatigue damage and fatigue life with regard 
to the results of the TD modeling. The maximum discrepancy of the 
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Table 8
The values of the LCOE estimated by different WEC dynamic models.
 FD modeling SD modeling TD modeling 
 (Euros/kWh) (Euros/kWh) (Euros/kWh) 
 Yeu island 0.5721 0.8251 0.8552  
 North Sea 1.1996 1.4642 1.5568  
 California 0.3746 0.4986 0.5316  
.

Table 9
The deviation of the LCOE estimated by the FD and SD model to the TD model.
 FD modeling SD modeling 
 Yeu island 33.1% 3.5%  
 North Sea 22.9% 5.9%  
 California 29.5% 6.2%  

Fig. 11. The fatigue damage rate at various sea states, estimated based on the FD 
model.

Fig. 12. The fatigue damage rate at various sea states, estimated based on the SD 
model.

estimated accumulated fatigue damage by the SD model occurs at Yeu 
island, where the value is 0.0365 and 0.0137 comes from the TD and 
SD models, respectively. This difference is maintained less than 3 times, 
which is much improved compared to the linear FD model. At all the 
12 
Fig. 13. The fatigue damage rate at various sea states, estimated based on the TD 
model.

Fig. 14. The comparison of the fatigue damage rate estimated based on different WEC 
dynamic models (𝑇𝑝 = 9𝑠).

Table 10
The annually accumulated fatigue damage estimated by different WEC dynamic models
 FD modeling SD modeling TD modeling 
 Yeu island 8.5646 0.0137 0.0365  
 North Sea 2.8700 0.0076 0.0164  
 California 158.14 0.0961 0.2272  

sea states, the SD model gives nearly the same order-of-magnitude 
estimation as the TD modeling approach.

3.5. Computational efficiency

On top of modeling fidelity, computational efficiency is an impor-
tant and practical factor, particularly in the early design stages, where 
numerous design iterations and optimizations are required. The three 
WEC dynamic models exhibit significantly different computational effi-
ciencies. To quantify these differences, the computational time required 
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Table 11
Computational time of different numerical modeling approaches for one 
simulation case (the sea state is specified as such with a significant wave 
height of 2 m and a peak period of 6 s).
 Numerical models Computational time 
 FD model 1.4 × 10−2 s  
 SD model 3.4 × 10−1 s  
 TD model 375.2 s (10-runs)  

by each model is identified and compared, as presented in Table  11. All 
simulations are performed on the same computing machine equipped 
with an Intel i7/2.80 GHz processor to ensure a fair comparison. As 
shown in Table  11, the FD model demonstrates the highest compu-
tational efficiency, requiring negligible computational time. The SD 
model, while incorporating nonlinear effects through statistical lin-
earization, requires approximately 10 times more computational time 
than the FD model. Comparatively, the TD model, implemented via 
WEC-Sim, demands significantly greater computational resources, re-
quiring over 1000 times the computational time of the SD model. These 
results highlight the distinct advantage of the SD model: it effectively 
accounts for nonlinear effects while maintaining significantly higher 
computational efficiency compared to the TD model. This makes the 
SD approach particularly suitable for early-stage design exploration 
and optimization processes, where computational cost is a critical 
consideration.

4. Discussion

It should be noted that all numerical modeling approaches, includ-
ing the nonlinear TD model presumed the ‘‘true reference’’ in this study, 
are associated with varying levels of underlying limitations. First, all 
three models are fundamentally based on linear potential flow theory. 
While selected weakly nonlinear effects are incorporated into the SD 
and TD models, the hydrodynamic coefficients, namely, excitation 
force, radiation damping, and added mass, are derived using the linear 
potential flow-based solver Nemoh. Secondly, the wave inputs used 
throughout this study are consistently assumed to be unidirectional 
Airy waves. As a result, the simulation results are theoretically valid 
only for relatively small to moderate unidirectional wave conditions. 
Thirdly, the statistical linearization used in the SD model is based 
on the assumption that the WEC system response follows a Gaussian 
process. This assumption remains valid for Airy waves and relatively 
linear regimes of WEC systems. However, as the nonlinearity of the 
system increases, the Gaussian assumption becomes less valid, resulting 
in reduced accuracy of the SD model (Folley and Whittaker, 2010; Tan 
et al., 2022b). Fourthly, the incorporation of nonlinear phenomena into 
the Cummins-equation-based TD model involves certain idealizations. 
For example, viscous effects are represented using an empirical Morison 
drag term. While this term provides a practical and efficient means to 
model effects induced by viscous flow, it is suitable mainly for mild sea 
states and may not accurately capture extreme conditions such as wave 
breaking, slamming, or other complex viscous flow phenomena (Folley, 
2016). Fifthly, only a passive PTO system is considered in this work 
for simplification. The use of an optimal controller or other advanced 
control strategies would, on the one hand, lead to different outcomes 
in the performance evaluations. On the other hand, the implementation 
of such controllers, particularly optimal control strategies that induce 
higher motion amplitudes of the WEC, would also increase the nonlin-
earities of the WEC system (Faedo et al., 2017). As a consequence, it 
would result in a greater deviation of the linear FD model from the SD 
and nonlinear TD models.

The implementation of numerical models inevitably introduces un-
certainties into the simulation results. First, uncertainties in the com-
putation of hydrodynamic coefficients may arise from factors such as 
mesh quality, frequency resolution, range of frequencies considered, 
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and the choice of hydrodynamic solver (Raghavan et al., 2024; Penalba 
et al., 2017b). In this study, this particular source of uncertainty is 
eliminated, as all three models share an identical set of hydrody-
namic coefficients. However, in general, the hydrodynamic analysis 
could introduce a noticeable source of potential uncertainty in WEC 
performance evaluation. Secondly, the SD model involves an iterative 
solution procedure to derive the standard deviation of the unknown 
responses, where the definition of the convergence tolerance intro-
duces another layer of uncertainty (Folley and Whittaker, 2013; Tan 
et al., 2023; Folley, 2016). Thirdly, the state-space approximation used 
in the TD model to evaluate the radiation convolution integral also 
introduces uncertainty. Several methods can be used for this approx-
imation, such as the Prony method, time-domain identification, and 
frequency-domain identification, each with differing theoretical bases 
and accuracy levels (Tom et al., 2015). Furthermore, the number of 
additional states used in the approximation can affect the accuracy of 
simulation outputs (Folley, 2016). Fourthly, uncertainties arise from 
the choice of the numerical integration algorithm to solve the system 
of differential equations in the TD model. Various solvers are available 
and associated with different principles, including the fourth-order 
Runge–Kutta method, Backward Euler method, and Crank–Nicolson 
method (Folley, 2016). The choice of the solution algorithm, along with 
parameters such as time step size and total simulation duration, can 
influence the accuracy and stability of the results. Additionally, when 
modeling WEC responses under irregular wave conditions, each TD 
simulation may exhibit variability due to the stochastic nature of the 
wave input. Typically, a random phase is assigned to each frequency 
component to construct the wave time series. Consequently, multiple 
simulation runs are often required for a given sea state to increase 
the statistical sample size and reduce random errors in the derived 
performance metrics. In this context, both the number of simulation 
runs and the duration of each run contribute to the overall model-
ing uncertainty (Kvittem and Moan, 2015; Gao et al., 2023). In the 
current work, all modeling specifications or justifications related to 
these sources of uncertainty have been provided in the descriptions 
of the respective modeling approaches. Nonetheless, it should be ac-
knowledged that these uncertainties, although potentially limited in 
magnitude, can influence the simulation outcomes and the resulting 
systematic performance evaluations in ways that extend beyond the 
scope of factors considered in this benchmarking study.

5. Conclusion

In this paper, a benchmark study of three predominant numerical 
WEC dynamic models is conducted to assess their applicability in 
evaluating the systematic performance of a WEC system. The three 
numerical modeling approaches include the FD modeling, SD modeling, 
and the WEC-Sim model, which represents the TD modeling approach. 
The systematic performance evaluation of the WEC is carried out across 
three key aspects:

• Power Performance: The power absorption under varying sea 
states, which is formatted as a power matrix.

• Techno-Economic Performance: Assessment of key indicators 
reflecting the cost-effectiveness of the WEC, including the AEP, 
the CF and the LCOE.

• Fatigue Damage Estimation: Prediction of fatigue damage on 
the PTO connection rods, which is crucial for long-term reliability 
and durability of the WEC.

Towards a comprehensive and realistic benchmarking, multiple sea 
sites from different geographical locations are considered in the per-
formance evaluation. Additionally, the computational efficiency of the 
three models is identified and compared. It should be clearly ac-
knowledged that these conclusions are specific to this particular study, 
including the chosen WEC type, implementation methods of numerical 
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models, underlying assumptions, environmental inputs, performance 
estimation methods, and other related factors. Any generalization of the 
conclusions should be approached with caution, taking into account the 
variability of affecting factors as addressed in Section Discussion. Nev-
ertheless, the main takeaways derived from the current benchmarking 
study are drawn below.

Firstly, the FD, SD, and TD models are all applicable for estimating 
power performance, techno-economic performance, and fatigue dam-
age. However, due to variations in modeling fidelity, discrepancies are 
observed in the evaluation results obtained from these models. Notably, 
the magnitude of these discrepancies varies significantly depending on 
the specific performance metric being assessed. In this regard, selecting 
an appropriate numerical modeling approach is crucial for ensuring a 
reasonable and accurate performance evaluation of WECs. The selection 
of the numerical model should be aligned with the performance metric 
under investigation, aiming for a reasonable performance evaluation 
of WECs. Furthermore, it should be noted that the different models are 
appropriate depending on the task at hand. For instance, SD and FD 
models are more useful than the TD model with regard to understand-
ing design trade-offs, control strategies, etc. Comparatively, TD models 
are more preferable for revealing higher-fidelity aspects.

Secondly, regarding the power performance estimation, the three 
WEC dynamic models converge well at relatively mild sea states. For 
this specific WEC, with the increase of the significant wave height, 
the results of the FD model noticeably deviate from those of the TD 
model, and the maximum relative error reaches 84%. Comparatively, 
the power estimation of the SD model closely aligns with that of the 
TD model, in which the maximum error is less than 9% across all 
the considered sea states in the power matrix. Furthermore, it should 
be noted that the dependence of the nonlinearity of WECs is also 
related to other factors. These discrepancies between the models could 
exhibit different trends in the significant wave height with varied WEC 
geometry or control strategies.

Thirdly, both the FD model and the SD model provide more opti-
mistic estimations of the AEP, the CF and the LCOE compared to the 
reference TD model at the three considered sea sites. Specifically, the 
FD model overestimates the AEP by 29.8% to 49.5%, overestimates 
the CF by 29.7% to 48.0% and underestimates the LCOE by 22.9% to 
33.1%, depending on the sea site. In contrast, the SD model demon-
strates significantly higher accuracy relative to the TD model, with 
deviations ranging from 3.6% to 6.6% for the AEP, 3.7% to 6.47% for 
the CF and 3.5% to 6.2% for the LCOE, respectively.

Fourthly, due to the lack of nonlinear elements, particularly the 
force saturation effect, the FD model exhibits severe weakness in fatigue 
damage estimation. Compared to the nonlinear TD model, the FD 
model is unable to capture the variations in fatigue damage rate across 
different sea states. The accumulated fatigue estimated by the FD model 
is around 175 to 690 times larger than the values estimated by the 
TD model, depending on the sea site. This overestimation suggests that 
the fatigue life of the PTO rods would be significantly underestimated 
if the FD model were used. As a comparison, the SD model provides 
a more reasonable approximation of fatigue damage. It successfully 
captures the trends in fatigue damage rate variations with changing 
sea states, and the sea state associated with the highest fatigue damage 
rate predicted by the SD model aligns with that identified by the TD 
model. Furthermore, the accumulated fatigue damage estimated by the 
SD model is nearly of the same order-of-magnitude as the TD modeling 
estimation across all three sea sites.

Finally, the difference in computational time between the three 
WEC dynamic models appears remarkable. As identified in this study, 
the TD model, implemented via WEC-Sim, requires computational re-
sources over a thousand times greater than the SD model, which in 
turn is more than 20 times slower than the FD model. In practice, 
the computational efficiency would inevitably impact the selection of 
the numerical models when carrying out the performance evaluation 
of WECs. However, it should be acknowledged that the nonlinear TD 
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model is expected to deliver more reliable evaluation results than the 
other two models because of its inherently being associated with higher 
modeling fidelity. Hence, the TD model should be prioritized over the 
SD and FD models if the computational resource or time schedule 
allows. As an alternative, the SD model perceives a good compromise 
between the computational time and the accuracy of the performance 
evolution. Particularly, the SD model presents limited discrepancies 
in the evaluation of the power performance, the AEP, and the LCOE. 
It is highly suited for early-stage design and optimization of WECs, 
requiring a huge amount of numerical simulation iterations. However, 
the FD model is an appropriate option to preliminarily characterize the 
dynamic response and power absorption of WEC to ocean waves, while 
it demonstrates sufficient applicability to rather linear regimes, such as 
less powerful waves and mild operation conditions.
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Appendix A. Derivation of statistical linearization in SD modeling

The fundamental principle of the statistical linearization is to find 
a linear coefficient which is expected to dissipate the same amount 
of energy with the exact nonlinear effect in a random vibration sys-
tem (Roberts and Spanos, 2003; Folley and Whittaker, 2010). Defining 
a generic nonlinear function 𝐹𝑛𝑜𝑛: 
𝐹𝑛𝑜𝑛 = 𝑔(𝑢) (A.1)

where 𝑢 is the input variable and 𝑔 is a nonlinear function. Its linear 
approximation, 𝑓𝑒(𝑢), is given by 
𝑓𝑒(𝑢) = 𝑁𝑢 +𝑀 (A.2)

where 𝑁 and 𝑀 are quasi-linear coefficients. The linearization error is
𝜖 = 𝑔(𝑢) −𝑁𝑢 −𝑀 (A.3)
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Minimizing the expected squared error, ⟨𝜖2⟩, where ⟨⋅⟩ denotes expec-
tation, requires 
𝜕
𝜕𝑁

⟨𝜖2⟩ = 0, 𝜕
𝜕𝑀

⟨𝜖2⟩ = 0 (A.4)

Solving (A.4) gives 

𝑁 =
⟨𝑢𝑔(𝑢)⟩
⟨𝑢2⟩

, 𝑀 = ⟨𝑔(𝑢)⟩ (A.5)

It can be deduced that 𝑀 would be zero if the statistical contribution 
of the function 𝑔(𝑢) is zero-mean.

Appendix B. Fitting parameters identification in Dirlik method

In Dirlik method, the PDF for each stress range can be derived based 
on an empirical formula (30), in which a set of fitting parameters is 
needed as the input. As detailed in Dirlik and Benasciutti (2021), the 
fitting parameters can be calculated as 

𝐷1 =
2
(

𝑥𝑚 − 𝛾2
)

1 + 𝛾2

𝐷2 =
1 − 𝛾 −𝐷1 +𝐷2

1
1 − 𝑅

𝐷3 = 1 −𝐷1 −𝐷2
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√
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