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HIGHLIGHTS

e An approach based on machine learning is applied to predict bias in CTMs, this is the first time that it is used this way.
e Machine learning is an effective tool to improve the accuracy of CTM prediction, especially in case of short term forecast.
o This approach requires less computing power than other model bias correction techniques like data assimilation.

ARTICLE INFO ABSTRACT

Keywords: Air quality warning and forecasting systems are usually based on numerical chemical transport models (CTMs).

Air quality Those dynamic models perform predictions by simulating the life cycles of the atmospheric components,

E;[“ral network including emission, transport and removal. However, the accuracy of these CTMs are still limited because of
2.5

many imperfections, e.g., uncertainties in the input sources such as emission inventories, wind fields, boundary
conditions, as well as insufficient knowledge about the atmospheric dynamics themselves. All these will mislead
the CTM prediction constantly, or in a systematic way.

In this paper, an approach based on machine learning is applied to predict model bias in the CTM. It is then
combined with the CTM for formulating a hybrid forecast system. To our knowledge, it is the first time that
machine learning methods are used in this way. The hybrid system is tested on the fine particular matter (PMy s)
prediction in Shanghai, China. The results showed that machine learning can be an effective tool to improve the
accuracy of CTM prediction. In case of short term PMjy s forecast (forecast length less than 12 h), statistical
metrics of the root mean square error, mean absolute error, mean absolute percentage error as well as the air
quality rank predicted accuracy all show the forecast skill is remarkably improved; while for long term pre-
diction, improvement is not ensured.

Short term forecast

1. Introduction

Air pollution has wide-ranging effects on environments, biodiversity
and sustainable growth (Manders et al., 2017). Atmospheric pollutants,
e.g., aerosol, were long recognized to pose great threats to human health
and atmospheric environments since early 1950s (Haagen-Smit, 1952).
At present, the air pollution has been one of the biggest environmental
risks to health, carrying responsibility for about three million deaths
each year (World Health Organization, 2016).
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To reduce the threats by the air pollution, early warning and fore-
casting system is essential for the public health. In recent years, many
efforts have been made to enrich approaches for predicting air pollutant
concentrations (Wang et al., 2012; Chen et al., 2015; Hu et al., 2017).
Those methods generally fall into two major categories, numerical
chemical transport models (CTMs) and data based methods.

Those numerical CTMs adopt physical principles and statistical
methods to simulate the life cycles of the atmospheric components,
mainly including emission, advection, diffusion, chemistry reactions
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and deposition. The implementation of the CTMs can be traced back to
the early 1970’s (Reynolds et al., 1973). Since then this approach is
applied extensively in practice. A large number of regional/global CTMs
have been developed and used for operational air quality prediction, e.
g., GEOS-CHEM (Bey et al., 2001; Simpson et al., 2012), CUACE (Zhou
et al., 2012), LOTOS-EUROS (Manders et al., 2017), and WRF-CHEM
(Abdi-Oskouei et al., 2018). Those CTMs not only help health pro-
fessionals to predict the formation and spread of ambient pollutants, but
also provide valuable information to policy makers in making effective
emission reduction strategies. Despite efforts and advances in atmo-
spheric modeling during the past decades, the accuracy of those CTM
forecasts is still limited.

The perceived inadequacies in CTM model have different origins, e.
g., the mismatch in transport (Gilliam et al., 2015; Solazzo et al., 2017),
error in removal parametrization (Croft et al., 2012; van der Graaf et al.,
2018), uncertainty in nature and anthropogenic emission quantification
(Bates et al., 2006; Schutgens et al., 2012), and impossibility for models
to resolve the fine-scale and vertical variability. For instance, CTM re-
quires an essential temporal profile for describing anthropogenic emis-
sion inventory which only defines the total emission. Those existing
profiles usually remain relatively simple and assumed to be spatially
constant (Song et al., 2019). However, the emission temporal variability
is actually much more complicated and influenced by a group of factors,
e.g., urbanization, weather, and weekday/weekend. Those factors are
supposed to be considered for building a representative emission module
in CTMs. Imperfections in those CTMs are factors that influence the
forecasts constantly, that is, in a systematic way. Therefore, they are
considered as systematic errors in atmospheric modeling.

Data assimilation has already been widely used to correct those
imperfect parameters which would then drive the new model runs and
result in better forecasts. It is a powerful tool to feed the available ob-
servations into the dynamic models and adjust the uncertain sources in
order to best fit both the model and observations (Sekiyama et al., 2010;
Jin et al., 2018, 2019b, a). Existing data assimilation methods can be
described as either sequential or variational (Talagrand, 1997). Though
remarkable improvements on the CTM forecast accuracy were achieved
using both of these two data assimilation algorithms (Kalnay, 2003), in
practice, the implementation of data assimilation always requires a huge
amount of computing power. For instance, the typical sequential data
assimilation method, EnKF (Evensen, 1994), requires to forward
ensemble model runs simultaneously. Whereas the variation data
assimilation algorithm, e.g., 4DVar (Lorenc et al., 2015), requires a huge
effort to build and maintain the extra adjoint models for realistic models.

As for data based methods, they avoid those sophisticated CTMs and
predict air quality purely based on data (Reddy et al., 2018). At present,
data driven methods generally refer to machine learning methods. The
advances in the electronic sensor technology have made large scale air
quality measurements feasible. A combination with the increasing
power of computing platforms has led to a new paradigm in the
computational and statistical methods for processing and analyzing data
(Hey et al., 2009). Commonly used machine learning models include
Support Vector Regression (SVR) (Osowski and Garanty, 2007), Random
Forest (Yang et al., 2016), Hidden Markov Model (HMM) (Sun et al.,
2013), and artificial neural network (ANN) (Feng et al., 2015). Among
these models, the ANN, which can perform nonlinear mapping, gener-
ally provides superior performance for complex systems. It has attained
enormous success in image classification, natural language processing,
prediction tasks, object detection and motion modeling (Li et al.,
2017b).

Machine learning has also been investigated in air quality simulation
with various structures (Antanasijevic et al., 2013; Zhao et al., 2019).
The algorithm is powerful in extracting representative air quality fea-
tures without prior knowledge, which may lead to superior performance
for air quality prediction (Li et al., 2016; Biancofiore et al., 2017; Fan
et al., 2017; Xie et al., 2018). Another adding value using machine
learning in operational forecast system is that the most time-consuming
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model training can be performed off-line. Once the model is trained, it is
relatively fast to forward the trained model in real time.

However, weakness of machine learning applications on dynamic
models is also obvious. For instance, the majority of the machine
learning tools are purely data-driven and the knowledge about physical
laws does not play any role, hence unrealistic results would be un-
avoidable (Lin et al., 2019). Machine learning to predict air quality can
only be applied at a location where sufficient historical datasets are
available, this in contrast to CTMs that are designed for predictions at
millions or even billions grid location. Therefore, the data based method
is constraint, and is not yet considered as a replacement of operational
air quality forecast models. Satellite data, especially the geostationary
one, with a large observing coverage is a potential new source for lo-
cations where no ground observing instrument is installed. However, the
high data-missing rate problem needs to be solved before it can be used
in real time air quality forecast.

With the perceived CTM systematic errors that are defined as model
bias in this paper, we proposed a hybrid air quality forecast system by
combining CTMs and machine learning. Machine learning is adopted to
mathematically describe inherent relation between the targeted CTM
bias and the features that are supposed to be related. They are air quality
observations in the past several hours, meteorological and CTM forecast.
The bias forecast would then be treated as a compensation of the existing
air quality forecast system. To our knowledge, it is the first time that
machine learning is applied to predict CTM bias in the operational air
quality forecast system. Alternatively, the CTM bias correction could
also be conducted by data assimilation. However, compared to data
assimilation the machine learning method is free of model uncertainty
analysis and require much less computing costs. The proposed method is
capable of correcting bias in CTMs for all atmospheric components, e.g.,
PM; 5, PM;(, NOy and SO,. However, it is our first work that explores the
combination of machine learning and CTMs, the hybrid method is only
tested on the short-term PMj; 5 prediction over several sites in Shanghai,
China. Note that all CTM forecast is specifically referred as the PM; 5
prediction in the following study. Within the same framework, we
compared the predictive power of the hybrid system with forecast ho-
rizons from 1 to 12 h in advance. The results demonstrated that the
hybrid system has achieved a significant performance improvement
compared to the original CTM forecast.

The remaining paper is organized as the following: We start in Sec-
tion 2 by briefly describing the operational CTM, LOTOS-EUROS, that is
used in this study, as well as the main points of the data analysis pro-
cedure used. The hybrid system using a Multilayer Perceptron (MLP) for
CTM bias correction is illustrated in Section 3. Section 4 evaluates the
forecast skills of the hybrid system using independent measurements.
Section 5 concludes the paper and further discusses future work.

2. CTM and data
2.1. Regional chemical transport model

The chemical transport model (CTM) and machine learning hybrid
method is tested for PM5 5 prediction in Shanghai. The LOTOS-EUROS
regional CTM is used to simulate the atmospheric components over
China. This CTM has been used for a wide range of applications sup-
porting scientific research, regulatory programs and air quality forecasts
all over the world. At present, its operational forecasts over China are
released via the MarcoPolo-Panda projects (Timmermans et al., 2017;
Brasseur et al., 2019) through the link http://www.marcopolo-panda.
eu/forecast/(last access: Feb 2020).

To establish the air quality simulation system over China, the
LOTOS-EUROS model is configured on a domain from 15° N to 50° N and
70° E to 140° E as shown in Fig. 1(a), with resolution 0.25° x 0.25°".
Vertically, the model consists of 8 mixing layers with the top layer at 10
km. The model is driven by European Center for Medium-Ranged
Weather Forecast (ECMWF) operational forecasts for forecast steps of
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Fig. 1. (a): LOTOS-EUROS model domain; (b): China MEP air quality monitoring network over Shanghai.

3-12 h, starting from the 00:00 and 12:00 analyses. The data is extracted
from the archive at regular longitude/latitude grid of about 7 km reso-
lution. Physical processes included are advection, diffusion, dry and wet
deposition, chemistry reaction and sedimentation. More details
regarding the LOTOS-EUROS can be found in (Manders et al., 2017), and
an open-source version of the model can be acquired through the web-
site https://lotos-euros.tno.nl/.

2.2. CTM bias

As aforementioned, the CTMs forecast skills are limited due to the
various challenges including uncertain meteorological input, boundary
conditions, emission inventories as well as coarse model resolutions to
represent fine-scale atmospheric component variability. Therefore, the
discrepancies between CTM predictions against real observations are
unavoidable, which is defined as CTM bias as shown in Fig. 2(a). The
systematic bias itself can be treated as the state variable like the atmo-
spheric tracer states. Note that the CTM bias is also caused by obser-
vation errors partially next to the perceived model imperfections in
practice. Representation error is considered as the dominant source
when CTM result is directly compared against the observation, since the
former one represents the mean status over 25 km x 25 km grid cell

while the in-situ measurement covers the atmosphere less than 5 km
surrounding them (Schutgens et al., 2016). Therefore, the model bias
calculated by subtracting the CTM forecasts from ground-based obser-
vations might only reflect the major part of bias levels, but not the
reality.

This study aims to estimate the mathematical relations between the
bias and available features based on training dataset off-line. As can be
seen in Fig. 2(a), the trained model will be then applied to estimate the
operational CTM forecast bias in real time. In practice, the sum of CTM
and the machine learning based bias-estimation can be taken as the new
air quality forecast, which is defined as hybrid forecast in this paper.

2.3. Air quality monitoring system

Since 2013, the China Ministry of Environmental Protection (MEP)
has commenced to release the hourly-average measurements of atmo-
spheric constituents including PMy 5, PM19, NO3, CO, O3 and SOy (Li
et al.,, 2017a). A large number of ground stations measuring these air
quality indices have been established in densely populated areas.
Enhanced by the high temporal resolutions and the rather dense moni-
toring network, the rich dataset makes it possible to dig out the inherent
temporal varying patterns of pollutants.

a
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Fig. 2. (a): The CTM bias; (b): CTM prediction, CTM bias and PM, 5 observations over the tested site Zhangjiang in Shanghai in December 2016.
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By 2016, there were 9 monitoring stations over Shanghai, the CTM
bias forecast tests are performed all over the 9 sites shown in Fig. 1(b).
These measurements not only serve as parts of the input features in the
machine learning model, but also involve in interpolation processing
that are described in the Section 2.4.

2.4. Data interpolation

The essential step of the proposed methodology is dataset analysis
and pre-processing, which is an important step in almost all machine
learning problems. In our air quality time series application, the data
missing is the major problem. Data missing errors occur due to hardware
bugs in data acquisition, incorrect sensor readings or software bugs in
the data processing pipeline. For instance, the PMj 5 missing rate over
one of the test air quality monitoring stations, Zhangjiang, over 2016 is
about 7.5%.

To have the continuous time series for machine learning training and
the continuous forecast test, data interpolations, specifically a k-Near-
est-Neighbor algorithm (Zhang, 2012) and a cubic spline interpolation
(Kincaid et al., 2009), of air quality measurements (PM;p, PMa 5, SOo,
NO,, O3 and CO) are sequentially implemented. All interpolated mea-
surements are constrained with a minimum of 0. A scenario of the
original and interpolated PMj 5 concentration over the test site Zhang-
jiang can be seen in Fig. 2(b).

2.5. Forecast evaluation

The Root Mean Squared Error (RMSE), Mean Absolute Error (MAE),
and Mean Absolute Percentage Error (MAPE) are used to evaluate the
PM, 5 prediction either using CTM or hybrid prediction system. Denote
the PMj 5 concentration and the simulated PMj 5 concentration as y, and
¥, respectively, the statistical metrics, namely the RMSE, MAE, and
MAPE, are calculated via:

1 R 2
RMSE=/ /-3 (y, - y,> m
=1

n

1
MAE:;Z

t=1

Y= (2)

MAPE =— 3)

¥

where n is the size of the dataset. The indicators of RMSE, MAE and
MAPE will be used to measure the overall fitness of the results with the
reality.

In practice, the air quality rank based on the National Technical
Regulation of the Ambient Air Quality Index are released to public
together with the airborne pollutant concentrations in China (Li et al.,
2017b). As shown in Table 1, air quality is classified into 6
health-related ranks for different pollutant levels. These ranks are
designed to help public better understand risks exposed in the situation
of the certain air pollution. In this paper, we also generate the rank of the
PM; 5 predictions (CTM and hybrid method) and the measurements. The

Table 1
Ambient air quality index.
Rank Range (ug/m>) Description
L1 <35 Good
L2 (35, 75) Moderate
L3 (75, 115) Unhealthy for sensitive groups
L4 (115, 150) Unhealthy
L5 (150, 250) Very unhealthy
L6 >250 Hazardous
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overall predicted rank true accuracy is calculated via:

i
Z?:k i

= @

where ./} represents the predicted accuracy for air quality situation in
ranks [Lk, L6], N; denotes the number of cases that prediction falls into
the same rank i to the PM; 5 observation; while n; represents the sum of
cases that the actual PMs 5 level is in the rank i. When k = 3, .«/3 rep-
resents the air quality predicted rank accuracy in unhealthy situations.

3. Machine learning based CTM bias estimation systems
3.1. Multilayer Perceptron architecture

While many methods such as regressions and artificial neural net-
works could be applied to estimate the CTM bias, we adopt the open-
loop Multilayer Perceptron neural network (MLP NN) in this research.
Note that other machine learning models, e.g., long short term memory
and random forest, are also tested and resulted comparable results. The
focus of this paper is to investigate the applicability of machine learning
to estimate CTM bias in a hybrid system. The question, which is the best
machine learning method for CTM bias estimation is out the scope of this
research, without loss of generality we choose the simple MLP NN that
suffices to demonstrate performance of the hybrid system.

MLP is a specific structure of ANN, which consists of a set of input
nodes, one or more sets of hidden nodes and a set of output nodes. It is a
nonlinear and data-driven adaptive information processing system that
models the way that the brain processes information (Gardner and
Dorling, 1998). In this structure, each neuron is connected to several of
its neighbors, with varying weights representing the relative influence of
the different neuron inputs to the other neurons. The weighted simula-
tion of the inputs is transmitted to the hidden neurons, where it is
transformed using an activation function. In turn, the outputs of the
hidden neurons serve as inputs to the output neuron where they undergo
another transformation. The architecture of the MLP is illustrated in
Fig. 3.

3.2. MLP based CTM bias forecast

As aforementioned, the CTM bias b is defined as the difference be-
tween CTM prediction x and observation y. At any instant t, a bias
prediction "t t; hour in advance will be made using the trained MLP
model. The hybrid air quality is calculated as

x;:rlo :x1+10 + bt+10 (5)
where the x'*% is extracted from the operational air quality model

LOTOS-EUROS, and bias is provided by the trained MLP model ¥
which is configured as:

Output layer

Hidden layer

Input layer

Fig. 3. The MLP network structure.
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bz+ru — Jg (xr+r(,’ “_7xr+r“—m+] , WH“), -, wr+t‘,—m+] 7yz’ .’yr—m+l ) (6)

The transport of atmospheric components is driven by the atmo-
spheric dynamic, hence the weather prediction is configured as parts of
the inputs.

Specifically, the input feature vectors consist of:

o xitlo ... xttto—m+1. [ OTOS-EUROS PM, 5 forecast over the t, hours at
the test site;

o witlo ... ywt+h-m+1l. Meteorological prediction over the t, hours,
including surface dew point, temperature, horizontal wind speed at
10 m height over the test site, the data is extracted from ECMWF
product that is used to drive the LOTOS-EUROS model;

e yi, .. yt™+1: air quality measurements from the last m hours,
including PMjy 5, O3, NO3, SOz and CO hourly concentration.

In the data auto-correlation analysis, the PMy 5 measurements are
founded with a strong correlation .% > 0.6 with the time distance less
than 9 h, hence the feature length m is set as 9 h.

3.3. Experiment setup

At any instant, the trained dataset could be rolling updated with the
fresh data when the forecast system forwards. This on-line learning
scheme might help to enrich the training dataset, but also require a large
amount of computing power to train the models in real time. To save the
efforts, off-line training strategy is adopted in this study.

The record covering the time period from 2016 January to August is
used as training dataset, dataset extracted from September to October is
used for validation. The trained model would then be used to forecast
the CTM bias in the following two months, from 2016 November to
December, which is used as test period.

The best choice of hyper-parameters, such as the number of hidden
layers and neurons per layers, are selected to best fit the training dataset
using the grid search method (Xie, 2018). Whether the number of epochs
is sufficient for convergence is checked through comparing the training
and validation loss in each epoch. The optimal hyper-parameters of MLP
for modeling our LOTOS-EUROS PMj 5 bias are listed in Table 2.

The choice of these hyper-parameters results in relatively consistent
result in training, validating and testing dataset, respectively. A snap-
shot of statistic errors in term of RMSE over one of the test sites can be
found in the Supplementary Material.

4. Results and discussion
4.1. Time series analysis

The PMj 5 forecast over Shanghai by our CTM and by the hybrid
prediction system are compared. First, the time series of LOTOS-EUROS,
hybrid forecast (t; = 3 h), as well as the PM; 5 observation at the test site
Zhangjiang (location can be found in Fig. 1) over the whole December is
shown in Fig. 4. It is selected to show the typical phenomenon that is
observed in other sites all over Shanghai. In general, the LOTOS-EUROS
results fit the observations very well in this test site, most of the increase
and decline trends in PM; 5 level are captured. Another advantage of the
CTM compared to the data based model is that time and space infor-
mation is more detailed, which helps to communicate the predictions to
the public. But the difference is also obvious, specifically, CTM pre-
dictions agree well with the observations in case that slight PM 5 levels
are present; but usually underestimate those high-value peaks. For

Table 2
MLP hyper-parameters.

layers neurons per layer epochs batch size

2 200 50 128
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instance, Fig. 4(c) shows there was an aerosol plume crossing over the
test site from December 16 to 17, and LOTOS-EUROS almost reproduced
the profile of the PMy 5 growth and vanish. However, the simulated
PM_ 5 indicated a peak of 100 pg/m® while the real maximum reached
up to 210 pg/m°. Besides, the CTM sometimes also mis-captured the
PM, 5 trend. For example, the simulated PMj 5 seems to arrive 10 h
earlier than reality around December 29. One possible reason for such
underestimation or incorrect timing profile could be the usage of coarse
emission timing inventory to capture the actual dynamic aerosol erup-
tions in CTMs. These imperfections are relatively difficult to be cor-
rected through manually nudging the total aerosol emission rate in
CTMs.

In comparison, the hybrid prediction curve can track the real PM 5
concentration values more accurately. The time series plotting results
using the machine learning correction technique in Fig. 4 captures the
trends most of the time, and the simulation minus observation gaps are
reduced significantly. Not only those PM; s peaks underestimated by
LOTOS-EUROS (such as the one from Dec 16 to 17) are captured
correctly, also the incorrect simulated PM; 5 timing profile (e.g., the one
around Dec 29) is fully reproduced.

4.2. Forecast skill evaluation

To evaluate the general performance of CTM and our bias correction
method, the distribution of the original PMy 5 observations (without
interpolation) vs. CTM forecast, and vs. the hybrid prediction over all
sites from the whole test period (November and December) are shown in
Fig. 5. Panel (a) indicates there is a systematic underestimation in CTM
prediction especially when high-value PM; 5 levels are observed, and
also a relatively wide spread (the narrower the better). The results of the
hybrid system at different forecast lengths (t, = 1, 3, 6, 9 h) vs. PMy 5
observations are plotted in Fig. 5(b)-(e). The application of the bias
correction techniques effectively reduced the systematic underestima-
tion, thereby produced an unbiased match that scatters around the 1:1
line (i.e., perfect prediction) for all the four cases. Compared to the
distribution in Fig. 5(a), all these four scatter plots from hybrid pre-
dictions result in narrower spread, though they grows wider with the
increase of the forecast length t;. This is because the accuracy of hybrid
system fundamentally relies on the correlations between the targeted
CTM bias and input features, which inevitably vanishes with the in-
crease of ty.

To evaluate the forecast skills of the hybrid system over the CTM in
PM, 5 forecast, statistical metrics including RMSE, MAE, and MAPE of
the prediction results with original PM, 5 data are calculated. Fig. 6
shows the variation of these indicators either using CTM or using hybrid
prediction methods with different forecast lengths (1712 h in advance).
Though our LOTOS-EUROS generally captured the PM; 5 variation, the
RMSE, MAE, MAPE of the CTM prediction is as high as 27.6 pg/m°>, 18.7
pg/m> and 70.6%, respectively. In comparison, the RMSE of hybrid
prediction is steadily reduced to a lower level. For instance, the RMSE,
MAE and MAPE of the hybrid forecast 3 h in advance stays around 16.1
pg/m3, 11.9 pg/m? and 24.9%.

While the off-line machine learning based hybrid forecast could
steadily improve the CTM forecast of PM5 5 with only a low computing
cost and high computing efficiency, it is found its accuracy reduced
rapidly with increasing forecast time length. With a forecast length of
12 h, the improvement on PMj 5 prediction are very limited in terms of
RMSE and MAE, which are 22.6 pg/m® and 15.5 pg/m®. Note that this
might be further improved through either using more complex machine
learning models which could resolve deeper relation between input
features and the CTM bias, or using richer dataset. However, our hybrid
method will be very limited in long-term (t;) air quality prediction.
Since the CTM bias that exhibits in the long run is weakly governed/
related to those aforementioned input features.
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Fig. 4. Time series of the PM, 5 observation, CTM prediction and hybrid forecasts with 3 h in advance in the test site of Zhangjiang. (a): Dec 01-10; (b): Dec 11-20;

(c): Dec 21-30.
4.3. Air quality rank prediction

The hybrid method is further evaluated in terms of the air quality
rank prediction. Fig. 7 shows the confusion matrix of CTM result, and
our hybrid prediction over all test sites in Shanghai at different forecast
length. For a confusion matrix, values in the main diagonal correspond
to the times when the recorded air quality ranks are identical to the
predicted air quality ranks, which indicate the ideal prediction, and an
ideal confusion matrix is a diagonal matrix.

In general, our CTM performs as good as the hybrid method in case of
health air quality condition (L1, L2); in both of the methods, over 70%
cases are accurately predicted. In unhealthy situations (L3, L4, L5, L6),
however, CTM accurately predicted numbers in the diagonal are much
smaller than those off (over) the diagonal. This is consistent with what
we observed in the Section. 4.1 that our LOTOS-EUROS sometimes
cannot reproduce the high-value PMy 5. For CTM, only 30% of the un-
healthy air quality rank can be predicted. While for hybrid methods, the
unhealthy air quality rank prediction accuracy is raised up to 73%, 54%,
45% and 43% with a forecast length to = 1, 3, 6, 9 h. Therefore, the
hybrid method effectively helps the public to foresee the air quality
condition in practice.

5. Conclusion and future work

Despite the advances in chemical transport models (CTMs) for air
quality forecasting, the accuracy is still not always adequate. There is
still room for improvements, and the systematic error or bias is an
important factor that needs to be reduced. Usually, data assimilation is

the first option for estimating uncertain model parameters, which re-
quires lots of computational power however. As an alternative, we
explored a machine learning method for modeling the CTM bias with a
high computational efficiency in this paper. The machine learning based
bias forecasting method was then combined with the CTM for a hybrid
prediction system with improved performance.

The proposed hybrid methodology could be implemented for pre-
diction of all kinds of atmospheric components, e.g., PM;o, NOx and SO,
and is tested for PM; 5 concentration predictions over 9 sites in Shanghai
in this study. Performance of the hybrid system and the CTM, LOTOS-
EUROS, is compared. The results demonstrate that machine learning,
specifically Multilayer Perceptron neural network (MLP NN), is able to
estimate the systematic mismatch that LOTOS-EUROS encounters. The
hybrid system has a better performance than LOTOS-EUROS in terms of
RMSE, MAE, MAPE as well as the predicted air quality rank accuracy ..
For instance, the predicted accuracy .2/3 in unhealthy air quality situa-
tions is raised from 30% (CTM only) to 54% (hybrid) with a forecast
horizon of 3 h.

Although our results suggest that the hybrid method can reduce the
CTM bias significantly, the relative improvement for a longer forecast
length (tp > 12 h) is limited since the model exhibits different bias
characteristics at different interval ranges. Since our machine learning
bias-correction techniques can only effectively reduce systematic errors
in the model within a shorter time interval, additional research is needed
to develop methods to reduce systematic error for longer time horizon to
further improve the forecast accuracy.

In future work, comparisons of using different machine learning
models, and dataset covering a larger model region, e.g., the whole East
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Asia, or new type of measurements (such as satellite data) will be
performed.
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