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Preface

Before you lies the Thesis "Gathering a Machine Learning dataset for object detection from a satellite-platform",
which revolves around the question: how can machine learning be implemented on a satellite platform in a
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gram at the Delft University of Technology (TUDelft). This thesis was written between April 2020 and March
2021.
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search question was formulated together with Hyperion Technologies. It is in part an exploratory work on
the problems of using machine learning on-board of satellites and in part in-depth research how to gather a
dataset in a bandwidth-efficient manner.

I would like to thank everyone at Hyperion Technologies for the support, both in guidance/support and
financially. Furthermore I would like to thank my supervisors for their guidance and support. This work has
made use of the experimental systems on the Dutch national e-infrastructure with the support of the SURF
Cooperative.

I hope you enjoy reading this work,

E van Veelen
March 23, 2021
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Introduction

In the past years, small Earth Observation (EO) satellites have become increasingly capable of taking high-
resolution images at high sample rates. These images contain valuable information for different sectors,
such as the agricultural and military sector. Furthermore they can contain important information about the
climate and climate change. Sending these images to earth requires a large amount of down-link bandwidth.
This results in heavy, large power modules and communication modules, resulting in larger, more expensive
(in terms of launch cost as well as in terms of production cost) satellites. This phenomenon already results
in satellites not sending all information they gather, with examples of being able to send 2 minutes worth of
data per orbit (approx. 90 minutes) not being out of the ordinary. As more and more satellites are transmitting
data towards earth the communication is also expected to become even more power-intensive (or even more
limited), since the (theoretically) available bandwidth per satellite is reduced. Therefore a shift towards a
different approach is necessary. Smarter ways to get the relevant information to earth have to be developed.
The goal is to develop a widely applicable method of extracting that relevant information on-board of the
satellite.

Since these satellites often have missions with one specific goal, where the images are eventually only
used to extract information using object detection algorithms on earth, it is a logical step to consider ex-
tracting this information on board of the satellite itself, such that only the extracted information has to be
transmitted, reducing the power and bandwidth waste on transmission. Object detection algorithms are
usually either machine learning based or deep learning based. Machine learning approaches require man-
ual definition of "features" to describe what kind of object one is interested in. Deep learning approaches
are end-to-end approaches, where the features are self-learned. For this project it is chosen to use a deep
learning approach, as this is the more adaptable approach to different problems, since no manual definition
of features is needed for each problem. This is also the direction in which literature has gone in recent years,
with a large increase in Deep Learning research since AlexNet[31] (2012). Trained features (such as in Deep
Learning based approaches) tend to perform better than hand-picked ones on complex problems such as
object detection in images. Deep learning approaches are based on Convolutional Neural Networks (CNNs),
which are explained in appendix A.1.4. Non-deep learning based approaches are also briefly discussed in A.2

Apart from being bandwidth-restricted satellites are also power-restricted, as needing more power means
needing larger solar panels as well as larger batteries. Both those factors result in increasing mass as well as
physical size, resulting in a more expensive satellite. Therefor the power usage of the proposed solution to
the bandwidth-restriction should be less than or equal to the status quo. It is expected that this is the case,
the power budgets of the different approaches are worked out in appendix 2. This means that if one would
have a trained CNN, it would save power on-board of the satellite. It should be noted that the total power
consumption of the approach that uses an object detection algorithm depends on the exact approach taken,
which is also described in appendix 2.

Our goal is thus to be able to deploy an object detection CNN on a satellite. However, it first has to be
trained. The training can be done in different ways, which can be classified as supervised, unsupervised
and semi-supervised approaches. This thesis will focus on supervised approaches. While an unsupervised
approach combined with in-orbit training is also an interesting research path, it is not considered in this
thesis, as it leads to a different problem with different challenges, where the main challenge is the power
consumption of the training in orbit.
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Supervised algorithms need annotated data in order to train the model. In general having more data
results in a better algorithm, since the data is more representative for the input-space. Since our goal is to
reduce the bandwidth usage of a satellite, this results in a controversy. On one hand as many images as
possible are wanted to train, on the other hand the amount of data transmission should be kept as low as
possible.

Gathering such a dataset is traditionally done by gathering as many high-quality (in terms of resolution,
colour depth, dynamic range etc.) samples as possible. These images are then annotated (most often by
humans) to then be used for the training. The most expensive step of this process is often the annotation
of the images, as this can cost a lot of man-hours. Reducing the amount of man-hours is done by reducing
the images needed (thus having as high-quality images as possible). For the application described above the
trade-off is different, as the cost of satellites is high and the lifetime is limited. The problem is thus more
about using the satellite as efficiently as possible, while being bound by a limited amount of bandwidth.

As such, the object of this thesis is to provide a new method of gathering such a dataset more efficiently.
The accuracy reached by a given object detection CNN should be maximized with a minimal amount of train-
ing data transmission needed. This will be called data-efficient training from now on.

Of course, using an existing dataset is an obvious solution for many situations where these are available.
That, however, does not mean that this thesis is not relevant for those situations. In those situations the same
approach can still be used, albeit from a different starting point. The approach given in this thesis can then
be used for efficient continuous learning during the mission. Furthermore, existing datasets are almost never
exactly the same, thus one usually wants to "fine-tune" the model on data from the satellite.

To reduce the amount of data transfer from space needed to gather the training dataset, the effect of using
classical image compression techniques on the training set (on-board of the satellite) will be researched.
While other methods to reduce the size of the training set exist, such as converting images to grey-scale,
using auto-encoders or reducing the resolution of the images, classical image compression is chosen for this
work. Classical image compression algorithms are designed to maintain the information in an image while
reducing the data size of said image, which is the goal in this case as well. Auto-encoders are also a promising
approach to use with this work, but could not be tested due to time constraints. By compressing images the
spread over the input-space is not reduced, while the amount of data transmission is reduced. It is expected
that this will increase the data-efficiency of the training. Compressing the images too far is expected to result
in the loss of the needed information within the image. The optimum herein has to be found. While this work
focuses on using CNNs as the object detection method, the method of using image compression to build the
training set might extend to different object detection algorithms.

The mission approach proposed in this thesis is shown graphically in figure 1.1. This approach assumes
one satellite, however it could easily be extended to multiple satellites. By assuming one satellite, the least
favourable situation is considered, as sharing the trained model within a constellation splits the training cost
between the satellites. It can be seen that the lifetime of the satellite can be split into two major parts, the
initial phase and the main phase. In the initial phase the goal is to get an initial classifier that is then improved
in an iterative way in the main phase. This results in a lifelong-learning approach, where there is continuous
improvement during the lifetime of the satellite. The focus of this thesis will lay on the block "Send complete
images with the bandwidth that is left", where the question whether those images should be compressed or
not before sending them, as well as how far they should be compressed will be answered.

If one considers the initial model trained on external data (data not produced by the satellite) already
satisfactory, one might consider drastically reducing the cost of the satellite by reducing the communication
capabilities of the satellite, resulting in smaller photo-voltaic panels as well as a lighter/smaller communica-
tion module. This can be done since no complete images have to be send to earth, instead only annotations
are send to earth. Taking this approach one does have to take care of the differences between imagers of the
external data and the satellite, which might result in accuracy loss.

The data-flows during the mission are shown graphically in figure 1.2. It can be seen that two CNNss exist,
one on the satellite and one within the training software on ground. The CNN on the ground is updated when
new data arrives from the satellite. The models are kept synchronised by updating the model on-board of the
satellite when the accuracy improvement of the updated version on the ground is large enough. The external
training data in the diagram is optional, if available, as seen in figure 1.1. The control algorithm shown has
to decide which images to send using the left-over bandwidth, as well as at what compression level to send
said image. This thesis goes into how to decide what compression level the images have to be send at. The
human classifier is needed to annotate the training images. It should be noted that depending on the exact
problems that the object detection should solve, other sources of annotation might be available, such as
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Figure 1.1: Graphic overview of mission

radar data for ships. This data can be used to reduce the cost of the human annotation. It can be seen that
the annotations that the human produces also go to the client of the data, overwriting the predictions of the
CNN if any differences exist.

The training will first be analysed for the static case, where a fixed amount of images is available. It will
be researched what the effect of image compression is on the accuracy of the trained network. This will then
be extended to the time-varying case, where the next image that the satellite sends to earth has to be chosen.
To make this choice it will be researched what the most efficient use of the available bandwidth is in terms
of image quality. Finally predictions will be made on what the final possible accuracy of models trained on
different compressed training sets is.

For this research, a dataset will be used to get empirical results. The chosen dataset is the Airbus Ship
Detection Challenge dataset, which is discussed below. The focus of this thesis is not on this specific dataset,
but to develop a general method of gathering a dataset for object detection in a bandwidth-efficient manner.
The dataset described below is merely an example used to get empirical results.

1.1. Overview of airbus dataset

First an overview of the dataset used for this thesis will be given, to provide context about the problem. It
should be noted that the problem is used as an example of a problem and the solution should be as gen-
eral to other object detection problems as possible. The dataset, as described in the introduction, is taken
from a Kaggle challenge by Airbus. It is a dataset consisting of (parts of) images taken by the SPOT constel-
lation. These images have a ground resolution of 1.5 meters and consist of land, coast and open sea images.
The challenge posted was about detecting ships within the images. The relevance of ship detection is great.
Multiple parties are interested in tracking ships, such as Airbus and different Departments of Defense. The
importance lies in the tracking of a variety of human activities on the sea, such as fishing, whaling, oil drilling
and trafficking on the sea. Furthermore, piracy can be prevented if the pirate ships can be tracked. Piracy is
estimated to cost $16 billion per year.!

Ihttps://web.archive.org/web/20071214040613/http: //www.foreignaffairs.org/20041101faessay83606/
gal-luft-anne-korin/terrorism-goes-to-sea.html


https://web.archive.org/web/20071214040613/http://www.foreignaffairs.org/20041101faessay83606/gal-luft-anne-korin/terrorism-goes-to-sea.html
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The ships are designated with a bit-mask. While the challenge was semantic image segmentation (see
appendix E), for this thesis the goal is object detection (see appendix E).

Some example images can be seen in figure 1.3a, with the ships highlighted in figure 1.3b. It can be seen
that the amount of ships per image varies drastically. In figure 1.4 the distribution is shown. It is immedi-
ately clear that the most images have no ships, while the largest amount of ships within an image is 15. The
differences in the amount of ships per image is further illustrated in figure 1.5. It can be seen that there are
land or clouded images with no visible ships (figure 1.5a), while images with a large amount of ships are often
harbours (1.5d). It can also be seen that not all images are full size, some are filled with a blue rectangle (figure
1.5b, 1.5¢).

The size of the ships is also not always the same. The area of the ships within the dataset are calculated
from their masks. The results are shown in figure 1.6. There are two clear peaks around 100 and 1100 m?,
most likely because of different classes of ships in the dataset. It is probable that the peak at around 1100
m? is because of oil tankers and cargo ships, whereas the peak at 100 m? consists of smaller ships such as
recreational ships and smaller passenger ships.

All images are provided in JPEG-format, with an unknown amount of compression. For this thesis it is
not expected that the results are influenced by this fact, since the quality is relative to the original image (the
JPEG image provided in the dataset) and all results are, in principle, only valid for this specific dataset.

1.2. Conclusion
To conclude this chapter, to make more effective use of satellites a more efficient manner of transmitting
useful information from the satellite to earth has to be developed. One technology that can be used to do this
are CNNs, however to use this technology a dataset with a large amount of diverse, relevant images is needed.
Classically, such a dataset would be large, thus one would need a large amount of data transmission to get
the training images on earth, resulting in the problem that should be solved in the first place. The research
question can thus be formulated as: What is the most effective method of gathering a training dataset for
object detection on-board of a satellite, given a bandwidth restriction on the communication between the
satellite and earth? The approach to solve this proposed in this work is using classical image compression
on the images of the training set before sending them to earth, resulting in a more data-efficient method of
building a training dataset.

With the goal and approach explained, the literature on this subject will be discussed. After discussing the
literature this document will continue analysing the data-efficient training approach proposed.
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(b) Randomly selected images from dataset with their mask highlighted

Figure 1.3: Randomly selected images from dataset
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(d) Randomly selected images with more than 10 ships

Figure 1.5: Randomly selected images from dataset with different amounts of ships
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Feasibility of using CNNs in orbit

When starting a new project, the feasibility of this project should always be researched. This is why in this
chapter an estimation of the power savings will be made, compared between two cases: one case where
JPEG compression is used, to then transmit the compressed images to earth, with the other case being that
an object detection CNN is used to detect ships in a part of the image, to then only send that part of the
image to earth. In this chapter some assumptions will be made, as it is an exploratory investigation. If the
proposed approach is feasible in the chosen scenario, it is considered to be worth the further research. When
considering using the approach described in this thesis, one should first reevaluate the assumptions made in
this chapter.

In this chapter two different scenarios are assumed. Both assume an Earth Observation satellite. The first
one (the currently used approach) is that after taking an image, it is compressed using an efficient Joint Pho-
tographic Experts Group (JPEG) algorithm, after which the compressed image is send to earth. The second
scenario is that, after taking a picture, it is analysed by an object detection CNN and only the parts of the
image that contain the objects that the mission is interested in are send to earth. These parts are compressed
using the same efficient JPEG algorithm.

Since the main benefit of the proposed scenario would be reducing the bandwidth needed to transmit
data to earth, the solution is considered feasible if the power budget of the solution using the object detection
algorithm is comparable to the power usage of the scenario where all data is transmitted using a State-of-the-
Art radio downlink.

Another possible scenario could be thought of, where no image is send to earth but only a message that
says object X is in location Y, but for the proof-of-concept this will not be assumed, as it is hard to proof the
working of the object detection CNN to a client this way. If other methods of gathering (parts of) the data
are available, these sources can also be used to validate the working of the object detection, meaning this
scenario can be used.

2.1. Data transmission

The main difference between the solutions is what the power budget is spent on, where for the object detec-
tion CNN solution more power is needed in the processing, while for the "normal" solution more power is
needed in transmission. In this section the differences will be analysed nominally.

The amount of data transmission saved by the object detection CNN solution is highly dependent on the
amount of positives. For example, if the CNN is looking for container ships, there are 50000 ships in the world
1 which in total cover approximately 750 km? 2, or 1.5 * 10™*% of the earths’ surface, while forests cover =~
8% of the earths’ surface 3. This means that the theoretical maximum saving on power, assuming an oracle
that provides the location of the objects in an image that uses no power is 92% for a forest detector, while it is
99.9997% for a ship detector.

If no images of the object found are needed to be send to earth, this consideration is way less relevant,
since the amount of meta-data per object found is negligible compared to one full-sized image. It is therefore

Ihttps://www.ics-shipping.org/shipping-facts/shipping-and-world-trade
2https://en.wikipedia.org/wiki/Container_ship
Shttps://data.worldbank.org/indicator/AG.LND.FRST.X2


https://www.ics-shipping.org/shipping-facts/shipping-and-world-trade
https://en.wikipedia.org/wiki/Container_ship
https://data.worldbank.org/indicator/AG.LND.FRST.K2
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not overly optimistic to choose a use case such as detecting ships, where almost no positives are found.

The cost of transmission of course depends on the means for transmission. For example, the Hyperion
CubecCat laser communication module can handle 1Gbps at 15W. This means it uses 15n]J/bit. A State-of-
the-Art radio downlink is capable of transmitting 150 Mb/s with a Tx power (the actual power put into the
antenna) of 2W.* With a typical efficiency this would results in approximately 10W of input power, which
results in using 8.33 nJ/bit. The more typical solution, especially for lower transmission rates, is the radio
downlink, since the CubeCat is a relatively heavy module (1.33kg) and requires precise attitude control, re-
sulting in higher mission costs. This is why for the comparison the radio transmission metric is used.

2.2. Processing hardware

For the processing hardware the edgeTPU is chosen to research the feasibility. In appendix F further details
about different hardware platforms are given. It is assumed that the edgeTPU at normal speed will be enough
to perform the object detection. This means that the added power for object detection is = 2.5W at maximum
5. 1t can perform at 400 fps for an object detection CNNs such as mobilenet. This means it uses =22V __ =

400 frames
6.25 % 1073 J per frame.

2.3. Comparison

JPEG encoding costs approximately 0.8-1 J per frame on general hardware (specifically a Raspberry Pi) [3]
(resolution unknown). On dedicated hardware however, a JPEG operation (compressing a 8x8 pixel piece of
an image) costs 1.3 pJ [44]. This means that an image that mobilenet can handle (224x224px) consists of 784
operations and thus costs approximately 1 pJ/frame to encode to JPEG.

It is assumed that a 224x224px frame the size after JPEGgqs, is approximately 5.12kB 6. With the assump-
tions made in section 2.1, this results in 5.12kB * (1 — 0.999997) = 0.12 bit/frame on average that has to be
transmitted for the Al with image chip scenario (for only the image, no metadata). The metadata size is as-
sumed to be negligible compared to the image chip size.

The different power costs are summarised in table 2.1.

(estimated) Power costs per frame JPEG90% compression Transmission Al Cost  Total cost
Non-AI Scenario 1w ~5.12kB —0.34mJ None 0.34m]J
Al with image chip Negligible Negligible 6.3mJ  6.3m]

Al with only location None Negligible 6.3mJ 6.3mJ

Table 2.1: Estimated power costs per frame for the different scenarios

2.4. Conclusion

With the power usage increase of approximately 20 times, it can be concluded that the scenario using the
object detection can be feasible, as they are comparable. The possible increase in information gathering
from the satellite means a larger power budget for the processing of the data is acceptable. It is also expected
that the improvement in efficient object detection hardware will be larger than the improvements in data
transmission hardware, as the object detection Application-Specific Integrated Circuits (ASICs) are a new
development and knows no hard physical limit, where efficient data transmission is a more mature field and
is bound by physical limits.

Thus we can conclude that, at least for the use case of detecting ships, using CNNs in orbit is a feasible
option.

This does not mean that every Earth Observation mission can use this approach, however a large amount
could. It is expected that scientific missions generally want unprocessed data to perform experiments on,
while commercial parties have less need for the unprocessed data.

Now that the theoretical feasibility of the project is validated, this work will continue with a review of the
existing literature.

4https://www.endurosat.com/cubesat-store/cubesat- communication-modules/x-band-transmitter/
Shttps://coral.ai/static/files/Coral-USB-Accelerator-datasheet.pdf
Shttps://toolstud. io/photo/megapixel.php
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Literature review

As the idea of using CNNs in orbit is only feasible (see appendix 2) as of recently, with both great progress
with image recognition algorithms and (low-power) CNN specific hardware, as well as increasing problems
in data transmission, no literature on the problem of this thesis (data-efficient training) could be found. There
is however research on different parts of the solution, such as image compression techniques and prediction
of the number of samples needed to train CNNs. It should be noted that while in this work it was chosen to
use CNNs as the object detection algorithm, the idea of using image compression on-board of the satellite
to build a training dataset might carry over to other object detection algorithms that have to be trained on
large datasets. This research will be discussed in this chapter. First the image compression techniques are
discussed, after which the sample number prediction is discussed.

3.1. Image Compression Techniques

As discussed in chapter 1, to maximize the training accuracy for the minimum amount of data transfer from
space, the effect of image compression on the training process should be researched. As no direct research
on the effect itself could be found at the time of writing, image compression techniques will be discussed.

Usually, the Peak Signal-to-Noise Ratio (PSNR) is used as a metric to analyze the effectiveness of a com-
pression algorithm. For training CNN, it is unknown whether this metric relates to the training effectiveness
(the amount of data needed to reach a wanted accuracy) of the compressed images. It might be the case
that certain artifacts created by the compression algorithms have larger or smaller effects, resulting in bet-
ter training effectiveness. The PSNR does, however, relate to the amount of distortion caused by an image
compression algorithm.

Another metric that is often used is the perceived quality by humans (Mean Opinion Score (MOS)), this is
however harder to gather. It might be that this metric is a better estimate for the training effectiveness since
CNNs are (loosely) based on human vision. This is outside the scope of this work, in which PSNR will be used.

First, an overview of image compression is given. Compression algorithms can be split into two branches:
lossless and lossy compression. Lossless compression can be reversed, resulting in the exact same image.
Lossy compression is not reversible, meaning the exact image can not be gotten back. This, however, does
come with the advantage that the image can be further compressed. In very high level terms, this is done by
taking a Fourier transform of the different channels, discarding the highest frequencies and quantizing the
lower frequency parameters. The image (in a worse quality) is then gotten back by taking the reverse of the
Fourier transform. Further details are described later.

Different compression algorithms were compared specifically for satellite images. [14] The results of this
study are shown in figure 3.1. It can be seen that for high compression ratios JPEG-XR and CCSDS-IDC are
Pareto optimal (meaning no objectively better algorithm was considered and a trade-off has to be made be-
tween compression ratio and PSNR), where DPCM (Differential Pulse Code Modulation) performs worse in
both compression ratio and PSNR. For a very high PSNRs JPEG-LS is optimal, as it is near-lossless, while still
providing a compression ratio of almost 3. JPEG-XR has lower computational and memory requirements [14],
meaning the compression will cost less power.

11
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Figure 3.1: State of the Art data compression algorithms[14]

JPEG-LS is not further considered for this thesis, as the compression ratio that can be reached is low,
since it is a (near-)lossless standard. DPCM works by encoding the difference between samples and predicted
samples (based on previous samples) instead of samples themselves. These differences are also quantized,
resulting in rounding errors and therefor lossy compression.[53]

In contrast with this approaches the JPEG-XR algorithm for images work based on a Discrete Cosine
Transform (DCT). This works by converting images into blocks, which are then compressed individually. For
each block, all pixels are put in a specific sequence, which is then transformed into the frequency domain
similar to a Fourier transform. The compression then works by removing the higher frequencies from the
transformed image. After this, the coefficients are compressed using a lossless algorithm. Further details
are different for different implementations and will not be focused on in this thesis. It should be noted that
because the image is split into blocks before the compression, single event upsets can only affect one block,
which means at most one block of an image is lost by a single event upset, where a single event upset during
encoding with DPCM would result in corruption of the rest of the image.

Therefor this thesis the JPEG-XR algorithm will be used to test the hypothesis that the amount of data
transfer needed to reach a wanted (validation) accuracy can be reduced using image compression, since it has
the highest PSNR at the compression ratio’s wanted. It can not be concluded that this is the best compression
algorithm for training effectiveness, since it is not known what the exact effect of the different compression
algorithms on CNN training is, however the research can easily be extended to different compression algo-
rithms to analyse the differences. The exact implementation and further background detail on the JPEG-XR
algorithm can be found in appendix D.
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Figure 3.2: The effect of the different parameters on the learning curve

3.2. Prediction of Number of Samples Needed

While the prediction of the number of samples that are needed to train a CNN model is an important topic
for the field to become a mature engineering field [27, 28], it is often not taken into account during the devel-
opment of a model, whereas the size of the validation set needed is done using the power law. [8, 21]

This might be because a lot of models are developed using existing datasets, such as ImageNet, or the data
is cheap enough to gather and the expensive part (annotating the data) is mitigated by using semi-supervised
learning techniques. Therefore the attempts to solve the same problem found are in the medical field, where
a limited number of independent samples are available, due to the limited number of patients. This will be
discussed in this section.

3.2.1. Learning curve fitting
As discussed in [11] it generally holds that the expected error rate of a trained model depending on the num-
ber of samples, for a fixed setup, follows the inverse power law, given in equation 3.1.

em)=an %+b (3.1

With e the error, n the number of samples, b the Bayes error (the minimum error rate reachable with an infi-
nite amount of samples), a the learning rate, and « the decay rate. [41] This means that the three parameters
a, b, a have to be estimated. It should be noted that these parameters are specific to the classifier, dataset,
and training approach.

The Bayes error predicts the maximum attainable accuracy of a classifier for a certain problem, thus gen-
erally is low (a few %). Having a high Bayes error means a classifier is not suited for the problem or the
dataset is not consistent. The learning rate and decay rate are both positive. They both heavily depend on
the problem and classifier. The different effects on the learning curve of the different parameters are shown
in figure 3.2. It can be seen that both the decay rate and the learning rate have similar effects on the learning
curve (determining the "learning speed"), while the Bayes error determines the maximum accuracy achiev-
able (minimal error).

The estimation can be done using intermediate points on the learning curves for subsets of the training
dataset. One such approach is discussed and tested in [4, 41], where a least-squares approach is used. One
problem that was encountered was the fact that the points on the learning curve for a very small number of
samples are statistically insignificant (take for example 1 sample with a dataset with 1000 labels, the algorithm
could only ever predict 1 out of the 1000 classes accurately). Therefore a significance test was performed. Only
points on the curve that are significant according to that test are then used.

Another approach is using a weighted least squares function where points based on more samples weighed
more heavily. [9, 16] (The weights 1, 1, 1, 1, 100, 150 were used for training set sizes of 5, 10, 20, 50, 100, 200
in [9], which means the sample with n=200 is deemed to be 150 times more relevant than the sample with
n=5). Having more samples means a more repeatable training (smaller variance), resulting in the sample be-
ing more reliable. Thus giving the sample a larger weightThis approach resulted in a lower prediction error
than with all weights equal. In [16] a confidence interval was also calculated, by using n-fold validation.

Being able to estimate the parameters accurately with a small number of samples results in more pre-
dictability of the cost of developing an object detection CNN, estimating the final accuracy reachable, but
also in faster development, as it becomes clear which classifier is more accurate with less training. This re-
sult can be used to reduce the amount of training to be done to research the effect of image compression on
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training as well. Furthermore, it can extend the results to larger datasets that may not be available during
research. With this theoretical background established it makes sense to analyse the theoretical feasibil-
ity of using Deep Learning (DL) based object detection algorithms on-board of small satellites. The effect
of compression of the training set using image compression will then be analysed in the chapter after that.
Fundamental object detection concepts will also be explained.



The effect of image compression on the
training of a object detection net

In order to minimize the amount of data that has to be transferred from orbit to earth to build a training
dataset, the usage of lossy image compression before transmission will be analyzed. This will be done for
one specific dataset using a specific architecture (Faster-RCNN [50]) and a specific compression algorithm
(JPEG-XR!). The choice of JPEG-XR is explained in chapter 3.1. The choice for the Faster-RCNN is made be-
cause it is widely implemented in different software packages and produces state-of-the-art results. While
many different architectures could be used, it is expected that the results of this research carry over (quali-
tatively) between architectures, such that it becomes largely irrelevant which of the specific architectures is
used specifically.

To compare two different models some method of scoring them needs to be defined. This is done in
chapter 4.1.

4.1. Scoring method of trained models

In the field of object detection various methods of scoring a prediction exist. Most of these methods are based
on a score used by a competition. The method used in this thesis is called Average Precision (AP) based on
the Intersection over Union (IoU). This is a method of scoring a bounding-box prediction?, where both the
annotation and the output of a model are a square around the (predicted) object. The method is based on
the area of overlap divided by the area of the union of these boxes. In the ideal situation one would want the
boxes to be completely equal but for various reasons this almost never happens. The Intersection over Union
(IoU) can be seen graphically in figure 4.23.

A threshold is then defined to decide how high the IoU has to be before a prediction is considered correct.
This threshold is 0.5 for this thesis. A false positive is a predicted bounding box which does not correspond to
any existing bounding box. A false negative is an annotated bounding box that does not correspond with any
prediction. 3 B

Precision can then be defined as #True ptfg{it\llileszgll:: positive and recall as #Irue po#sﬂirtril\llz-ir-):li;tlls\;enegative » Or in other
words: precision is the chance that a predicted box corresponds to a ground truth box, while recall (also
referred to as sensitivity, true positive rate (TPR)) is the chance that a predicted negative corresponds to a
ground truth negative. Note that there is a trade-off between scoring well on these measures. Precision could
easily be perfect by predicting the object in question is not in the dataset at all, but this would result in a recall
of 0 because of the false negatives (Wnegmve). On the other hand, predicting everything is a positive,
results in a perfect recall, but a low precision because of the large amount of false positives.

Important to note is that none of these metrics include the true negatives. This is because the amount of
true negatives is very large, as each subset of the image with no object in more than half of the image (in case
an IoU threshold of 0.5 is used) is a true negative. Since an image can be split into nearly infinite subsets (in

Ihttps://jpeg.org/ jpegxr/index.html
2The definition also holds for segmentation networks
3Image source: https://towardsdatascience.com/confusion-matrix-and-object-detection-f0cbcb634157
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Figure 4.1: An example Precision-Recall curve
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Figure 4.2: A diagram of what is meant by Intersection over Union

subsets of 1px x 1px, 2px x 2px etc.) this makes the metric unusable, in part because of the computation
needed to calculate the amount of true negatives.

The model also gives a confidence with its predictions. A confidence threshold is applied, above which a
prediction is taken into account. Below this confidence interval the prediction is not considered. By varying
this confidence threshold a curve is created on which the trade-off between precision and recall is created.
An example curve is shown in figure 4.1%. A single metric is wanted, where the results of one model are ob-
jectively better, equal or worse than another model. This is done by taking the area below the curve. The area
below this curve is called the Average Precision (AP). The average of this precision over all different classes
considered is called the mean AP, or mAP. Since this thesis considers one class (ships) these are interchange-
able. The AP is used as the metric to compare two models.

4.2. Method

Having defined a scoring method, the research method will now be discussed. The method for this research
will be as follows: first, the model will be trained on the full training dataset without any compression. This
model will be used as the baseline and is expected to be the best performing model since it uses the largest
amount of data. Using this training the model parameters will also be fine-tuned to improve the performance.
These fine-tuned parameters will then be used for all training.

Following, the datasets are compressed to different compression levels (for an exact definition of the com-
pression levels see appendix D) (20, 10, 6, 4, 3, 2) to then be used for training different models. For each com-
pression level, a separate model will be trained. This model is trained until the validation accuracy plateaus.

4Image source: https: //github.com/ultralytics/yolov3/issues/898
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The APs of the models are then compared. It is expected to see some loss in accuracy with a lower quality
level, however, since the amount of data is also lower it is expected to be more data-efficient.

After this, a test will be done where all quality levels get an equal amount of "bandwidth", which means
lower quality level models are trained using more images. It is expected that this results in a curve, where
the optimum is somewhere in the middle-quality levels, since very low-quality levels result in loss of detail
in the image, while high-quality levels result in little images being available. This test is done for multiple
bandwidth sizes (the equivalent of {1000, 10000, 30000} Q, images), to analyze the scaling with respect to the
bandwidth available of the effect. It is expected that with increasing the bandwidth available for the training
set, the performance of models trained on compressed images decreases with respect to the models trained
on non-compressed images, since at some point the amount of images is "enough" and the detail of the
images becomes more important.

4.3. Software implementation

As mentioned, the Faster-RCNN [23] architecture will be used. This architecture was chosen because it is
widely known and can perform well on different image-scales, due to its’ anchors. This architecture is imple-
mented for Keras within Tensorpack [59]. This implementation is used because of its’ focus on fast training
speeds due to its’ efficient dataflow. Having a fast training speed is relevant since 50 different models have to
be trained.

The backbone used is ResNet-50 [22], which consists, as the name implies, of 50 layers. These layers are vi-
sualised in http://ethereon.github.io/netscope/#/gist/db945b393d40bfa26006. It has around 25
million trainable parameters. ResNet is based on the idea that adding layers to a CNN should never make
its’ prediction performance worse (but does increase the computational power needed). This is realized by
"shorting" layers with an identity bypass, effectively making those layers inactive if they do not improve the
accuracy. The model takes 3.8 x 10? FLOPs to compute.

To use this project on this specific dataset changes had to be made. Additional scripts also had to be
written. These can all be found on GitHub?®, together with documentation on the software. The training was
done on two different hardware setups. A desktop with an NVidia 2080Ti and a server (by Surf®) with a NVidia
Tesla V-100. On both those setups, the training is done at approximately 10 steps/second, with the GPU being
the bottleneck. For faster training one could add more Graphical Processing Units (GPUs), which is supported
by tensorpack.

The JPEG-XR (de-)compression is done using the imagecodecs python module’. The compression is done
offline, meaning multiple copies (with different quality levels) of the dataset are stored, to reduce the compute
power needed during training. The total amount of storage needed for the data is 37GB.

4.4. Baseline

First, the baseline was trained, in order to have a comparison point. The hyper-parameters are also tuned
using this baseline, after which they are kept constant.

For all following training, the training set consists of 34k images, while the validation and the test set both
consist of 4.2k images. While the original training dataset consists of more images, negative examples (images
without any ships) were not taken into account, since it is more computationally efficient to "mine" negative
examples from images with ships (taking parts of the image without a ship as a negative example), which is
implemented by tensorpack in the Faster-RCNN example which is used.

For the first run, the precision-recall curve is shown in figure 4.3. The AP (as mentioned, the area below
the precision-recall curve) of this run is 75%.

Shttps://github.com/FrankvVeelen/AT4SatCombined
Shttps://www.surf.nl/en/research-ict
"https://pypi. org/project/imagecodecs/


http://ethereon.github.io/netscope/#/gist/db945b393d40bfa26006
https://github.com/FrankvVeelen/AI4SatCombined
https://www.surf.nl/en/research-ict
https://pypi.org/project/imagecodecs/

18 4. The effect of image compression on the training of a object detection net

Precision x Recall curve
Class: ship, AP: 74.92%

1.000 A —— Precision

0.975 A
0.950
0.925

0.900 A

precision

0.875 A

0.850 A

0.825 A

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
recall

Figure 4.3: The first run of the training on the full training set

By manually looking at the inference results on the test set it was found that the model produced better
results for larger ships than smaller ships, where the smallest ships were never found. It was therefore tried
to reduce the size of the anchors (see appendix A.1.8), which resulted in the results shown in figure 4.4. The
improvement is obvious, both by the precision-recall curve and by the AP, which increased to 85%.

Precision x Recall curve
Class: ship, AP: 85.00%
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Figure 4.4: The second run of the training on the full training set (with smaller anchors)

It should be noted that both previous runs were without data augmentation. For the third run data aug-
mentation in the form of horizontal flip (P=0.5) and vertical flip (P=0.5) (see appendix A.1.13 were added,
since there is no inherent orientation in satellite images. This once again results in an obvious improvement
with the AP increasing to 95%, as shown in figure 4.5. To give some perspective on this results: with a preci-
sion of 0.9 and a recall of 0.9, which is one of the points on the precision-recall curve, 90% of all ships in the
test set were found and of all predicted bounding boxes 90% corresponded to a ship in the ground truth.
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Figure 4.5: The third run of the training on the full training set (with augmentation)

This is the final model that is used as a baseline for the rest of this thesis.

4.5. Influence of the compression

Now that the baseline is established, the influence of compression on the training will be analyzed. This is
done for a training set of 1000 images, to both speed up the training process as well as to be able to add extra
images to the trained model later, to research the scaling of the dataset.

The training is done for 200.000 steps (200 epochs) for all compression quality levels. The training is also
repeated three times, with three completely separated sets of 1000 images, in order to analyze the repeatabil-
ity. The 95% confidence intervals for the precision-recall curves are shown per compression quality level in
figure 4.6. From these precision-recall curves it can be seen that the training is repeatable with different parts
of the dataset, as the precision-recall curves within one compression level have a small confidence interval.
The difference between the (extremes of the) precision-recall curves can be seen in figure 4.7a. It can be seen
that the better the image quality, the larger the area below the precision-recall curve. The AP (with the 95%
confidence interval) of these results is also shown in figure 4.7b.

From figure 4.7b it can clearly be seen that image compression does indeed have a negative effect on the
training result and a larger compression percentage results in a worse result. It can however also be seen
that the compression to 20% has a negligible effect, while it can be seen from figure D.2 that the compressed
file size is 5 times as small. Furthermore, it can be seen that the training results are repeatable, even for
completely separate sets of images (from the same dataset), as all confidence intervals are small.

4.6. Static case

After confirming the expected effect and quantifying the effect of image compression on the training, the
logical follow up is to analyze the static case, where a set amount of bandwidth has been available to send
images to earth. The main research question to be answered is what compression quality level should have
been used for sending those images. This is done by analysing the accuracy of models trained on different
datasets with an equal amount of bandwidth usage (sum of file sizes). In table 4.1 the different compression
levels tested are shown, as well as how many images are used for each dataset.

Models were trained on three completely separate sets of images of the sizes in table 4.1. The models
trained on these datasets were then tested using the test dataset, which consists of 4255 separate images. The
precision with an IoU threshold of 0.5 is then calculated. This gives us the results shown in figure 4.8a.

It can clearly be seen that the greater the compression ratio (i.e. the worse the image quality) the better
the performance of the model, up to a certain point where the performance drops off again (compression
level 3 scores the highest). The question that logically follows from this result is how this result scales with
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Figure 4.6: The confidence intervals of the precision-recall curves

Data quality | Avgfile size [kB] | # images
original 147.17 89
20 24.75 530

10 18.18 722

6 15.38 854

4 14.11 930

3 13.46 975

2 13.13 1,000

Table 4.1: Amounts of images for equal bandwidth
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Figure 4.9: Overview of the scaling with respect to bandwidth

Data quality | Avgfile size [kB] | # images eq. 1000 | # images eq. 10000 | # images eq. 30000
original 147.17 89 892 2,676
20 24.75 530 5,304 15,911

10 18.18 722 7,222 21,667

6 15.38 854 8,538 25,615

4 14.11 930 9,301 27,904

3 13.46 975 9,750 29,249

2 13.13 1,000 10,000 30,000

Table 4.2: Amounts of images for equal bandwidth (with larger datasets)

respect to the bandwidth available, or in mission terms: what happens when the mission has gone on longer
and more images have been sent? Is the best approach still to send the images with quality level 3, or does
the optimum shift?

This is why the same experiment® was also done for different amounts of images, as shown in table 4.2.
The results of these experiments are shown in figure 4.8. Furthermore, the average of all experiments is shown
in figure 4.9.

4.7. Prediction of further training

With these results, as well as with the works described in 3.2, conclusions can now be made about both the
performance of models trained on compressed images with more images than available, as well as the num-
ber ofimages needed to reach wanted results. Furthermore the final accuracy of a model (if infinite annotated
images would be available) can be predicted.

In order to do this a model for the learning curve has to be derived for each quality level (as the quality
level influences this curve, as seen in this chapter). Instead of using the error, as in equation 3.1, the AP will
be used, resulting in equation 4.1.

8The image sets with amounts of images larger than 11k could not be done using completely separate sets, due to limited availability of
training data. Instead, they were separated as far as possible. For the actual images used for every experiment see appendix G
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AP(n) = (100 — a) + bn®
S.t.
0<a=<100 (4.1)
c<0
b>0

Where AP is the expected AP of a model, n is the number of samples in the training set, and a, b, ¢ are the
parameters. It can be seen that for n — co, AP(n) — (100 — a), meaning that 100 — a is the maximum accuracy
of a model. This is why from now on a will also be called intrinsic error (also referred to as Bayes error in
literature).

To fit the sample points of each quality level on the model in equation 4.1, non-linear least squares was
used, as described in [4, 9, 41]. This was done using the scipy.optimize python module. This module
implements different curve fitting and optimization tools. In order to use this module the equation given in
3.1 is rewritten in the standard from. This standard form requires the function to give residuals, or the error
in the fit of a sample. Furthermore it requires constraints on the parameters (a, b, c) to be given in the form
Ib < p < ub, with [b being the lower bound, ub the upper bound and p the parameters. Since one of the
constraintsin4.1is0 < a <100
a numerical trick is used where because of limited resolution

a 0 100
If p=[b], then the bounds can be defined as Ib= | —€ |, ub = | oo |, with [b < p < ub and ¢ the
c -0 €

machine error (since the calculations are done in float64, with a precision of 53 bits, e =273 = 1.1 x 10716,
The curve is then fitted using non-linear least squares, resulting in the optimization problem given in 4.2,
with y(n) being the measured points.

. c 2
ml}n (y(n) - ((100-a) + bn ))

s.t. 4.2)

Ib<p<ub

This problem is then solved, as said using the scipy.optimize module, for all the aforementioned qual-
ity levels. The error in the model fit, given by equation 4.2 is zero for all the learning curves, since the number
of parameters is equal to the number of observations (3). Since each quality level is trained on 3 times, this

a
results in 3 different values for p = | b| for each quality level considered, which give an estimation of the
c
learning curve of the Faster-RCNN algorithm using images of that quality level. Using these results, assuming
multivariate Gaussian noise for the parameters (a, b, c), the co-variance (since the parameters are not inde-
pendent) matrix of the parameters is estimated, with which the 95% confidence band for the predicted curves
is calculated. The confidence bands are shown in figure 4.10. It can be seen that the further the prediction
is extended, the wider the confidence interval gets. This, of course, makes sense as an error in a parame-
ter results in a larger error in the AP(n) as n increases. It can also be seen that up to at least the equivalent
bandwidth of 90000 Q- images, uncompressed images results in a worse performing model. For Qs it can be
seen that there is a large variance around the 10000 Q, image equivalent, which is caused by an outlier in the
measurements.

In figure 4.11 it can be seen that, as expected, there is a crossover point where higher quality images result
in a better model. This crossover point is shown for Q, with Q¢ images. While it is expected that at a further
point, with n increasing, the same happens for Q99 with Q¢ images, more samples are needed to conclude
this.

From the intrinsic error and its’ variance, the final accuracy of a model can be found, with a confidence
interval. This final accuracy is shown in figure 4.12. While it can be seen that the best fit intrinsic error
decreases with the quality level going up, it can also be seen that the confidence in the estimate decreases,
with an extreme error bar for the original quality images, which means that no conclusive results can be
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Confidence bands (95%) for the learning curve of different quality levels
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Figure 4.10: An overview of the 95% confidence bands of the predicted learning curves
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Final accuracy estimate (with 95% confidence error) per quality level
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Figure 4.12: Final accuracy estimate

gotten from this. To get conclusive results more samples would be needed, especially for the higher quality

levels.
The conclusions that can be drawn from these results will be discussed in the next chapter.






Conclusion

In this thesis an efficient manner of gathering a object detection dataset for training a CNN was developed.
This was done using image compression techniques to reduce the size of training images.

In contrast with the "common knowledge" that is often applied in the field of object detection, using the
highest possible image quality does not transfer to the best trained network when gathering a dataset of satel-
lite images, since the main constraint is the bandwidth available for transmitting images, where "normally"
the largest constraint is the amount of man-hours spent on annotation. Compression of training images with
JPEG-XR quality level 2 during the gathering of training images results in a better "bandwidth-efficiency", in
the dataset used for this research at least up to 30000 images. It was also found that when more bandwidth is
available and thus more images can be added to the training set, the optimal amount of compression tends
to decrease. This results also lies in line with the result that the "final accuracy” (the predicted accuracy of
a model trained on an infinite amount of images) of the models tend to improve with better image quality.
From this it can be concluded that for the optimal approach the training images should be compressed as far
as possible at the start of training, to then decrease the amount of compression as the mission progresses and
more cumulative bandwidth is available.

While the results are all based on the dataset used in this thesis - the airbus ship detection challenge
dataset - the results are likely comparable for different problems, especially comparable problems.

After concluding the qualitative effects of image compression, the question remains what this would hy-
pothetically save on a mission. To do this an pretend mission is created. In this mission the goal is to detect
all ships within the images taken by a satellite with a 90% accuracy'. Of course, a more realistic scenario
would be having multiple satellites to cover the whole earth, but this results in complex mission planning
and overlap between their paths. The scenario sketched is always less optimal for one satellite as the training
costs can not be shared between multiple satellites.

Three approaches are considered:

¢ not using a CNN on the satellite, thus sending all images to earth
e training a CNN using non-compressed images
e training a CNN using compressed images with quality level 2

Since in table 2.1 it was already concluded that the largest amount of power is spent on transmission, the
amount of transmission needed is used to "score" the approaches. The score will be calculated for different
mission durations. Some assumptions will be made: the satellite is assumed to be in a 90-minute orbit, with a
ground resolution of 1.5m/px?. It will also be assumed that there is no overlap between images. Furthermore
it will be assumed that the imager produces 768x768 px images to be able to use the results from the dataset
used in this thesis. It will be assumed that the CNN approaches only send the location of the ships. For
simplicity it will be assumed that transmitting such a location uses a negligible amount of data, compared to
gathering the dataset. It will also be assumed that 20% of images contain a ship.

1For the accuracy AP will be used as a metric
2Since the dataset used in this thesis has that resolution

27



28 5. Conclusion

Lifetime No CNN CNN uncompressed CNN compressed
1 orbit 4.88GB  Still training Still training

1 day (16 orbits) 78.1GB 23GB 3.4GB

31 days 2.36TB 23GB 3.4GB

1 year 27.8TB 23GB 3.4GB

Table 5.1: Data transfer at different time scales for the different approaches

Lifetime No CNN CNN uncompressed CNN compressed

1 orbit 0.2 54.26 71.28
1 day 0.2 76.94 86.59
3ldays 0.2 90.12 92.37
1 year 0.2 94.63 93.64

Table 5.2: Accuracy of the different scenarios with 10MB/orbit of bandwidth

Using the assumptions, it can be found that approximately 34787 such images are taken per orbit. Using
table 4.1, sending all images without compression results in sending 5119651kB per orbit, or 4.88GB.

In order to reach 90% accuracy for the CNN a dataset with the equivalent of 367744 Q, images with ships
is needed® (32809 original quality images), which is equal to 4828478 kB, or 4.6GB. Since not every image will
contain ships, the total data transfer needed is 23GB.

In order to reach the same accuracy with the lower quality Q» images, the equivalent of 53959 Q. images
is needed, which is equal to 708482 kB, or 0.68GB. Once again, not all images will have ships, so the total data
transfer needed to get the training set is 3.4GB.

From these calculations it can easily be seen that even in a relatively short amount of time, with the
wanted accuracy, it makes economical sense to use a CNN on-board of a satellite to perform object detec-
tion in space. In table 5.1 the data usage of the considered scenario’s is shown. If the amount of satellites in
the mission would be increased, only the amount of data needed by the approach without any CNN would
increase linearly, since the CNN can be shared between the satellites.

If instead of an accuracy goal a bandwidth budget is assumed, where a more realistic down-link budget
of 10MB/orbit is assumed, it can also be calculated what the expected accuracy is with the approaches using
a CNN at different points in time (ignoring the cost of updating the model as it is relatively small). This is
shown in table 5.2. Since the 10MB bandwidth available is only a small part of the total amount of data
gathered within an orbit, this results in a low theoretically possible AP for the non-CNN approach. It can also
be seen that for missions shorter than 1 year the compressed approach outperforms the non-compressed
approach, after which the uncompressed approach is superior (in this specific case).

3Using the equation of the best fit



Discussion & Recommendations

While the results clearly show the approach discussed in this thesis results in a more efficient way of object
detection from satellite images than an approach where no CNN is used, the research is not broad enough
to conclude it is the most optimal approach. Only the Faster-RCNN architecture was researched, while other
architectures may show different results. Furthermore only JPEG-XR compression was used on the images for
the training set, while other compression algorithms may give different results. The method is also tested on
one dataset, where the results might be different for different datasets. All these factors should be researched
further.

Furthermore, due to only having 9 data points on the learning curves per quality level in the graph shown
in figure 4.10, the confidence bands are relatively big, resulting in large errors in the final accuracy estimate.
More points on the learning curve should be created (by training the CNN with different amounts of images)
to reduce the size of the error and be able to draw better conclusions what effect image compression has on
final accuracy;, if any.

Another unknown is what can be considered a comparable dataset for a certain mission, that can be used
to train the CNN before launch. This is obviously dependent on the specific mission, however we expect
that general conclusions can be made regarding whether different imagers, ground resolutions and image
processing have any effect on the usability of a dataset from a different source.

A problem that the approach discussed in this thesis may run into is the labour intensiveness of annotat-
ing images for the training set. A solution for this problem should be found, but is also researched by other
parties as they have the same problem. Many different approaches exist that can reduce the labour intensive-
ness of this process. One example would be to use a CNN! to pre-annotate the images, after which a human
would only have to check the annotations.

An improvement that can still be added to the approach discussed in this thesis is smart image selection,
where images that are more "relevant” to training the CNN are given higher priority to be transmitted to earth.
A similar approach is used in other fields where an abundance of data is available, such as by the self-driving
development department of Tesla 2, where "similar" images to a case that is not solved well by the CNN can be
found within the fleet (in Tesla’s case) to focus the training set more on that case. An example on the dataset
used in this thesis would be that it is found that dykes are often annotated to be ships by the CNN. To solve
this the satellite is ordered to sent similar images to an image of a dyke, so that more dykes can be added to
the training set. This can of course be implemented in many different ways. Another approach would be to
send only images with ships, such that the "waste" of bandwidth by sending images without ships is reduced,
however this approach might also run into a loss of generalisation, where certain types of ships might not be
send anymore, since those ships are not considered ships and never added to the training set. One way to
solve this would be to also send random images, where for example 90% images are send for the training set
with ships found by the CNN and 10% random images.

Another factor not yet considered is the compression of the images to perform inference on. In this thesis
the inference was always done on original quality images, however a CNN trained on compressed images
may perform better on compressed images. Not needing to perform the compression would however result
in less compute power needed on the satellite.

10r a more power-hungry ensemble of CNNs
2https://youtu.be/UcpOTTmvqOE?t=7556
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For actually implementing the research done in this thesis it is recommended that one trains a CNN be-
fore launch with a dataset as comparable as possible to the images produced by the satellite. In case the
characteristics of the missions imager are different from the imager that produced the dataset, it is recom-
mended to compensate for those characteristics. During the mission it is recommended to start training with
alow quality level, for example 2, until the accuracy of the CNN "plateaus", where marginal gains are made by
adding more image. At that point we would recommend to increase the quality level to original, with which
it is expected the highest final accuracy can be reached. The further the mission progresses the more impor-
tant smart image selection, as discussed in this chapter, is likely to become, therefor it is also recommended
to keep increasing the test dataset, to find potential issues the CNN has.

A different approach, that was briefly mentioned in the introduction, is to use unsupervised or semi-
supervised learning combined with training in orbit, to avoid having to build a training dataset on earth.
This would result in a completely different problem with different challenges, such as compute power and
storage in orbit. While this approach is obviously more bandwidth-efficient, it is also harder to analyse the
performance of the model and validate it is performing as expected.

While it was mentioned in the literature review that weights could be used during the fitting of the samples
on the learning curve, this was not done because of the small amount of samples. Only 3 different amounts
of images (1000, 10000, 30000) were used, meaning using the weights described in [9] makes little sense.



Computer-vision techniques

In this appendix the different types of computer vision techniques that are researched will be discussed.
There are so called "DL" techniques and other techniques. The other techniques are shortly discussed, but
DL is the main focus.

A.1. Deep Learning
The term DL is used for many different algorithms. In this context DL will refer to object detection DL al-
gorithms, that take an image as input to then output the predicted objects within that image. To do this the
algorithm has to be trained by supplying many different images with the objects annotated, such that the
algorithm can determine what is and is not how the objects to be found look.

First the basics of DL are discussed. After this the most relevant examples of algorithms are explained.

A.1.1. Basics of DL

Since DL is a very broad term, with many different sub-disciplines, this research will focus on architectures
with multiple layers of Neural Networks (NNs). This is the most relevant to image classification, specifically
CNNs. A NN is a collection of nodes, that are interconnected. Each node performs a basic mathematical
function (such as a multiplication). The interconnections between the nodes are weighted. These weights
are tunable. By tuning these weights, the NN can be used to fit complex mathematical functions.

Most commonly, the nodes are organised in layers, where each layer connects only to the next layer. This
intuitively makes sense, as each layer can add a level of abstraction. If more than 6 layers exist, we speak of
a "Deep" NN. Deep NNs are responsible for a lot of the leaps in Machine Learning (ML) research, specifically
in complex tasks such as Natural Language Processing (NLP) and image recognition.

For general networks, the input of this NN is a vector of all inputs. The output is then a vector with
estimated probabilities for each class that the network is trained on. This way the NN can be seen as a fit
on the function of input to output. This is where the term "universal fitting function", that is sometimes used
to describe NNs comes from.

Of course, for the learning to work an optimisation method to tune the parameters has to be used. This is
done by "back-propagation” using an optimiser. A data-point (an image, a second of spoken language, etc.)
is fed to the network. The network then outputs a value from 0 to 1 for each classification. The error is then
calculated. After this the error is minimised, by tuning the weights using the optimiser (most of the times
with a "learning rate" hyperparameter). This way the NN "learns" from the fed data. This process is called
the learning process. Different optimisers exist, which will be discussed later.

The weight that is learned can have different precisions, depending on the application. For high-precision
training floating point representations are used, while for edge computation it has been shown that 8-bit or
16-bit integers can also work reasonably well (with a drop in top-1 accuracy of about 1-2% with Quantization-
aware training). !

After this learning process is done for the complete dataset, for multiple epochs (times the complete
dataset has been fed to the network) the training is complete. After this the network is tested on a sepa-

Ihttps: //github.com/tensorflow/tensorflow/tree/rl.15/tensorflow/contrib/quantize#quantized-accuracy-results
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Figure A.1: Graphic overview of the gradient descent optimiser [35]

rate dataset (the test data). During this the weights are frozen, so that an accurate estimation of the accuracy
can be made.

A.1.2. ML optimiser techniques/Learning methods

Since the optimiser is responsible for adjusting the weights of the NN, it is an important part of any design.
There are several approaches discussed in the literature, of which most are based on Gradient Descent. An
overview of what the weight adjustment looks like can be found in figure A.1

Gradient Descent
Gradient Descent is not a new method, and has had success in other fields as well. The gradient descent
formula for NNs is given in [35]:

W) =Ww(k-1) - (A.1)

Tsw
Where 7 is the learning rate, which adjusts how far the weights are moved in each iteration. There are then
several approaches to choosing the learning rate. The most simple case is tuning a scalar learning rate. Other
approaches are the Newton/Quasi-Newton approaches where the learning rates are chosen by calculating
the Hessian, and the learning rate is thus a diagonal matrix (meaning each parameter has its’ own learning
rate).

There are also several approaches as to when the weights should be adjusted. We can adjust the weights
for each datum (stochastic/online learning), or we can use "batch learning", where the average gradient is
calculated for a batch of data.

Batch learning is generally slower, as the redundancy in batch learning is much higher (in the extreme
example of having 2 exact same data points in the set, the exact same gradient has to be calculated twice for
one training step). Stochastic learning also has the advantage of being able to escape local minima, due to
the "noise" on the estimated gradient. [35]

Batch learning however also has advantages: some tricks to speed up the computation are only effective
on batch learning and batch learning converges closer to the (local) minimum. The convergence of stochastic
learning can however also be improved, by annealing? the learning rate. With batch learning the second order
derivative can also be computed, which can help in the estimation of the minimum of the function.

An important point to note on the optimisation is that the convergence is not as important as it might
seem, since overfitting is more of a problem. The hope is that the generalisation of the network is good
enough that the convergence error is no problem.

2https://en.wikipedia.org/wiki/Simulated_annealing
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Momentum

One issue with Gradient Descent is that it has trouble with descending in one direction more strongly than
other directions. A proposed method to solve this issue is the momentum approach, where the descent has
momentum that is changed every iteration. This results in being able to quickly converge in one direction.
[45]

Nesterov accelerated gradient

The Nesterov Accelerated Gradient (NAG) method is an improvement on momentum, where the gradient
is also calculated for the next iterations’ position. This can be done since the speed is known, thus the
position in the next iteration is known. This results in a more accurate gradient direction and thus faster
convergence.[55]

AdaGrad

AdaGrad adjusts the learning rate for each weight, where weights that are associated with more data get a
slower learning rate than other weights. This results in a more robust convergence of the NN. The learning
rate of weight w; is divided by the sum of the squares of the gradients in the direction of w; up to the current
moment. This however also comes with a disadvantage, since the sum of squares can only increase, thus the
learning rate can only decrease. This results in not being able to learn new knowledge after some time, since
the learning rates all went to zero. [13]

AdaDelta/RMSProp

AdaDelta [60] tries to solve the diminishing learning rate, by restricting the sum of squares to a certain win-
dow, resulting in a constant learning rate with infinite time. RMSProp is an adaptive learning rate method
proposed by Geoff Hinton, which results in the same algorithm as AdaDelta. [57]

Adam
Adaptive Moment Estimation (Adam) [29], in addition to the decaying gradient of Adadelta, also stores a
diminishing momentum like Momentum. This results in favouring flat minima.

AdaMax is an extension of Adam, where instead of using the ¢, norm to calculate the "velocity" (the
gradient), it uses the £, norm.

Nadam
Where it was previously discussed that NAG is superior to "normal” momentum, the same can be applied to
Adam. This is why Nadam [12] was proposed, which combines NAG with Adam.

AMSGrad

In limiting the sum of gradients to a window (or diminishing them) a problem in convergence was introduced
for some forms of functions. [26] It is proposed to solve this issue by instead of calculating the maximum of
past squared gradients, instead of the sum over the window. This appears to improve the performance for
certain datasets, especially object recognition.

A.1.3. Information Feeding

Since the amount that the weights of a NN change is linearly dependent on the magnitude of the error, the
training of the network happens the fastest when the most "unexpected" example is fed to it. [35] The most
basic approach to this is randomly shuffling the input data. One way to improve this over random shuffling of
the input data, is to rarely feed data belonging to the same class after each other. Another method of improv-
ing this is called emphasising. If a datum results in a large classification error, it is clear that the network does
not handle that datum well. This datum can then be emphasised, by feeding it to the network more often
than other data.

A.1.4. Convolutional Neural Networks
CNNs are a type of ML that is inspired by biological vision, specifically in cats. The vision of cats was re-
searched in [24]. It was found that there are cells in the cortex which perform "spatial pooling" which is
thought to be crucial in the vision. From this research CNNs were inspired.

CNNs are the most used ML algorithms for images. This is because of the property that they are space-
invariant, which means it does not matter where a feature is in the image, nor in which orientation the feature



34 A. Computer-vision techniques

is. [61] This is also important for satellite imagery, as the location and orientation of the features in images
are arbitrary, because of the rotation of the satellite itself. This is why in research CNNs proofed to perform
better on images than Support Vector Machines (SVMs). [33]

CNNs also retain information about the location of pixels with respect to each other because of the spa-
tial pooling. This is first described in [32], where the convolutional layers are proposed. Having this spatial
information preserved is crucial for image recognition.

Convolution

Since with large input data such as images having many fully connected layers results in an infeasible amount
of parameters, both due to memory usage and the susceptibility to overfitting, a smarter solution is needed.
This is why the convolution operation is used. The convolutional layer can be seen as a dot product of local
features with trainable weights. The number of filters (sets of weights) is a hyper-parameter that can be tuned.
For example: using a 32x32 input with 3 filters will result in a 32x32x3 output of the convolutional layer.
A visualisation of this process can be found on the Stanford CS231n page®. Usually padding is also added
around the edges, for the convolution to work with the sides of the image as well. If this is not done the sides
of the image become largely irrelevant to the classification.

Activation
After a convolution layer the outputs of this layer have to be normalised in some way. There are different
methods to do this, some based on biological data and some based on computationally efficient perfor-
mance.

The traditional way to do this is using the hyperbolic tangent function to map the output value from -1 to

Another way is using a rectifier. This rectifier is defined by max(0, x). This is computationally very easy
and in practice also performs at least as good as the tanh function [19][31]. Another name for this is Rectified
Linear Unit (ReLU). There are also other variants of the ReLU function, such as the leaky-ReLU

Pooling

Pooling is the operation which reduces the dimension of the data in the NN. This is done by applying some
norm function over a window of the previous layer. It is found that in practice Max-pooling is the best per-
forming method [52]. This operation loses information that was in the original image, but also reduces mem-
ory usage. Larger windows result in more information being lost. It is most common to use small window
sizes, and use multiple pooling layers, with other layers in between them.

Fully Connected
Fully Connected (FC) layers are similar to convolution layers, however they do not operate on local subsets
of the image, but on the full image. They can thus be seen as a matrix multiplication, with added bias.

Output Layer

The very last layer of the neural network is called the output layer. Hopefully all features of the input data
have now been extracted, and returned into a vector. This is the input to the output layer, which from these
features produces a classification. The output of this layer is a vector with a probability for each class. While
the output layer gets a special name, it is just a FC layer. As will be discussed later, the output layer does get a
special function with transfer learning.

Issues with CNNs

One big issue that conventional CNNs have, is that they classify which class of object is in the image, instead
of finding all objects with their respective classes in the image. The output vector of the CNN is a list with
probabilities of each class in the image being present. This means that to find the location of an object within
an image the CNN has to be run over many regions within this image, where the region selection is still a
problem to be solved. The classic (naive) approach to this is to have a sliding window moving over the image,
with a step size of a certain amount of pixels. Different approaches (such as Regional Convolutional Neural
Network (R-CNN), Fast R-CNN, You Only Look Once (YOLO)) to circumvent this issue have been attempted,
which are described later.

Shttp://cs231n.github.io/convolutional-networks/
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Figure A.2: Graphic overview of the OneShot method

A.1.5. OneShot classification

As described, CNNs require a lot of data, which can be expensive (or even impossible) to obtain. This is why
efforts are made to reduce the data needed for classification. One such an approach is OneShot classification.
[30] It uses the same approach as CNNs to extract features from an image, but instead of training a model from
known images, it compares an image to 1 (or a few) known images. It does this by calculating the L2 norm
between the features of the known image and the new image, for every image in the known image-set. The
higher the similarity, the lower the value that is to be expected from this norm. Then the classification is the
class with the highest similarity image in it. This is shown schematically in figure A.2 [30].

A.1.6. Regional Convolutional Neural Network
The R-CNN approach consists of 4 main steps: [18]

1. Select regions to be analysed

2. Warp these regions into squares

3. Compute feature vector using CNN

4. Classify using a SVM (see appendix B)

This results in only analysing a specific region once, where only the fourth step is done repeatedly for each
class. This means it is computationally more efficient, especially for extraction of multiple classes from an
image.

Selective Search
In order to use this approach a computationally cheap way to select candidate regions for features is needed.
The way proposed in [18] is to use Selective Search, which is described in [58].

Selective Search starts by over-segmenting the image. The segmentation algorithm used is proposed in
[15]. The segmentation divides the image into different regions, where within each region the image is similar.
Over-segmentation is done so that no features are missed. This results in a high recall ratio, but this is not a
problem since the segmentation is just the first step of the algorithm.

After the segmentation bounding boxes are drawn around all these regions. The regions are then merged
hierarchically, where similar* regions are merged. In R-CNN the regions are (usually) merged until 2000 re-
main.

Classification

After the most likely regions are determined by the Selective Search, the regions have to classified. For this
they are warped into squares. After this the square regions are fed into a CNN, to extract the features in the
region. The features are then fed into a specific SVM [10] for each class to be analysed. The SVM returns a
true/false assessment of that specific class of object being in the region.

4in colour, size, texture and shape
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Figure A.3: Graphic overview of YOLO [48]

A.1.7. Fast Regional Convolutional Neural Network

Fast R-CNN tries to solve the performance issues R-CNN has, due to needing to analyse 2000 regions. It does
this by reversing the operations. First the complete image is fed to a CNN, after which the regions of interest
are found by Selective Search. This significantly improves the test performance, as well as training speed. [17]

A.1.8. Faster Regional Convolutional Neural Network

Fast R-CNNs performance is still not good enough to be computed real time, as the Selective Search algorithm
impacts the performance. This is why Faster R-CNN attempts to use a different algorithm to find the Regions
of Interest (Rol). It is proposed in [49]. It uses a NN to find the Rol, instead of the selective search. This NN is
called the Regional Proposal Network (RPN). These Rols are also called anchors. The RPN is trained using the
IoU (see chapter 4.1) score of these anchors.

A.1.9. You Only Look Once

YOLO [48] has a different approach to R-CNN-like architectures. It divides a test-image into a SxS-grid, after
which for each of the squares on the grid YOLO computes B bounding boxes (which can be larger than the
square) and the class probabilities in that square. This is shown graphically in figure A.3. The final classifi-
cation is then the multiplication of the bounding boxes with the class probabilities. A threshold is applied to
this value, to draw the final classifications.

Because of this architecture YOLO is significantly faster than other methods, with YOLOv3 performing
about 3 times as fast as RetinaNet [38] for comparable accuracy [47]. Since YOLO takes the complete image
into account during its’ classification it is more reliable in filtering out the background [48].

The drawback of this approach is that it is not very accurate, compared to other approaches.

A.1.10. Single Shot MultiBox Detector
The Single Shot MultiBox Detector (SSD) [39] architecture is similar to YOLO in that it tries to improve infer-
ence speed.

The first step of an SSD network is to use VGG-16 to extract a feature map. After this bounding boxes
should be predicted. It does this by having a default set of bounding boxes with different dimensions. An im-
age is divided into different resolution grids, where in each location of the grid the bounding boxes are drawn,
which are then adjusted using a NN. Since there are different resolution grids, different scales of objects can
be found. The size of the bounding boxes also scales with the size of the grids. After the bounding boxes are
predicted (with a lot of false positives) the objects in the bounding boxes are classified, where no object is also
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Figure A.4: Graphic overview of SSD [39]

a possible classification. The highest probability boxes are then the output of the network.

Since there are many false negatives in the bounding box prediction, training the network with all false
negatives would result in bad training. This is why the ratio of negatives to positives is limited.

SSD has been shown to be outperformed by YOLOV3, both in accuracy and in inference speed. [47]

A.1.11. Generative Adversarial Network

The Generative Adversarial Network (GAN) architecture was first proposed in 2016 [20]. They use game theory
(sort of) to generate data that belongs to a dataset. This is the type of network that powered DeepFakes as
well as sites such as thispersondoesnotexist.com. The network works by having two NNs, of which one
is the generator and one the discriminator. The generator tries to create images that pass the discriminator
as real, while the discriminator tries to classify whether an image is real or not.

While these are not immediately useful for classification of images, attempts are being made to use this
type of learning for Semi-Supervised learning, where a small amount of classified data can be used to train
the neural network.

MARTA-GAN

One such attempt is the MARTA-GAN architecture. [37] The idea of this architecture is that it generates ad-
ditional training data using the Generator (G), while the Discriminator (D) tries to distinguish these from the
real images. This results in fake images which are close to real images, so that they can be used as additional
training data. This results in needing less training data needing to be classified, thus can reduce the cost of
training a model. The D is then used to classify the image, just like a classical CNN.

Deep Convolutional GAN

Deep Convolutional GANs works similar to MARTA-GANSs. [46] This paper however, also describes a way to
analyse the network and the representations it generates for objects.

Auxiliary Classifier GAN

The auxiliary classifier GAN[43] also works in a similar fashion. In this case the G tries to fool the D on a
specific class. The generator "wins" if the Discriminator classifies the image as the class that the generator
tried to fake. The discriminator can also classify an image as fake, instead of one of the classes. In this way
the discriminator once again can be trained with very little data.

The results on the MNIST database [34] of the example AC-GAN given in ® can be seen in figure A.5.

Shttps: //github.com/keras-team/keras/blob/master/examples/mnist_acgan.py
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(b) Results after Epoch 9

(a) Results after Epoch 1

Figure A.5: Results of the AC-GAN. Left are fakes, right are real images.

A.1.12. Specific Trained Nets

AlexNet

AlexNet is a NN that is developed by Alex Krizhevsky. It is a big part of why DL got big, when it won the

ImageNet contest with a 10% lead on the second place. Its’ large amount of layers is the reason it performed

so well. This makes it computationally expensive, but using GPUs made this possible.[31] It is still used to

classify images, but also as a component in certain architectures, such as GANs architectures.

The GoogLeNet NN proposes a new idea for a layer: the inception layer. It consists of multiple parallel con-

GoogLeNet

volutions, that are concatenated to form the output. The convolutions are of different sizes (1x1, 3x3, 5x5).

This results in some

"context" information being used, as well as details. Using this resulted in an error rate

of 6.66% on ImageNet.

ResNet

The authors of ResNet argue that adding more layers to a NN should never decrease its’ performance, as the

layers could be identity, resulting in the exact same performance (accuracy-wise). However, in practice a

decrease in accuracy with adding more layers. This has to do with the vanishing gradient problem. As the
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identity

Figure A.6: Graphic overview of ResNet

gradient is back-propagated it is multiplied for each layer, resulting in a smaller and smaller value. ResNet
tries to solve this problem, by using a new architecture. An identity bypass-function is added for each x layers.
This then results in having at least the same performance for added layers. The architecture can be seen in
figure A.6. [22]

This vastly improves the stability of training and the scalability of the network. Since adding layers will
never make the performance worse (but does make the computation time worse) the depth of the network
can now easily be increased to add accuracy or reduced to improve computation time.

A.1.13. Synthetic Data Creation

An important technique used in training ML algorithms is the creation of synthetic data. This is used to
reduce the amount of annotated data being needed, by manipulating the existing data. A risk of this approach
is over-fitting on the existing data, as it is re-used multiple times.

Well known techniques are mirroring the images, as well as rotating images (up to a certain maximum
angle). Note that this should only be done if the situation could actually be encountered by the NN. Using
mirroring on text does not make sense, as the NN does not have to classify mirrored text in a real use case.

Of course a GAN can also be seen as (a complex way of) creating synthetic data to train the discriminator.

Another approach to creating synthetic data is creating a 3D simulator and extracting data from the scenes
generated by the simulator. ® While this results in cheap data, it is difficult to create this simulator which
produces the data.

A.2. Non-DL Techniques

Apart from the DL techniques considered, there are also non-DL techniques. While a completely ML-free
solution is not considered for this research, as they do not generalise, the techniques used are still considered
to be used in addition to the DL techniques.

There are two main approaches towards non-DL Computer Vision (CV). The first approach is using the
form (or mostly the form) of the object to be found, the second approach is using colour (or mostly colour)
as the identifier of the object.

A.2.1. Form methods

Using the form of objects seen in an image to recognise it is one of the oldest approaches to CV. Research
goes back as far as 1985. [5] While this research does not propose a CV approach, it does needed research on
how humans recognise objects. It also immediately indicates a problem with using only form: a zebra will
look the same as a horse with only edges, so colour is still needed for some cases.

Filtering

If information about the features we are looking for is available, we can use this to filter other features away.
The most simple example is that if we are looking for a red ball, we can remove all pixels with a red-channel
value below x, where x is tunable. More complex filtering approaches are used for real life situations. All
of these filtering approaches are very domain-specific. This results in large development cost, which is not
easily ported to new products. This is why these are not further considered in this research.

Shttp://www. harrisgeospatial.com/Portals/0/pdfs/EAS/DavidGorodetzky_EAS18.pdf
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Edge detection

One of the techniques that is almost always present in CV without DL is the edge detection. The idea is to
find the boundaries of different features so that they can later be detected/classified. The most used way to
perform edge detection is using a two-dimensional gaussian derivative on the image [6]. This is computa-
tionally efficient, because gaussians can be implemented efficiently. Edge detection is also used in some DL
techniques.

A.3. Transfer learning
A commonly used technique in the training process of CNNs is called "transfer learning". In this technique a
trained NN is taken, and then retrained for a new dataset. This is often done by freezing the first layers of the
network and only training the last layers (mostly the very last fully connected layer) since only that part of the
network is expected to be data-specific. This means less data is needed to get a well-performing CNN.
Often-times the NN is first trained on ImageNet [42, 54], assuming that the large amount of data (1.2M
images) in the dataset help the pre-training step. This is found not to be true, and training on a smaller subset
of the ImageNet is found to work almost as well [25].

A.4. Comparison of techniques

In this section the previously discussed methods will be compared quantitatively, focusing on different per-
formance criteria. Since the end goal of this research is to reduce power usage, the most important criteria is
the power usage (or more accurately the energy usage). Other important criteria are accuracy, inference time,
memory usage (which is linearly related to the number of parameters [7]). These criteria all depend heavily
on the hardware used.



Support Vector Machine

A SVM is a linear classifier, that maximises the margin between the classes. It generates a hyper-plane that
divides the classes with the margin (distance to closest sample) for each class. These margins to 2 classes are
shown in figure B.1. It can be seen that while H2 and H3 both separate the classes, H3 does this by a larger
margin, thus is considered a better classifier.

It can also classify non-linear class-distributions by using a kernel. [56]

SVMs do suffer when having to classify more than one class, as a separate SVM has to be made for each 2
classes, resulting in large computational needs.
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Figure B.1: The SVM algorithm (https://en.wikipedia.org/wiki/Support-vector_machine)
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KNN

K-Nearest Neighbours (KNN) is a classification algorithm based on the distance between the datum to classify
and the "training set". The distance calculation is a hyperparameter, where the £, norm or the manhattan
distance are usual choices. Sometimes the [, norm is also used.

The other hyperparameter is K, the amount of neighbours are considered. In figure C.1 an example of
a classification problem is shown. The green point is to be classified, with the solid circle being K=3 and
the dotted circle being K=5. Assuming majority voting for the final decision, it can be seen that for K=3 the
classification is the "red triangle" class, while for K=5 the classification is the "blue square".

Care should be taken in case an equal amount of neighbours are of the same class. For 2 classes this can
be prevented by taking K odd, for more classes it can be solved by looking at the closest neighbour, or taking
arandom class from the top classes.

Figure C.1: The KNN algorithm, with K=3 and K=5 (https://en.wikipedia.org/wiki/K-nearest_neighbors_algorithm)
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Definition of compression levels

In this thesis JPEG-XR is used to compress training images. The compression function accepts a parameter
called the compression level. The term compression level is used to indicate the amount of information that
is lost during the compression. Compression level 100 is lossless' compression, whereas compression level
2 is the most lossy compression used. The file size also correlates in the same way: higher compression level
results in greater file sizes.

D.1. Visualisation of the compression

In figure D.1 an example image can be seen in different compression quality levels compressed with the JPEG-
XR compression. It can be seen that for a human the ship is recognizable for all compression quality levels.

In figure D.2 the average file size for the different compression quality levels can be seen. It should be
noted that since the original image is not a raw image, but a JPEG-compressed image, the highest compres-
sion quality level results in a significantly larger file size than the original. Furthermore it is interesting to note
that the file size reduction is not linear with the compression quality level.

So how exactly are the images compressed, and what does the compression level mean exactly?

The compression works in multiple ways. A part of the compression comes from chroma subsampling.
Another part comes from encoding of the frequency-transform of blocks of the image. Before the compres-
sion is done the image is converted to the Luma Chrominance orange Chrominance green (YCoCg) colour-
space. This is a so-called luma colour-space, where instead of having 3 colour channels as in RGB, the pixels
are defined by their luminance and chrominances.

Chroma subsampling means that the chroma (roughly speaking the colour) of a region of pixels is sam-
pled less frequently than the luminance (roughly speaking the brightness) of said region. This is done because
a human is worse in distinguishing chroma than luminance.

The chroma subsampling works by sampling the chroma values less often than the luminance values.
This is often denoted by J: a: b, where J is the width of a region within the image (often four). The height
of the region is 2. a is the number of chrominance samples in the first row, and b is the number of changes
between the pixels of the first row and the second row. b is almost always either 0 or equal to a. In the case that
b is 0, the vertical chrominance resolution is halved, in the case that b is equal to a the vertical chrominance
resolution is equal to the original. As an example, with 4 : 2 : 0 chroma subsampling both the vertical and the
horizontal resolution are halved.

After the chroma subsampling, the image is converted into blocks (almost always 4x4 blocks), from which
for each channel all pixels are put in a specified order, after which a frequency transform is done. After this a
complicated method of encoding the coefficients is done, with prediction of the coefficients as well as Huff-
man coding of the coefficients themselves. The final step is quantization of the coefficients, which is, apart
from the optional chroma subsampling, the only lossy step in the process. Lossless JPEG-XR encoding is
thus done by not doing the quantization. The amount of quantization influences the perceived quality of the
image, and is one of the aspects influenced by the compression level.

IDepending on the colour-space transformation
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Figure D.1: The JPEG-XR compression on an example image

Compression level vs. average file size

4304 --- Non-compressed image size ]
ey
2s,
8
H
©
&
4
£

254 [s]

18 4 [s]

o
134 o e °
2 3 4 6 10 20 100

Compression level

Figure D.2: The compression level versus the average file size for the dataset
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The other aspect influenced is the chroma subsampling. The chroma subsampling is automatically changed
from4:4:4t04:2:0when the compression level is smaller than 50.

Another aspect that influences the final size of the image is the bit-depth, or the amount of bits that one
channel of one bit uses. This is most often either 8 or 12 bits, in the case of this thesis the images all have a
bit-depth of 8 bits.






Types of Computer Vision tasks

For different applications, CV algorithms have to perform different tasks. There exist three main tasks that
are often desired: classification, object detection and segmentation. Classification is often the easiest task,
where an algorithm has to determine what an image is, i.e. is an image a cat or is it a dog? A harder, more
relevant, problem is object detection: where in this image are the cats and dogs? The output of the algorithm
is then a bounding box (often a rectangle) around the object. This is a harder problem because it is in essence
a combination of nearly infinite classification problems, for each part of the image, at different scales. Even
harder is image segmentation, where the goal is to know, for each pixel in an image, whether that pixel is part
of a cat, a dog, or neither. The output is then a bit-mask of the image for each object that should be found.

For this thesis the object detection task is the most suited, as the final goal of the project will either be
getting a location of an object, for which the middle of such a bounding box is accurate, or getting a snip of
the image, for which the bounding box (plus some tolerance) can be used.
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Hardware Solutions

With the rise in popularity of Artificial Intelligence (AI), different hardware solutions have also been pro-
posed. An overview of all different solutions is given in this chapter. At the end of the chapter all solutions
are compared. Sadly, it proofed to be very difficult to get comparable hard numbers, as the Domain-Specific
Architectures have been released very recently, this is why some numbers are approximations. This problem
has also been reported by others and attempts have been made to solve this, such as MLPerf !, however power
has not been taken into account for their results.

Do note that this chapter only considers the inferencing with the trained model, since this is the most
resource-constrained step.

El.GPU

A GPU is a dedicated chip, used for image processing (and other highly parallel processes). They often have
dedicated decoding hardware for much-used image formats, rendering hardware and other image-related
dedicated hardware. They are used in combination with a Central Processing Units (CPUs) and most often
can not be used separately.

Since the rise of deep learning, it was realised that GPUs are also fit for training and interfering NNs, due
to the highly parallel nature of the problem. GPU manufacturers have also made an effort to optimise them
for this use case, with tensor core support since CUDA 7.x?

E1.1. NVidia T4

NVidia has even gone as far as marketing specific GPUs as "Al accelerators". While these are not ASICs they
are specifically optimised to run NNs. One example of these is the NVidia T4. It can perform 65 TFLOPS with
mixed-precision floats at 70W. 3

E2. FPGA

Field Programmable Gate Arrays (FPGAs) are software-programmable hardware modules, that are well fit
to perform repetitive tasks power efficiently and fast. They have a large amount of logic gates, that can be
connected in a way described by the hardware description language.

FPGAs are generally more power-efficient than GPUs while performing NN tasks, while they are less
power-efficient than ASICs, as can be seen from figure E1. They are however re-programmable, which does
bring advantages, since different functions could be done using the FPGA.

E.3. Domain-Specific Architectures
Where as both FPGAs and GPUs were designed previous to the emergence of Al and have many different uses,
there are also domain-specific architectures. These employ optimizations, such as lower-precision arithmetic

1mlperf .org

2https://docs.nvidia.com/cuda/cuda- c-programming-guide/index.html#features-and-technical-specifications

Shttps://www.nvidia.com/content/dam/en-zz/Solutions/Data-Center/tesla-t4/t4-tensor-core-datasheet-951643.
pdf
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and better data flows, specifically for CNN applications. This results in lower power consumption per opera-
tion.

E3.1. EdgeTPU

One example of such an integrated circuit is the EdgeTPU* developed by Googles Coral. It acts as an "Al
accelerator”, which means it does need a host to interface with. The EdgeTPU can do either 8 bit or 16 bit
integer calculations, which means the models used have to be trained with quantization errors in mind. The
EdgeTPU is able to perform 4 Tera Operations Per Second (TOPS) with a power usage of 1W. [1]

E3.2. Intel NCS
The Intel NCS(2) uses the Intel® Movidius™ Myriad™ X VPU, which is a similar chip to the google EdgeTPU.
It claims to perform 1 TOPS, while not mentioning any power usage statistics. There is also no mention of the
type of data that it can perform these operations on, while being more expensive than the EdgeTPU.

This is why the chip will not be further considered.

E3.3. TrueNorth

TrueNorth takes a different approach to Al It is an ASIC, which does not try to optimize the computation of
CNNs, but instead tries to simulate the human brain. It does this with binary outputs of each connection. [40]
The main way this chip saves power is by not having a von Neumann architecture °. It does this by simulating
synapses using logic gates. This results in a power-efficient architecture.

The drawback of this approach is that it can not use the researched NN architectures discussed in this
chapter. While IBM has created their own architectures to perform the same tasks, they are not widely re-
searched and in creating a custom architecture one is very dependent on IBMs software suite.

Thus, while the neuromorphic approach is promising in the long run, it is not a widely implemented
approach at the time of writing.

E4. Overview of Power vs. TOPS
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Figure E1: An overview of Al hardware (accelerators) [51]

In figure E1 an overview of commonly used hardware solutions for inference is shown. From this overview
we can immediately see that, for efficient inference, either ASICs or Data Center chips/cards should be used.
The absolute best inference operations/W is 10 TeraOps/W with the AIStorm chip. This chip is not yet on

4https://cloud.google.com/edge-tpu
Shttps://en.wikipedia. org/wiki/Von_Neumann_architecture
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the market however, so the specifications should be taken with a grain of salt. After this the TrueNorth chip
comes in.

While the TPUEdge scores low in this graph and even seems to be misplaced according to the google
datasheet, this is because it is based on its’ performance on MobileNetV2 for which the EdgeTPU reports
100+ fps and the MobileNetV2 paper report 585 MOPS per frame.® The peak performance of the EdgeTPU is
4 TOPS. [1, 2] The performance on MobileNetV2 has been updated on the site [1] to be 400 fps, which results
in 234 GOPS practical for that particular architecture.

This difference in measurement illustrates a problem in the analysis of hardware solutions: theoretical
OPS differ greatly from practical OPS due to factors such as pipeline usage, memory speed, re-configuring
latency (if more parameters are used then supported) and input/output bandwidth.

E.5. Comparison

Different specifications are important for the hardware solution chosen are important: power efficiency,
peak power usage, physical size, price, effort needed for radiation shielding, accuracy and development con-
straints. In table E1 a morphological chart is given which summarises the performance of all different (high-
level) options. [51]

Power Eff. Price Size SupportingHW Maximum speed Ease ofimplementation Precision

GPU - - - - ++ ++ ++
CPU - - - ++ + + ++
FPGA + + + - + - +
ASIC ++ ++ ++ + - - -

Table E1: Inference HW overview

From this we can conclude that the main trade off is between precision, speed and power efficiency. While
the speed of an ASIC such as the EdgeTPU is still enough for most satellite applications, the precision might
be an issue. However based on documents released by manufacturers, it is not expected that the decrease in
accuracy is a problem. It is also expected that in the future ASICs will improve even further, also regarding
accuracy and speed. Since GPUs are a more mature technology, the improvements expected for them is
smaller. This is why it is expected that specialized hardware is the most future-proof method to implement
AL

This is why the different ASICs on the market at the moment are further compared. This is shown in table
E2. TrueNorth is not added to this comparison due to the different approach it makes to Al, resulting in it not
being comparable. All *DianNao ASICs use the same chip, thus only the most powerful configuration is used.

ASICoverview  Power Usage Peak OPS__ Performance on Mobile-Net _Accuracy on Mobile-Net _Power eff. on Mobile-Net _ Precision Size (chip) Model support

EdgeTPU w 4TOPS 400+ fps [36] 70.6% 0.1TOPS/W [36] 8or 16-bit 15x10mm Tensorflow-Lite

MovidiusX 2w 1TOPS” 50 fps [36] 73.7% 0.01TOPS/W [36] 8 bit fixed point, 16 bit FP 22 (only available as PCl or USB)  Intel OpenVino

DaDianNao 16W 5.5TOPS 22 2 2 16 bit fixed point 3mm?® 22 not available for purchase

Table E2: Overview of different ASICs

6Information gathered via e-mail to author
7For NN, 4 TOPS total
8For 1 chip, not the complete system
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In table G.1 an overview of what images are used for each experiment is shown.

Overview of all experiments

Equivalent of 1000 q=2

Equivalent of 10000 q=2

Equivalent of 30000 q=2

Table G.1: Images used for the experiments

Data quality | Run 1 \ Run 2 \ Run3 Run 1 \ Run 2 Run 3 Run1 \ Run 2 Run 3
original 0-89 89-178 178-268 0-892 892 -1784 1784 -2676 0-2676  2676-5352  5352-8028
20 0-530 530-1061 1061-1591 0-5304 5304 -10607  10607-15911 0-15911 8000-23911 16000-31911
10 0-722 722 -1444 1444-2167 0-7222 7222 -14445  14445-21667 0-21667 6000-27667 12000-33667
6 0-854 854-1708 1708-2562 0-8538  8538-17077 17077-25615 0-25615 4000-29615 8000-33615
4 0-930 930-1860 1860-2790 0-9301 9301 -18603  18603-27904 0-27904 3000-30904 6000-31904
3 0-975 975-1950 1950-2925 0-9750  9750-19499  19499-29249 0-29249 2000-31249 2000-33249
2 | 0-1000 1000-2000 2000-3000 0-10000 10000-20000 20000-30000 0-30000 2000-32000 4000-34000
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