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Abstract

The mimetic spectral element method (MSEM) is a structure-preserving discretization scheme based on

the Galerkin Method, which strongly constrains the topology relations by discretizing and reconstructing

variables in specific function spaces in order to preserve certain critical structures of the PDE in the

numerical solution. In studying the 2D incompressible Navier-Stokes equations, the conservation law of

mass, energy, vorticity, and enstrophy (or helicity for 3D cases) are expected to be preserved. According

to the de Rham complex, the mimetic spectral element method uses differential forms rather than vector or

scalar fields to present physical variables and discretize differential forms on specified function spaces. It

has two significant advantages. Firstly, the topological relations between discretized variables depend

only on the grid’s topology structure, which means no numerical errors are introduced into the discretized

conservation equations. Secondly, the variables are reconstructed with spectral functions, which can be of

arbitrary high order.

Based on the MSEM, a more efficient hybrid dual mimetic spectral element method (hdMSEM) was

proposed. In the hybrid mimetic spectral element method (hMSEM), a set of trace function spaces and

trace variables are introduced at the interface between subdomains, applying a Lagrange multiplier to

strongly couple the variables of bordered subdomains so that domain decomposition is feasible, and the

solver can run in parallel efficiently. In addition, designing a proper set of dual grid and dual function spaces

for trace variables can further increase the sparsity of the matrix, thus saving computational resources.

However, a singularity problem arises in the structure-preserving simulation of incompressible flows with

the primal hdMSEM when Lagrange multipliers are applied to couple variables of vorticity at the edge

where more than two subdomains meet.

This thesis proposes the hybrid dual mimetic spectral element method with a novel dual grid, which

can avoid the singularity and simultaneously keep the matrix of the discrete system symmetrical and the

mathematical definition of the matrix equations rigorous. The basic idea is to introduce a dummy degree of

freedom at the edge where singularity arises and design a curvilinear dual grid for trace variables to couple

the degree of freedom of vorticity and the dummy degree of freedom to eliminate singularity. Besides, this

thesis studies the implementations of several kinds of boundary conditions with the novel dual grid and the

corresponding grid topology near boundaries. Then, we extend the hdMSEM with the novel dual grid to

solve steady and unsteady 2D incompressible Navier-Stokes equations. In numerical experiments, the

accuracy and structure-preserving capability are verified numerically with several benchmark cases.
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1
Introduction

Within computational physics, the structure-preserving method is a topic of great interest because, in the

partial differential equations describing physical problems, some topological relations reflect the most

fundamental laws of nature, such as the law of conservation of mass or the law of conservation of energy

[1]. Numerical discretization methods should keep such structures to obtain a stable and reliable solution.

The theoretical basis of structure-preserving methods, also known as mimetic methods, is derived from

Whitney’s theory [2] of geometrical integration and Tonti’s classification scheme [3] of variables in the

physical equations. This means structure-preserving methods often have multiple geometric elements

for discrete domains, such as node, edge, surface, and volume, and therefore have a more complex grid

structure than traditional grids based on nodes and cells.

Following the idea of previous mimetic methods, Gerritsma, Palha, Kreeft, et al. [4, 5, 6, 7, 8] built

the framework of the mimetic spectral element method (MSEM), which associates different physical

variables with different geometrical elements and reconstructs the variables field with high-order piecewise

polynomials in spectral elements. Compared to a traditional solver for incompressible flow only considering

the velocity field and pressure field, vorticity is listed as an independent variable in MSEM and related to

the velocity field with the curl operator:

∇ × 𝒖 = 𝝎,

which is not so trivial, because vorticity and velocity (flux) are both on the primal grid, while the curl operator

is defined on the dual grid. So, this equation is critical in preserving the conservation law of vorticity. Based

on the framework of MSEM, Zhang [9] proposed a hybrid mimetic spectral element method (hMSEM) for

domain decomposition by introducing trace variables and then developed hybrid dual MSEM (hdMSEM)

[10] by choosing a dual grid and dual function space for primal variables and trace variables to increase

computing efficiency. These developments make hdMSEM stable and efficient while resulting in a highly

complex set of function spaces and grid topology for discretization.

In studying incompressible flow problems with hdMSEM, vorticity variables are associated with elements’

edges. However, a singularity problem arises at the edge where more than two subdomains meet when

applying Lagrange multipliers to couple the variables of vorticity. Thus, this thesis proposes a novel dual

grid for the hybrid dual mimetic spectral element method to eliminate the singularity problem and further

develop the hdMSEM with the novel dual grid to study incompressible fluid dynamics problems.

1.1. Literature review
An idea to classify fundamental physical quantities was firstly proposed by Tonti [3, 11, 12, 13] in the 1970s,

in whose theory, differential geometry [14, 15, 16, 17, 18] is strongly related to algebraic topology [19, 20].

This scheme describes variables at grid nodes and associates them with geometric elements of different

dimensions like lines, faces, and volumes called 𝑘-cells in algebraic topology, where 𝑘 is the dimension

of the geometric element. Those 𝑘-cells form a 𝑘-chain on a grid, and different 𝑘-chains are associated

with the operator of differential geometry, such as gradient, divergence, and curl. Correspondingly, the

degrees of freedom of discrete differential 𝑘-forms can be presented by the association between 𝑘-chain
and 𝑘-cochain [16], which explains the meaning of starting from differential forms in computational physics.

Tonti’s theory gives a very general principle to define the association between physical variables in PDE

1



1.1. Literature review 2

and geometric elements in a discrete scheme and serves as a robust principle to guide the design of a

structure-preserving method [1].

Before Tonti’s theory, Whitney proposed a form describing the transformation between flat cochains

and differential forms in his geometric integration theory [2] in 1957. Furthermore, in 1974, this form was

first applied in a finite difference method for harmonic form problems by Dodziuk [21], and named Whitney

forms [22]. Besides the application in finite difference methods, a branch of finite element methods called

mixed finite element method proposed by Brezzi, Raviart, Thomas, Nédélec, Douglas, et al. [23, 24, 25,

26, 27, 28], which use a set of mixed function spaces in the element. These mixed elements also use

the idea of Whitney’s form. Therefore, they are also known as Whitney elements [29, 30]. In the 1980s,

Bossavit [31] used Whitney forms and Whitney elements in computational electromagnetics. In his method,

physical variables are described in differential forms rather than scalar or vector fields, which allows the

integration of variables over certain geometric elements to be accurately preserved in spatial discretization.

The success of Bossavit’s work is a presentative case in the development of mimetic discretization. It

demonstrates the potential of the Whitney form in the structure-preserving method, and the Whitney form

generally refers to finite elements for differential forms [22].

In the 2000s, Bochev and Hyman [32] proposed a more general theory covering the association

between algebraic topology and differential forms in all of FDM, FEM, and FVM. This theory defines two

basic operations, the reconstruction and the reduction, where reduction projects differential forms on

cochains and reconstruction projects variables from cochains back to differential forms. In a spatial discrete

numerical scheme, reduction introduces no numerical errors while reconstruction does, so the conservation

law of physical problems should be implemented with pure reduction operation without reconstruction to

preserve the structure. Besides, the idea of exterior calculus [33] and Hodge operator [34] are widely used

in developing dual grid methods for differential forms.

To parallelize the computing and save computational resources, hybridization is one of the most

common technics used in domain decomposition. Hybrid finite element method [25, 35] is a kind of FEM

that allows discontinuity between bordered elements but then imposes a strong continuity by applying

Lagrange multiplier [35], and it is commonly used in domain decomposition method, which divided the

large-scale global matrix into sparser and smaller sub-matrices. The idea of hybridization originates from

the field of solid mechanics. In the 1960s, Pian proposed the assumed stress hybrid method [36], which is

the first hybrid element method to investigate solid mechanics, and then the assumed displacement method

[37] and the assumed stress-displacement mixed method [38] were developed respectively in 1970 and

1976. Other methods like mortar element method [39, 40] and finite element tearing and interconnecting

(FETI) method [41] are also constructed based on the idea of hybridization. Hybridization sometimes

results in the problem of ill-posedness, and in 1974, the uniqueness of the saddle-point problem arising

from the Lagrange multiplier was studied by Brezzi [42].

Mimetic spectral element method (MSEM), proposed and developed by Gerritsma, Palha, Kreeft et

al. [4, 5, 6, 7, 8], follows the idea of Bochev and Hyman frameworks, the discrete exterior calculus and

the finite element exterior calculus. MSEM uses differential forms in different dimensions according to

the de Rham complex to describe physical variables, so the first-order differential operators, ∇, ∇× and

∇⋅, which are also named primal operators, are purely topology operator so that there are no numerical

errors introduced to the topological structure in spatial discretization. In the element of MSEM, Lagrange

polynomials and edge polynomials are used to build node polynomials, edge polynomials, face polynomials,

and volume polynomials, which are basis functions respectively for 𝑛 − 3-form, 𝑛 − 2-form, 𝑛 − 1-form and

𝑛-form, for example, in the domain of ℝ3 [4]. Based on the framework of MSEM, Zhang [10] extended the

hybridization to MSEM and proposed the hybrid mimetic spectral element method (hMSEM). Hybridization

introduces trace degrees of freedom on the surface of elements and doubles the degrees of freedom

bordered with inter-element surfaces, so it is especially efficient to be applied in the high-order spectral

element method, of which the number of degrees of freedom on the surface is small compared to the

number of degrees of freedom inside elements. To further increase the sparsity of the matrix and improve

the condition of the discrete system, dual basis functions are used in hMSEM, and this new extension of

hMSEM is called hybrid dual mimetic spectral element method (hdMSEM) [43, 44, 45]. The hdMSEM

is applied to solve Poisson problem [44], linear elasticity problem [9] successfully, however, raises a

singularity problem when using Lagrange multipliers to couple the vorticity in 𝑛 − 2-form of two bordered

elements in solving incompressible flow problems. In the preliminary research of Zhang [10], a dummy

degree of freedom is introduced at the edge where singularity arises and successfully implemented in
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lid-driven Stokes flow simulation, where all boundaries satisfy the no-slip wall condition. However, this

solution has drawbacks: it leads to an asymmetric matrix of the discrete system, and the matrix equations

for coupling have ambiguous mathematical definitions in the hdMSEM.

In 2017, Palha and Gerritsma [46] proposed a mass, energy, enstrophy, and vorticity conserving

(MEEVC) scheme for 2D incompressible Navier-Stokes equations. The MEEVC scheme formulates N-S

equations in a velocity-vorticity formulation in rotational form, using the MSEM as spatial discretization

scheme to preserve the topology of divergence-free fields and a conserving integrator in temporal dis-

cretization. Currently, Zhang is developing a new MEEVC scheme [47], an alternative to the original

MEEVC. In the new MEEVC, the non-slip boundary condition can be applied without breaking the discrete

conservation law of vorticity.

1.2. Research Objective
The main objective of the thesis is to propose the hybrid dual mimetic spectral element method with a

novel dual grid to solve incompressible fluid dynamics problems.

The research focuses on the following several sub-questions:

1. Can we design a novel dual grid for the hdMSEM to eliminate the singularity problem while keeping

the discrete system symmetric and the mathematical definition of matrix equations rigorous?

2. How to implement different boundary conditions in the hdMSEM with the novel dual grid?

3. How to extend the hdMSEM with the novel dual grid to solve steady and unsteady incompressible

Navier-Stokes equations and implement the MEEVC scheme in the framework of the hdMSEM with

the novel dual grid?

1.3. Report structure
The remaining part of this thesis is organized as follows: In Chapter 2, we introduce the framework of

the hdMSEM and analyze the singularity problem that arises in studying incompressible Stokes flow; In

Chapter 3, we propose the hdMSEM with a novel dual grid, including the topology of the novel dual grid,

the implementation of the physical boundary conditions, and its extension to studying steady and unsteady

Navier-Stokes equations; In Chapter 4, the performance of the numerical method including accuracy and

conservation are verified through several benchmark cases covering all of Stokes equations, steady and

unsteady Navier-Stokes equations; And we give the conclusion and recommendation for the future work in

the Chapter 5.



2
The Framework of the Hybrid Dual

Mimetic Spectral Element Method

This chapter introduces the framework of the hybrid dual mimetic spectral element method (hdMSEM).

Firstly, we demonstrate the mimetic spectral element method (MSEM) [4, 5, 6, 7, 8] and its application in

2D incompressible Stokes flow. Then, the hybridization [9] is introduced into the mimetic spectral element

method for domain decomposition, and correspondingly, a set of dual grid and dual function spaces [10, 43]

are applied to further increase the computational efficiency. At last, we analyze the singularity problem that

arises from the hdMSEM when coupling the vorticity variables at the edge where more than two elements

meet inside the domain and a preliminary solution to the singularity problem given by Zhang [10].

2.1. Mimetic Spectral Element Method
This section introduces the mimetic spectral element method (MSEM), including the mathematical basis, the

polynomials, and the function spaces inR2, and the application of the MSEM in studying 2D incompressible

Stokes flow.

2.1.1. The de Rham complex
The de Rham complex [17, 32, 48] is the cochain complex of differential k-form spaces, which are connected

with exterior derivative. A general form can be written as:

0 → Λ0(Ω)
𝑑
−→ Λ1(Ω)

𝑑
−→ Λ2(Ω)

𝑑
−→ …

𝑑
−→ Λ𝑛(Ω) → 0, (2.1)

where 𝑑 is the exterior derivative operator, Λ0(Ω) is the space of smooth functions on domain Ω, Λ1(Ω) is
the space of 1-forms and so on.

In R1, there is:

0 → 𝐻1(Ω)
∇
−→ 𝐿2(Ω) → 0,

0 → 𝐻(div; Ω)
∇⋅
−→ 𝐿2(Ω) → 0,

(2.2)

where 𝐻1(Ω) = 𝐻(div; Ω) in R1.

In R2, there is:

0 → 𝐻1(Ω)
∇
−→ 𝐻(rot; Ω)

∇×
−−→ 𝐿2(Ω) → 0,

0 → 𝐻(curl; Ω)
∇×
−−→ 𝐻(div; Ω)

∇⋅
−→ 𝐿2(Ω) → 0,

(2.3)

and in R3, there is

0 → 𝐻1(Ω)
∇
−→ 𝐻(curl; Ω)

∇×
−−→ 𝐻(div; Ω)

∇⋅
−→ 𝐿2(Ω) → 0. (2.4)

That sequence shows inclusion relations between different functional spaces. The range of an operator

is a subspace of the next space, and what is more, the subspace projected from the previous space has a

null space projected by the next operator.

In this thesis, all cases studied are in 2D, so in the following part, only the derivation of the numerical

method in R2 is discussed.

4
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2.1.2. The dual de Rham complex
Based on the de Rham complex, there is the other sequence of function spaces called dual de Rham

complex and the other set of operators called dual operators.

Take an example in R2, divergence operator can be expressed as

∇⋅ ∶ 𝐻(div; Ω) −→ 𝐿2(Ω), (2.5)

so an adjoint operator can be defined as

∇̃ ∶ 𝐿2(Ω) −→ 𝐻(div; Ω), (2.6)

where the adjoint operator ∇̃ is called as the dual gradient operator.

Similarly, we can obtain the dual curl operator

∇̃× ∶ 𝐻(div; Ω) −→ 𝐻(curl; Ω). (2.7)

So the dual de Rham complex can be expressed as Fig. 2.1.

Figure 2.1: The double de Rham complex in R2.

In MSEM, primal and dual operators correspond to two types of operations: reduction and reconstruction.

Moreover, they can be converted to each other by integration by part:

⟨𝒗, ∇̃𝜑⟩Ω = −⟨∇ ⋅ 𝒗, 𝜑⟩Ω + ∫
𝜕Ω

𝜑(𝒗 ⋅ 𝒏)𝑑Γ ∀𝒗 ∈ 𝐻(div; Ω), (2.8)

⟨𝝎, ∇̃×𝒖⟩Ω = ⟨∇ × 𝝎, 𝒖⟩Ω − ∫
𝜕Ω

𝜴 ⋅ (𝒖 × 𝒏)𝑑Γ ∀𝝎 ∈ 𝐻(curl; Ω). (2.9)

Moreover, the function spaces of boundary variables can be defined as:

𝜑|𝜕Ω ∈ 𝐻1/2(𝜕Ω) and 𝒖 × 𝒏 ∈ 𝑇 𝐻⊥(𝜕Ω). (2.10)

2.1.3. Basic Mimetic Polynominals
In the mimetic spectral element method, we consider three discrete function spaces,

{𝐶(Ω), 𝐷(Ω), 𝑆(Ω)},

such that
𝐶(Ω) ⊂ 𝐻(curl; Ω)
↓ ∇× ↓ ∇×
𝐷(Ω) ⊂ 𝐻(div; Ω)
↓ ∇⋅ ↓ ∇⋅
𝑆(Ω) ⊂ 𝐿2(Ω).

(2.11)
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Then, these three function spaces form a discrete de Rham complex. The function space set used in this

thesis is called mimetic polynomial spaces [44]. The construction of mimetic polynomial spaces based on

two kinds of basic polynomials: Lagrange polynomials and edge polynomials [4].

Lagrange polynomials For cases in R1, considering a set of node {𝜉0, 𝜉1, … , 𝜉𝑁} in the 1D reference

domain 𝐼ref = [−1, 1]:
−1 = 𝜉0 < 𝜉1 < ⋯ < 𝜉𝑁 = 1,

where the distribution of these nodes follows the Legendre-Gauss-Lobatto (LGL) nodes [49]. And the

Lagrange polynomials,

𝑙𝑖(𝜉) =
𝑁

∏
𝑗=0,𝑗≠𝑖

𝜉 − 𝜉𝑗

𝜉𝑖 − 𝜉𝑗
, 𝑖 ∈ {0, 1, … , 𝑁}, (2.12)

is a set of polynomials of degree 𝑁 and satisfies Kronecker delta property:

𝑙𝑖(𝜉𝑗) = 𝛿𝑖
𝑗 = {

1 if 𝑖 = 𝑗
0 else

. (2.13)

An example of 4𝑡ℎ-order Lagrange polynomials is demonstrated in Fig. 2.2.

-1 -0.5 0 0.5 1

0

0.5

1

Figure 2.2: 4𝑡ℎ-order Lagrange polynomials.

Edge polynominals Based on the derivatives of Lagrange polynomials, a set of edge functions can be

derived as:

𝑒𝑖(𝜉) =
𝑁

∑
𝑗=𝑖

𝑑𝑙𝑗(𝜉)
𝑑𝜉

= −
𝑖−1
∑
𝑗=0

𝑑𝑙𝑗(𝜉)
𝑑𝜉

, 𝑖 ∈ {1, 2, … , 𝑁}, (2.14)

Which satisfies the integral Kronecker delta property:

∫
𝜉𝑗

𝜉𝑗−1

𝑒𝑖(𝜉)𝑑𝜉 = 𝛿𝑖
𝑗. (2.15)

An example of 4𝑡ℎ-order edge polynomials is demonstrated in Fig. 2.3.

So in a 1D domain, the Lagrange polynomials span a discrete polynomial space denoted as LP𝑁(𝐼ref):

LP𝑁(𝐼ref) = span({𝑙0(𝜉), 𝑙1(𝜉), … , 𝑙𝑁(𝜉)}),

and a discrete polynominal spaces EP𝑁𝐼ref, spanned by edge polynomials:

EP𝑁(𝐼ref) = span({𝑒0(𝜉), 𝑒1(𝜉), … , 𝑒𝑁(𝜉)}).

Then a polynomial of degree 𝑁 can be expanded as:

𝑝ℎ(𝜉) =
𝑁

∑
𝑖=0

𝑝𝑖𝑙𝑖(𝜉), (2.16)
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0
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Figure 2.3: 4𝑡ℎ-order edge polynominals.

where 𝑝𝑖 ∈ R are the expansion coefficients (degrees of freedom). The discrete function satisfies the

nodal Kronecker delta property:

𝑝ℎ(𝜉𝑖) = 𝑝𝑖. (2.17)

And the derivatives of function 𝑝ℎ(𝜉) can be constructed with edge polynominals:

𝑞ℎ(𝜉) = 𝑑𝑝ℎ(𝜉)
𝑑𝜉

=
𝑁

∑
𝑖

𝑞𝑖𝑒𝑖(𝜉), (2.18)

where 𝑞𝑖 are the degrees of freedom and the discrete function satisfies the integral Kronecker delta property:

∫
𝜉𝑖

𝜉𝑖−1

𝑞ℎ(𝜉)𝑑𝜉 = 𝑞𝑖. (2.19)

It is easy to find the relation between 𝑞𝑖 and 𝑝𝑖 by intergrating over 𝜉𝑖−1 to 𝜉𝑖:

𝑞𝑖 = 𝑝𝑖 − 𝑝𝑖−1. (2.20)

Then define the vector of degrees of freedom 𝑞𝑖 and 𝑝𝑖 as 𝑞 and 𝑝, and the relation between 𝑞 and 𝑝 can

be written as:

𝑞 = 𝐸𝑝, (2.21)

where 𝐸 is the incidence matrix. Take the example when 𝑁 = 4, the incidence matrix 𝐸 is

𝐸 =
⎡
⎢
⎢
⎢
⎣

−1 1 0 0 0
0 −1 1 0 0
0 0 −1 1 0
0 0 0 −1 1

.
⎤
⎥
⎥
⎥
⎦

(2.22)

The incidence matrix is composed only of entries −1, 1 and 0 . Therefore, no geometrical information

of grid nodes 𝜉𝑖 is introduced in the incidence matrix, and it is the basis of structure-preserving capability.

2.1.4. Polynominals in 2D MSEM
Now considering cases in R2, and use coordinate system (𝜉, 𝜂), and for reference domain Ωref = [−1, 1]2,
there are a set of nodes

{𝜉0, 𝜉1, … , 𝜉𝑁}, and {𝜂0, 𝜂1, … , 𝜂𝑁}

in interval [−1, 1], i.e., −1 = 𝜉0 < 𝜉1 < ⋯ < 𝜉𝑁 = 1 and −1 = 𝜂0 < 𝜂1 < ⋯ < 𝜂𝑁 = 1 . In 2D space, the

edge perpendicular to the page plane is presented as a node, and the face perpendicular to the page

plane is presented as a line. To be consistent with the physical meaning and to facilitate future extension

into 3D space, the polynomials associated with them are still named as edge polynominals and face
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polynominals. Similarly, the physical volume is a surface in the 2D plane, and its polynomials are named

Volume polynominals.

Edge polynominals Define a set of polynomials,

{ll
𝑖,𝑗(𝜉, 𝜂)∣ 𝑖, 𝑗 ∈ {0, 1, … , 𝑁}} , (2.23)

where ll
𝑖,𝑗(𝜉, 𝜂) = 𝑙𝑖(𝜉)𝑙𝑗(𝜂). Edge polynomials should satisfy the Kronecker delta property

ll
𝑖,𝑗(𝜉𝑙, 𝜂𝑚) = 𝛿𝑖,𝑗

𝑙,𝑚 = {
1 if 𝑖 = 𝑙, 𝑗 = 𝑚
0 else

. (2.24)

The discrete function space spanned by edge polynomials is denoted as:

EP𝑁(Ωref) = span({ll
𝑖,𝑗(𝜉, 𝜂) = ∣ 𝑖, 𝑗 ∈ {0, 1, … , 𝑁}}) . (2.25)

Face polynominals Defines three sets of polynomials,

{el
𝑖,𝑗(𝜉, 𝜂)∣ 𝑖 ∈ {1, 2, … , 𝑁}, 𝑗 ∈ {0, 1, … , 𝑁}} , (2.26a)

{le
𝑖,𝑗(𝜉, 𝜂)∣ 𝑗 ∈ {1, 2, … , 𝑁}, 𝑖 ∈ {0, 1, … , 𝑁}} , (2.26b)

where

el
𝑖,𝑗(𝜉, 𝜂) = 𝑒𝑖(𝜉)𝑙𝑗(𝜂),

le
𝑖,𝑗(𝜉, 𝜂) = 𝑙𝑖(𝜉)𝑒𝑗(𝜂).

The face polynomials satisfy line integral Kronecker delta properties:

∫
([𝜉𝑙−1,𝜉𝑙],𝜂𝑚)

el
𝑖,𝑗(𝜉, 𝜂)𝑑𝑟 = ∫

𝜉𝑙

𝜉𝑙−1

𝑒𝑖(𝜉)𝑑𝜉𝑙𝑗(𝜂𝑚) = 𝛿𝑖,𝑗
𝑙,𝑚, (2.27a)

∫
(𝜉𝑙,[𝜂𝑚−1,𝜂𝑚])

le
𝑖,𝑗(𝜉, 𝜂)𝑑𝑟 = 𝑙𝑖(𝜉𝑙) ∫

𝜂𝑚

𝜂𝑚−1

𝑒𝑗(𝜂)𝑑𝜂 = 𝛿𝑖,𝑗
𝑙,𝑚, (2.27b)

and the function space spanned by face polynomials is defined as:

FP𝑁−1(Ωref) = span({el
𝑖,𝑗(𝜉, 𝜂)∣ 𝑖 ∈ {1, 2, … , 𝑁}, 𝑗 ∈ {0, 1, … , 𝑁}})

× span({le
𝑖,𝑗(𝜉, 𝜂)∣ 𝑗 ∈ {1, 2, … , 𝑁}, 𝑖 ∈ {0, 1, … , 𝑁}}) .

(2.28)

Volume polynominals Defines a set of polynomials,

{ee𝑖,𝑗(𝜉, 𝜂)∣ 𝑖, 𝑗 ∈ {1, 2, … , 𝑁}} , (2.29)

where

ee𝑖,𝑗(𝜉, 𝜂) = 𝑒𝑖(𝜉)𝑒𝑗(𝜂).
The volume polynomials satisfy integral Kronecker delta properties:

∫
([𝜉𝑙−1,𝜉𝑙],[𝜂𝑚−1,𝜂𝑚])

ee𝑖,𝑗(𝜉, 𝜂)𝑑𝑟 = ∫
𝜉𝑙

𝜉𝑙−1

𝑒𝑖(𝜉)𝑑𝜉 ∫
𝜂𝑚

𝜂𝑚−1

𝑒𝑗(𝜂)𝑑𝜂 = 𝛿𝑖,𝑗
𝑙,𝑚, (2.30a)

and the function space spanned by face polynomials is defined as:

VP𝑁−1(Ωref) = span({ee𝑖,𝑗(𝜉, 𝜂) = ∣ 𝑖, 𝑗 ∈ {1, 2, … , 𝑁}}) . (2.31)



2.1. Mimetic Spectral Element Method 9

2.1.5. Coordinates transformation
Finally, the polynomials in the reference domain need to be mapped into the real domain. The mapping of

coordinate from Ωref to Ω can be expressed as

(𝑥, 𝑦) = 𝜱(𝜉, 𝜂) = (Φ𝑥(𝜉, 𝜂), Φ𝑦(𝜉, 𝜂)). (2.32)

The Jacobian matrix is

𝒥 = [
𝜕𝑥
𝜕𝜉

𝜕𝑥
𝜕𝜂

𝜕𝑦
𝜕𝜉

𝜕𝑦
𝜕𝜂

] , (2.33)

and the Jacobian of mapping is det(𝒥). And the metric matrix,

𝒢 = 𝒥T𝒥 = [ 𝑔1,1 𝑔1,2
𝑔2,1 𝑔2,2

] , (2.34)

so the metric of mapping is

𝑔 = det(𝐺) = [det(𝒥)]2 (2.35)

.

Define 𝜱−1(𝑥, 𝑦) as the function mapping coordinates from Ω back to Ωref, and the jacobian matrix of

the inverse mapping is the inverse of the jacobian matrix of the primal mapping:

𝒥−1 = [
𝜕𝜉
𝜕𝑥

𝜕𝜉
𝜕𝑦

𝜕𝜂
𝜕𝑥

𝜕𝜂
𝜕𝑦

] = 1
det(𝒥)

[
𝜕𝑦
𝜕𝜂 − 𝜕𝑥

𝜕𝜂
− 𝜕𝑦

𝜕𝜉
𝜕𝑥
𝜕𝜉

] . (2.36)

And the inverse metric matrix is

𝒢−1 = 𝒥−1(𝒥−1)T = [ 𝑔1,1 𝑔1,2

𝑔2,1 𝑔2,2 ] . (2.37)

Therefore, the polynominals in a general 2D domain Ω [8] can be derived as following:

Edge polynominals

ll
𝑖,𝑗
𝜱 (𝑥, 𝑦) = ll

𝑖,𝑗(𝜱−1(𝑥, 𝑦)), 𝑖, 𝑗 ∈ {0, 1, … 𝑁}. (2.38)

Face polynominals

el
𝑖,𝑗
𝜱 (𝑥, 𝑦) = (𝒥−1)T [ el

𝑖,𝑗(𝜱−1(𝑥, 𝑦))
0

] , 𝑖 ∈ {1, 2, … 𝑁}, 𝑗 ∈ {0, 1, … 𝑁}, (2.39a)

le
𝑖,𝑗
𝜱 (𝑥, 𝑦) = (𝒥−1)T

⎡
⎢
⎣

0
le

𝑖,𝑗(𝜱−1(𝑥, 𝑦))
0

⎤
⎥
⎦

, 𝑗 ∈ {1, 2, … 𝑁}, 𝑖 ∈ {0, 1, … 𝑁}. (2.39b)

Volume polynominals

ee
𝑖,𝑗
𝜱 (𝑥, 𝑦) = 1

det(𝒥)
ee𝑖,𝑗(𝜱−1(𝑥, 𝑦)), 𝑖, 𝑗 ∈ {1, 2, … 𝑁}. (2.40)

2.1.6. Discrete function spaces in MSEM
Therefore, the de Rham complex of discrete function spaces used in MSEM can be written as:

EP𝑁(Ω) ⊂ 𝐻(curl; Ω)
↓ ∇× ↓ ∇×

FP𝑁−1(Ω) ⊂ 𝐻(div; Ω)
↓ ∇⋅ ↓ ∇⋅

VP𝑁1
(Ω) ⊂ 𝐿2(Ω),

(2.41)
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Figure 2.4: Numbering of the geometric elements in a 2nd-order element, where red numbers for edges,

blue numbers for faces and black numbders for volumes.

and the reconstruction can be implemented as following:

𝜔ℎ(𝑥, 𝑦) =
𝑁

∑
𝑖=0

𝑁
∑
𝑗=0

𝜔𝑖,𝑗ll
𝑖,𝑗
𝜱 (𝑥, 𝑦), (2.42)

where 𝝎ℎ ∈ EP𝑁(Ω) and 𝜔𝑖,𝑗 are the degrees of freedom associated to grid edges;

𝒖ℎ(𝑥, 𝑦) =
𝑁

∑
𝑖=0

𝑁
∑
𝑗=1

𝑢𝜉
𝑖,𝑗le

𝑖,𝑗
𝜱 (𝑥, 𝑦)

+
𝑁

∑
𝑖=1

𝑁
∑
𝑗=0

𝑢𝜂
𝑖,𝑗el

𝑖,𝑗
𝜱 (𝑥, 𝑦),

(2.43)

where 𝒖ℎ ∈ FP𝑁−1(Ω) and 𝑢𝜉
𝑖,𝑗 and 𝑢𝜂

𝑖,𝑗 are the degrees of freedom associated to grid faces;

𝑓ℎ(𝑥, 𝑦) =
𝑁

∑
𝑖=1

𝑁
∑
𝑗=1

𝑓𝑖,𝑗ee
𝑖,𝑗
𝜱 (𝑥, 𝑦), (2.44)

where 𝑓ℎ ∈ VP𝑁−1(Ω) and 𝑓𝑖,𝑗 are the degrees of freedom associated to grid volumes.

Define incidence matrices Ecurl and Ediv as exact discrete counterparts of gradient, curl, and divergence

operators applied to polynomial expansion coefficients:

𝒖 = Ecurl𝝎, (2.45a)

𝑓 = Ediv𝒖, (2.45b)

where 𝒖, 𝜔 and 𝑓 are the vector of expansion coefficients, see also (2.23). Take a 2nd-order element as an

example, where the numberings of the geometry elements are shown in Fig. 2.4, the incidence matrices
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Ecurl and Ediv are

Ecurl =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−1 0 0 1 0 0 0 0 0
0 −1 0 0 1 0 0 0 0
0 0 −1 0 0 1 0 0 0
0 0 0 −1 0 0 1 0 0
0 0 0 0 −1 0 0 1 0
0 0 0 0 0 −1 0 0 1
1 −1 0 0 0 0 0 0 0
0 1 −1 0 0 0 0 0 0
0 0 1 −1 0 0 0 0 0
0 0 0 1 −1 0 0 0 0
0 0 0 0 1 −1 0 0 0
0 0 0 0 0 1 −1 0 0
0 0 0 0 0 0 1 −1 0
0 0 0 0 0 0 0 1 −1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (2.46)

Ediv =
⎡
⎢
⎢
⎢
⎣

−1 1 0 0 0 0 −1 0 1 0 0 0
0 −1 1 0 0 0 0 −1 0 1 0 0
0 0 −1 1 0 0 0 0 −1 0 1 0
0 0 0 −1 1 0 0 0 0 −1 0 1

⎤
⎥
⎥
⎥
⎦

. (2.47)

And the relation between mimetic polynominal spaces for domain Ω can be written as

∇ × 𝜔ℎ ∈ FP𝑁−1(Ω) ∀𝜔ℎ ∈ EP𝑁(Ω),
∇ ⋅ 𝒖ℎ ∈ VP𝑁−1(Ω) ∀𝒖ℎ ∈ FP𝑁−1(Ω).

(2.48)

2.2. Hybridization and Dual function spaces
Although the advantage of high-order accuracy and structure-preserving ability has been proven for the

mimetic spectral element method, the MSEM still needs to be more efficient. Because the MSEM of high

order always leads to a global matrix that is not sparse and consumes huge computing resources. For

FEM-like discrete methods, hybridization is an effective method for domain decomposition [35, 25]. It

decomposes the global problem into multiple subproblems, which effectively increases the sparsity of the

matrix and provides the feasibility of parallel computing. The MSEM with hybridization is called the hybrid

mimetic spectral element method (hMSEM). In addition, properly designing a dual grid and dual function

spaces [43] for hMSEM can further increase the sparsity of the matrix and achieve higher computing

efficiency.

This section will present the approach to hybridizing and designing dual function spaces for MSEM.

Besides, the problems that arise from hybridization and dual function spaces are discussed.

2.2.1. Mimetic trace spaces in hMSEM
First, a set of mimetic spaces and polynomials in the reference domain of R1 can be given similarly to the

case in the 2D domain presented in the previous chapter.

Here, set a reference domain of R1 as Πref = [−1, 1], and choose a set of nodes,

{𝜚0, 𝜚1, … , 𝜚𝑁} ,

where −1 = 𝜚0 < 𝜚1 < ⋯ < 𝜚𝑁 = 1. And the basis mimetic polynomials in trace space are Lagrange

polynomials (2.12) and edge polynomials (2.14) in R1.

𝑙𝑖(𝜚) 𝑖 ∈ {0, 1, … , 𝑁}, (2.49a)

𝑒𝑖(𝜚) 𝑖 ∈ {1, 2, … , 𝑁}. (2.49b)
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So the discrete spaces spanned by mimetic polynomials in R1 can be spanned as

TE𝑁(Πref) = span ({𝑙𝑖(𝜚)| 𝑖 ∈ {0, 1, … , 𝑁}}) , (2.50a)

TF𝑁−1(Πref) = span ({𝑒𝑖(𝜚)| 𝑖 ∈ {1, 2, … , 𝑁}}) . (2.50b)

Then, the coordinates transformation must also be considered when mapping from the reference trace

domain to the general trace domain. For a domain inR2, the trace domain Γ is a 1D line over the boundary.

Considering a smooth mapping Ψ,

(𝑥, 𝑦) = Ψ(𝜚) = (Ψ𝑥(𝜚), Ψ𝑦(𝜚)) ,

there is

𝒥 = [
𝜕𝑥
𝜕𝜚
𝜕𝑦
𝜕𝜚

] . (2.51)

And the metric matrix is

𝒢 = 𝑔 = 𝒥T𝒥, (2.52)

where 𝑔 is the metric of the mapping is the determinant of the metric matrix,

𝑔 = det(𝒢). (2.53)

So the basis mimetic polynomials in general trace domain Γ are

l𝑖Ψ(Ψ(𝜚)) = 𝑙𝑖(𝜚), (2.54a)

e𝑖
Ψ(Ψ(𝜚)) = 1

√𝑔
𝑒𝑖(𝜚), (2.54b)

and the trace spaces for Γ can be defined as

TE𝑁(Γ) = span ({l𝑖Ψ(Ψ(𝜚))| 𝑖 ∈ {0, 1, … , 𝑁}}) , (2.55a)

TF𝑁−1(Γ) = span ({e𝑖
Ψ(Ψ(𝜚))| 𝑖 ∈ {1, 2, … , 𝑁}}) . (2.55b)

Therefore, the discrete trace functions can be reconstructed as follows:

𝛼ℎ =
𝑁

∑
𝑖=0

𝑎𝑖,𝑗l
𝑖
Ψ(𝑥, 𝑦), (2.56)

where 𝛼ℎ ∈ TE𝑁(Γ), and 𝑎𝑖 ∈ TE𝑁(Γ) are expansion coefficients;

𝛾ℎ =
𝑁

∑
𝑖=1

𝛾𝑖e
𝑖
Ψ(𝑥, 𝑦), (2.57)

where 𝛾ℎ ∈ TF𝑁−1(Γ), and 𝛾𝑖,𝑗 ∈ TF𝑁−1(Γ) are expansion coefficients.

2.2.2. Trace operator
Considering a cubic domain Ω in R2, there are 4 trace domains, ΓΦ

𝜉− , ΓΦ
𝜉+ , ΓΦ

𝜂− and ΓΦ
𝜂+ on each surface of

the square domain Ω, illustrated in Fig. 2.5.

Therefore, the trace spaces for 𝜕Ω can be written as

TE𝑁(𝜕Ω) = TN𝑁(ΓΦ
𝜉−) ∪ TN𝑁(ΓΦ

𝜉+) ∪ TN𝑁(ΓΦ
𝜂−) ∪ TN𝑁(ΓΦ

𝜂+), (2.58a)

TF𝑁−1(𝜕Ω) = TF𝑁−1(ΓΦ
𝜉−) ∪ TF𝑁−1(ΓΦ

𝜉+) ∪ TE𝑁−1(ΓΦ
𝜂−) ∪ TF𝑁−1(ΓΦ

𝜂+). (2.58b)

In hMSEM, ones can expect 𝛾ℎ = 𝒖ℎ ⋅ 𝒏 ∈ TF𝑁−1(𝜕Ω). Here, a trace operator can be defined to transfer

𝒖ℎ to 𝛾ℎ,

𝑇 𝒖ℎ = 𝛾ℎ. (2.59)
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Figure 2.5: Trace domains on a general 2D domain

And in discrete systems,

𝛾 = TF𝒖, (2.60)

where TF is the matrix for the trace operator. As long as the order of the mimetic polynomials and trace

polynomials are the same, TF only consists of entries of 1, −1 and 0.

Similarly, the discrete function 𝜔ℎ ∈ EP𝑁(Ω) can be mapped into TE𝑁(Ω) as

𝑇 ||𝜔ℎ = 𝜔ℎ × 𝒏, (2.61)

where 𝒏𝜁 is defined as the outward unit normal vector to the boundary of the subdomain. The discrete form

𝛽 = TE𝜔. (2.62)

Take a 2nd-order element with trace dofs, shown in Fig.2.6, as an example, the trace matrices TF and

TE are

TF =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 −1 0 0 0 0 0
0 0 0 0 0 0 0 −1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (2.63)
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Figure 2.6: Numbering of geometric elements in a 2nd-order element with trace degrees of freedom,

where red numbers for edges, blue numbers for faces, green numbers for trace edges and black

numbders for trace faces.

TE =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 −1 0 0 0 0 0 0
0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 0 −1

−1 0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (2.64)

where the positive sign of 𝜔 stands for the vector outward to the paper plane and the the positive sign of 𝒖
stands for the positive direction of coordinate 𝜉 and 𝜂. Therefore, the non-zero entry in the trace operator

can be either −1 or 1, depending on the angle between the outward normal vector 𝒏 at face and the local

coordinate 𝜉 − 𝜂.
The trace operator can also be used to transform the function space,

TF𝑁−1(𝜕Ω) = 𝑇 (FP𝑁−1(Ω)), (2.65a)

TE𝑁(𝜕Ω) = 𝑇 ||(EP𝑁(Ω)). (2.65b)

2.2.3. Application of hMSEM in Stokes Equations
An example is given to illustrate how to use hMSEM for domain decomposition. Consider the Stokes

equations and divide the global domain Ω into M discontinuous sub-domains, Ω𝑖, 𝑖 = {1, 2, … , 𝑀} and set

Γ𝑖,𝑗 as the interface (trace domains) between sub-domains 𝜔𝑖 and Ω𝑗,

Γ𝑖,𝑗 = Γ𝑗,𝑖 = 𝜕Ω𝑖 ∩ 𝜕Ω𝑗. (2.66)

and denote 𝒏𝑖 and 𝒏𝑗 as the outward unit normal vector of domain Ω𝑖 and Ω𝑗 respectively. Then, the

strong continuity constraint in the decomposed domain is presented in Fig. 2.7.
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Figure 2.7: Illustration of domain decomposition

Consider a Stokes problem in the Velocity-Vorticity-Pressure formulation,

𝜔 − ∇ × 𝒖 = 0 in Ω𝑖, (2.67a)

∇ × 𝜔 + ∇𝑝 = 𝒇 in Ω𝑖, (2.67b)

∇ ⋅ 𝒖 = 0 in Ω𝑖, (2.67c)

where Ω is a bounded domain in R2 with boundaries 𝜕Ω = Γ𝑝 ∪ Γ𝒖⋅𝒏 = Γ𝒖×𝒏 ∪ Γ𝝎, where Γ𝑝 ∩ Γ𝒖⋅𝒏 = ∅
and Γ𝒖×𝒏 ∩ Γ𝝎 = ∅, and the domain Ω is decomposed into 𝑁 subdomains Ω𝑖, 𝑖 = 1, 2, … 𝑁, and the

surface of subdomain Ω𝑖 is denoted as 𝜕Ω𝑖.

So the equations at physical boundaries and interface between subdomains are

𝜔 = �̂� on Γ�̂� ∩ 𝜕Ω𝑖, (2.68a)

𝑝 = ̂𝑝 on Γ�̂� ∩ 𝜕Ω𝑖, (2.68b)

𝒖 × 𝒏 = �̂�|| on Γ�̂�||
∩ 𝜕Ω𝑖, (2.68c)

𝒖 ⋅ 𝒏 = �̂�⟂ on Γ�̂�⟂
∩ 𝜕Ω𝑖, (2.68d)

𝑝 = −𝜆 on Γ𝑖,𝑗, (2.68e)

𝒖 ⋅ 𝒏𝑖 + 𝒖 ⋅ 𝒏𝑗 = 0 on Γ𝑖,𝑗, (2.68f)

𝒖 × 𝒏 = 𝛾 on Γ𝑖,𝑗, (2.68g)

𝜔 × 𝒏𝑖 + 𝜔 × 𝒏𝑗 = 0 on Γ𝑖,𝑗. (2.68h)

The variational formulation is presented as follows: Given 𝑓 ∈ [𝐿2(Ω)]2, 𝑔 ∈ 𝐿2(Ω), �̂� × 𝒏 ∈
𝑇 𝐻1/2

00 (Γ𝒖×𝒏), ̂𝑝 ∈ 𝐻1/2
00 (Γ𝑝), the solution (𝜔, 𝒖, 𝑝, 𝛾, 𝜆) ∈ 𝐻0(curl, Ω𝑖; Γ𝜔) × 𝐻0(div, Ω𝑖; Γ𝒖⋅𝒏) × 𝐿2(Ω𝑖) ×

𝑇 𝐻1/2
00 (𝜕Ω𝑖) × 𝐻1/2

00 (𝜕Ω𝑖) has

⟨𝜔, 𝜉⟩Ω𝑖
− ⟨𝒖, ∇ × 𝜉⟩Ω𝑖

− ⟨𝛾, 𝜉 × 𝒏⟩𝜕Ω𝑖
= ⟨𝜉 × 𝒏, �̂� × 𝒏⟩𝜕Ω𝑖∩Γ𝒖×𝒏

∀𝜉 ∈𝐻0(curl, Ω; Γ�̂� ∩ 𝜕Ω𝑖),
(2.69a)

⟨∇ × 𝜔, 𝒗⟩Ω𝑖
− ⟨𝑝, ∇ ⋅ 𝒗⟩Ω𝑖

+ ⟨𝜆, 𝒗 ⋅ 𝒏⟩𝜕Ω𝑖
= ⟨𝒇, 𝒗⟩Ω𝑖

− ⟨ ̂𝑝, 𝒗 ⋅ 𝒏⟩𝜕Ω∩Γ𝑝
∀𝒗 ∈𝐻0(div, Ω𝑖; Γ𝒖⋅𝒏 ∩ 𝜕Ω𝑖),

(2.69b)

⟨∇ ⋅ 𝒖, 𝑞⟩Ω𝑖
= 0 ∀𝑞 ∈𝐿2(Ω𝑖), (2.69c)

⟨𝜔 × 𝒏, 𝜀⟩𝜕Ω𝑖
= 0 ∀𝜀 ∈𝑇 𝐻1/2

00 (𝜕Ω𝑖), (2.69d)

⟨𝒖 ⋅ 𝒏, 𝜓⟩𝜕Ω𝑖
= 0 ∀𝜓 ∈𝐻1/2

00 (𝜕Ω). (2.69e)
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Equations (2.69d) and (2.69e) are constraints of strong continuity of vorticity 𝜔 and the normal compo-

nent of 𝑢 at the interface Γ𝑖,𝑗, and 𝜆 and 𝛾 are called the Lagrange multiplier [35].

The discrete form for one sub-domain Ω𝑖 can be written as: Given 𝑓 ∈ VP𝑁−1(Ω𝑖), the solution

(𝜔ℎ, 𝒖ℎ, 𝑝ℎ, 𝛾ℎ, 𝜆ℎ) ∈ EP𝑁(Ω𝑖) × FP𝑁−1(Ω𝑖) × VP𝑁−1(Ω𝑖) × TE𝑁(𝜕Ω𝑖) × TF𝑁−1(𝜕Ω𝑖) has

⟨𝜔ℎ, 𝜉ℎ⟩Ω𝑖
− ⟨𝒖ℎ, ∇ × 𝜉ℎ⟩Ω𝑖

− ⟨𝛾ℎ, 𝜉ℎ × 𝒏⟩𝜕Ω𝑖
= 0 ∀𝜉ℎ ∈EP𝑁(Ω𝑖), (2.70a)

⟨∇ × 𝜔ℎ, 𝒗ℎ⟩Ω𝑖
− ⟨𝑝ℎ, ∇ ⋅ 𝒗ℎ⟩Ω𝑖

+ ⟨𝜆ℎ, 𝒗ℎ ⋅ 𝒏⟩𝜕Ω𝑖
= ⟨𝒇ℎ, 𝒗ℎ⟩Ω𝑖

∀𝒗ℎ ∈FP𝑁−1(Ω𝑖), (2.70b)

⟨∇ ⋅ 𝒖ℎ, 𝑞ℎ⟩Ω𝑖
= 0 ∀𝑞ℎ ∈VP𝑁−1(Ω𝑖), (2.70c)

⟨𝜔ℎ × 𝒏, 𝜀ℎ⟩𝜕Ω𝑖
= 0 ∀𝜀ℎ ∈TE𝑁(𝜕Ω𝑖), (2.70d)

⟨𝒖ℎ ⋅ 𝒏, 𝜓ℎ⟩𝜕Ω𝑖
= 0 ∀𝜓ℎ ∈TF𝑁−1(𝜕Ω). (2.70e)

For convenience, the matrix format can be written as

⎡
⎢
⎢
⎢
⎢
⎣

ME −ET
curlMF 0 TT

EMTE 0
−MT

FEcurl 0 ET
divMV 0 TT

FMTF

0 MT
VEdiv 0 0 0

MT
TETE 0 0 0 0
0 MT

TFTF 0 0 0

⎤
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

𝜔
𝒖
𝑝
𝛾
𝜆

⎤
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎣

0
−MV𝒇

0
0
0

⎤
⎥
⎥
⎥
⎥
⎦

. (2.71)

To demonstrate the local matrix system conveniently, denote the system (2.71) as

[ 𝐴 𝐵
𝐶 𝐷

] [ 𝒂𝑖
𝑏𝑖

] = [ 𝑔
ℎ

] , (2.72)

where 𝒂𝑖 = [𝝎 𝒖 𝑝]T and 𝑏𝑖 = [𝛾 𝜆]T.

Denote the solution vector of 𝒂𝑖 and 𝑏𝑖 as

𝒙𝑖 = [ 𝒂𝑖
𝑏𝑖

] , (2.73)

where 𝑖 stands for the index of sub-domain Ω𝑖, then a reduced system for 𝑏𝑖 can be derived with Schur

complement technique:

(𝐷 − 𝐶𝐴−1𝐵)𝑏𝑖 = ℎ − 𝐶𝐴−1𝑔. (2.74)

Generally speaking, the degrees of freedom in one sub-domain are of limited size, so the local matrix 𝐴
inverse can be calculated directly. Assemble equations (2.74) of all sub-domains, and insert the boundary

conditions correctly, the 𝑏𝑖 can be solved, and then compute 𝒂𝑖 in

𝒂𝑖 = 𝐴−1(𝑔 − 𝐵𝑏𝑖). (2.75)

For step (2.74) and (2.75), the computation can be done locally in parallel, and only in solving 𝑏𝑖, the

solver needs to solve a global system. Although solving a global system is inevitable, the global system

degrees of freedom to be solved in high-order hMSEM are much smaller than in MSEM. The proof can be

found in the study of Zhang [44]:

2.2.4. Dual mimetic spaces for hMSEM
As the hybrid MSEM has been illustrated in previous sections, a set of dual grid and dual basis polynomials

can be designed to increase the sparsity of the matrix further and improve computing efficiency. The

hMSEM that employs the dual mimetic spaces is called the hybrid dual mimetic spectral element method

(hdMSEM) [43, 10].

The starting point for using dual mimetic space is simple. Take system (2.71) for example; it can be
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rewritten as

⎡
⎢
⎢
⎢
⎢
⎣

ME −ET
curlMF 0 TT

E 0
−MT

FEcurl 0 ET
div 0 TT

F

0 Ediv 0 0 0
TE 0 0 0 0
0 TF 0 0 0

⎤
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

𝜔
𝒖

MV𝑝
MTE𝛾
MTF𝜆

⎤
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎣

0
−MV𝒇

0
0
0

⎤
⎥
⎥
⎥
⎥
⎦

. (2.76)

and the left-hand side matrix is sparser than system (2.76). As for ME and MF which still exist, only the

local mass matrices for each subdomain are required to be computed when domain decomposed.

So a set of dual grids and basis functions is expected to be designed such that

̃𝑝
𝑖

= MV𝑝, ̃𝛾 = MTE𝛾 and �̃� = MTF𝜆. (2.77)

The mimetic spaces can be demonstrated systematically as follows: For a general form of the discrete

function 𝑞ℎ, there is

𝑞ℎ = ∑
𝑖

𝑞𝑖𝑒𝑖 = ∑
𝑖

̃𝑞𝑖 ̃𝑒𝑖. (2.78)

And the relation between dual coefficients and primal coefficients should follow

̃𝑞 = M𝑞, (2.79)

therefore, the dual basis functions can be derived as

̃𝑒 = M−1𝑒. (2.80)

The dual mimetic spaces are denoted with ,̃ and the transformation from primal mimetic spaces to dual

mimetic spaces is named as Hodege operator, ⋆, for example

FP𝑁−1(Ω)
⋆
−→ F̃P𝑁−1(Ω) and F̃P𝑁−1(Ω)

⋆−1

−−→ FP𝑁−1(Ω). (2.81)

Thus, the inner product operator between 𝑝ℎ, 𝑞ℎ becomes

⟨𝑝ℎ, 𝑞ℎ⟩Ω = 𝑝T ̃𝑞. (2.82)

For trace variables, a set of dual trace spaces can be defined in a similar way: For 𝜓ℎ ∈ 𝑁𝑃𝑁(Ω) and
𝛼ℎ ∈ T̃N𝑁(𝜕Ω), the inner product has

For 𝜔ℎ ∈ EP𝑁(Ω) and 𝛽ℎ ∈ T̃E𝑁(𝜕Ω), the inner product has

⟨𝜔ℎ, 𝛽ℎ⟩𝜕Ω = ∫
𝜕Ω

𝜔ℎ𝛽ℎ𝑑Γ = ∫
𝜕Ω

(𝑇 ||𝜔ℎ)𝛽ℎ𝑑Γ = 𝜔TTT
E�̃�. (2.83)

For 𝒖ℎ ∈ 𝐹𝑃𝑁−1(Ω) and 𝜆ℎ ∈ T̃F𝑁−1(𝜕Ω), the inner product has

⟨𝒖ℎ, 𝜆ℎ⟩𝜕Ω = ∫
𝜕Ω

𝒖ℎ𝜆ℎΓ = ∫
𝜕Ω

(𝑇 ||𝒖ℎ)𝜆ℎΓ = 𝒖TTT
F�̃�. (2.84)

Since dual variables and dual basis functions are linear compositions of the primal variables and primal

basis functions, the total number of degrees of freedom is not changed after applying dual mimetic spaces.

2.2.5. Discrete dual operator
After introducing a set of dual trace variables and mimetic trace spaces, a set of discrete dual operators

can be defined as follows:

Discrete dual gradient operator

For the dual gradient operator, there is

∇̃ ∶ 𝐿2(Ω) × 𝐻1/2(𝜕Ω) −→ 𝐻(div; Ω). (2.85)
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The weak form is

⟨𝒗, ∇̃𝜑⟩Ω = −⟨∇ ⋅ 𝒗, 𝜑⟩Ω + ∫
𝜕Ω

tr(𝜑)(𝒗 ⋅ 𝒏)𝑑Γ ∀𝒗 ∈ 𝐻(div; Ω). (2.86)

At the discrete level, define

𝝍ℎ = ∇̃𝜑ℎ ∈ F̃P𝑁−1(Ω),

𝜑ℎ ∈ ṼP𝑁−1(Ω),

�̂�ℎ ∈ T̃F𝑁−1(𝜕Ω),

and there is

⟨𝒗ℎ, 𝝍ℎ⟩Ω = −⟨∇ ⋅ 𝒗ℎ, 𝜑ℎ⟩Ω + ∫
𝜕Ω

�̂�ℎ(𝒗ℎ ⋅ 𝒏)𝑑Γ ∀𝒗ℎ ∈ FP𝑁−1(Ω), (2.87)

and the matrix form can be written as

𝒗𝑇�̃� = −𝒗𝑇E𝑇
div𝜑 +T𝑇

F �̂� ∀𝒗 ∈ FP𝑁−1(Ω). (2.88)

Discrete dual curl operator

Similar with the dual gradient operator, the dual curl operator is

∇̃× ∶ 𝐻(div; Ω) × 𝑇 𝐻⟂(𝜕Ω) −→ 𝐻(div; Ω), (2.89)

and the weak form can be written as

⟨𝜉, ∇̃×𝒖⟩Ω = ⟨∇ × 𝜉, 𝒖⟩Ω − ∫
𝜕Ω

𝜉tr(𝒖 × 𝒏)𝑑Γ ∀𝜉 ∈ 𝐻(curl; Ω). (2.90)

Different from the discrete dual gradient operator, in this thesis, 𝜉ℎ and ∇̃×𝒖ℎ are both in EP𝑁(Ω) rather
than the dual mimetic space ẼP𝑁(Ω). Therefore, define

𝜔ℎ = ∇̃×𝒖ℎ ∈ EP𝑁(Ω),

𝒖ℎ ∈ FP𝑁−1(Ω),

�̂�ℎ ∈ T̃F𝑁−1(𝜕Ω),

there is

⟨𝜉ℎ, 𝜔ℎ⟩Ω = ⟨∇ × 𝜉ℎ, 𝒖ℎ⟩Ω − ∫
𝜕Ω

(𝑇||𝜉ℎ) ⋅ �̂�𝑑Γ ∀𝜉ℎ ∈ EP𝑁(Ω), (2.91)

and the corresponding matrix form,

𝜉TME𝜔 = 𝜉TET
curlMF𝒖 − 𝜉TTT

E�̂� ∀𝜉 ∈ EP𝑁(Ω). (2.92)

Therefore 𝜔 can be calculated as

𝜔 = M−1
E (𝐸T

curlMF𝒖 −TT
E�̂�). (2.93)

2.2.6. Problems to solve for the hdMSEM
The hdMSEM has been successfully used to solve Poisson and linear elasticity problems [43, 44]. However,

when solving Stokes equations, hdMSEM can cause singularity problems [10].

Consider the matrix format of the linear system of Stokes equations in the hdMSEM,

⎡
⎢
⎢
⎢
⎢
⎣

ME −ET
curlMF 0 TT

E 0
−MT

FEcurl 0 ET
div 0 TT

F

0 Ediv 0 0 0
TE 0 0 0 0
0 TF 0 0 0

⎤
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

𝜔
𝒖

̃𝑝
̃𝛾

�̃�

⎤
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎣

0
− ̃𝒇
0
0
0

⎤
⎥
⎥
⎥
⎥
⎦

. (2.94)
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This system is singular since TE is not surjective, i.e.,

TE =
⎡
⎢
⎢
⎢
⎣

… … 0 … …
… 0 1 0 …
… 0 1 0 …
… … 0 … …

⎤
⎥
⎥
⎥
⎦

. (2.95)

There is a more intuitive way to understand this problem: The discrete Lagrange multiplier,

TE𝝎 = 0, (2.96)

is used to couple degrees of the freedom at edges. For instance, consider an edge where four elements

come together, illustrated in Fig. 2.8, the Lagrange multiplier at four trace faces (black lines) couples

degrees of freedom at edge bordered with each other (red node), i.e.,

𝜔1 − 𝜔2 = 0,
𝜔2 − 𝜔3 = 0,
𝜔3 − 𝜔4 = 0,
𝜔4 − 𝜔1 = 0.

(2.97)

Obviously, one coupling equation is redundant.

,

,

,

,

Figure 2.8: Dual grid at the corner where four elements meet: Blue lines stand for dual trace degrees of

freedom ̃𝛾 ∈ T̃E𝑁(Γ𝑖); red nodes stand for degrees of freedom 𝜔 ∈ EP𝑁(Γ𝑖) [10]

Zhang gave a solution in a preliminary study [10]. A dummy degree of freedom is introduced at the

corner where elements meet, illustrated in Fig. 2.9. And the four equation systems at corner (2.97) can be

rewritten as
𝜔1 − 𝜔𝑐 = 0,
𝜔2 − 𝜔𝑐 = 0,
𝜔3 − 𝜔𝑐 = 0,
𝜔4 − 𝜔𝑐 = 0.

(2.98)

And discrete equations of Lagrange multiplier,

TE𝜔 = 0,
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,

,

,

,

Figure 2.9: Dual grid at the corner where four elements meet: Blue lines stand for trace degrees of

freedom ̃𝛾 ∈ T̃E𝑁(Γ𝑖); red nodes stand for degrees of freedom 𝜔 ∈ EP𝑁(Γ𝑖); green node stands for the

dummy degree of freedom 𝜔𝑐 ∈ EP𝑁(Ω𝑐) [10].

can be rewritten as

T′
E𝜔 +DT𝜔𝑐 = 0.

The matrix formulation of the linear system can be written as

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ME −ET
curlMF 0 TT

E 0 0
−MT

FEcurl 0 ET
div 0 TT

F 0
0 Ediv 0 0 0 0
T′

E 0 0 0 0 DT

0 TF 0 0 0 0
0 0 0 D 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝜔
𝒖

̃𝑝
̃𝛾

�̃�
𝜔𝑐

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0
− ̃𝒇
0
0
0
0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (2.99)

However, this preliminary solution has two glaring disadvantages: 1. The left-hand matrix of the discrete

system is asymmetric, which has numerous disadvantages compared to a real symmetric matrix when

solving a linear system, such as introducing asymmetric errors into the solution or slowing the convergence

[50, 51]; 2. The matrix equations, T′
E𝜔 +DT𝜔𝑐 = 0 and D ̃𝛾 = 0, does not have rigorous mathematical

definition in the framework of hybrid finite element method, and results in issues in verifying the discrete

conservation law and implementing the physical boundary conditions.



3
Hybrid Dual Mimetic Spectral Element

Method with a Novel Dual Grid

This chapter proposes the hdMSEM with a novel dual grid. We firstly propose a novel dual grid for

the hdMSEM to eliminate the singularity problem while keeping the discrete system symmetrical and

mathematical definition rigorous and study the implementation of several different kinds of boundary

conditions in this framework. Finally, we propose a pressure-linked pseudo-time-stepping method and a

MEEVC scheme in the framework of the hdMSEM with the novel dual grid and extend it to solve steady

and unsteady Navier-Stokes equations.

3.1. Topology of the Novel Dual Grid for the hdMSEM

,

,

,

,

Figure 3.1: Topology of the novel dual grid: Red dots stand for degrees of freedom of 𝜔 ∈ EP𝑁(Ω𝑖); blue
lines stand for degrees of freedom of ̃𝛾′ ∈ T̃E𝑁(Γ𝑐,𝑖) for the novel dual grid (Γ𝑐,𝑖 stands for the boundary

between dummy element Ω𝑐 and subdomain Ω𝑖); green dots is the dummy degree of freedom introduced

to eliminate the singularity problem.

Based on the idea given by Zhang [10], this project proposes a novel dual grid as illustrated in Fig.3.1.

This dual grid eliminates the singularity problem and keeps the discrete system symmetrical. The linear

21
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Figure 3.2: Numbering of the geometric elements in a 2nd-order element with dual trace degrees of

freedom, where red numbers for edges and green numbers for dual trace edges.

system for Stokes equations with primal-dual grid can be derived as:

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ME −ET
curlMF 0 T′T

E 0 0
−MT

FEcurl 0 ET
div 0 TT

F 0
0 Ediv 0 0 0 0
T′

E 0 0 0 0 DT

0 TF 0 0 0 0
0 0 0 D 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝜔
𝒖

̃𝑝
̃𝛾

�̃�
𝜔𝑐

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0
− ̃𝒇
0
0
0
0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (3.1)

where T′
E is the matrix of trace operator projecting functions from EP𝑁(Ω𝑖) to TE𝑁(𝜕Ω𝑖), but now there is

only one trace degree of freedom at each corner so the T′
E is surjective. Take a 2nd-order element with

dual trace dofs over curve lines, shown in Fig3.2, as an example, the new trace matrix T′
E is

T′
E =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 0 −1
0 −1 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (3.2)

With the novel dual grid, the singularity problem is avoided, and the discrete system remains symmetric.

In addition, the matrix D and DT has an exact mathematical definition in the hdMSEM:

⟨𝜔ℎ × 𝒏, 𝜀ℎ⟩𝜕Ω𝑐
= 0 ∀𝜀ℎ ∈ T̃E𝑁(𝜕Ω𝑐), (3.3a)

⟨ ̃𝛾ℎ, 𝜉ℎ × 𝒏⟩𝜕Ω𝑐
= 0 ∀𝜉ℎ ∈ EP𝑁(Ω𝑐), (3.3b)

where Ω𝑐 is an infinitely small element at the edge where four elements meet. So Eq. (3.3a) is the integral

over the blue curve line in Fig. 3.1, and Eq. (3.3b) is the discrete Green’s formula around the infinite small

element Ω𝑐.
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Further, this thesis extends the hdMSEM with the novel dual grid to steady and unsteady Navier-Stokes

equations and studies the implementation of several kinds of boundary conditions.

3.2. Implementation of Boundary Conditions in the hdMSEM
3.2.1. No-slip Wall
One of the most common boundary conditions in CFD is the no-slip condition. The normal and tangential

velocities are zero or values given explicitly when the wall boundary moves.

For a wall boundary where the normal velocity and tangential velocity are given explicitly, there is

{
𝒖ℎ ⋅ 𝒏 = �̂�⟂ on Γ⊥

𝒖ℎ × 𝒏 = �̂�|| on Γ‖
, (3.4)

where 𝒏 is the outward unit normal vector at the boundary.

In the framework of the hdMSEM, trace variable ̃𝛾 = 𝒖 × 𝒏 is associated with the tangential velocity.

So, the matrix form of the boundary conditions is

TF𝒖 = �̂�⊥ ∀�̃� ∈ T̃F𝑁−1(Γ⊥),

̃𝛾 = MTE�̂�‖ ∀ ̃𝛾 ∈ T̃E𝑁(Γ||).
(3.5)

The topology of the dual grid at the no-slip wall is presented in Fig. 3.3. Though the value of the trace

degree of freedom ̃𝛾𝑖, which is perpendicular to the boundary (presented as a green line in Fig. 3.3) is

related to the boundary conditions, no values should be posed explicitly on those degrees of freedom

as the discrete vorticity equation constrains them, i.e. Eq. (2.70a). In addition, whether the boundary is

topologically straight or cornered, there is no need to introduce a dummy degree of freedom at the edge

where subdomains meet, because there is no redundant equations in coupling the vorticity variables at the

edge: for straight boundary shown in Fig. 3.3a, there is

𝜔1 − 𝜔2 = 0, (3.6a)

and for boundary with corner shown in Fig. 3.3b, there is

𝜔1 − 𝜔2 = 0, (3.7a)

𝜔2 − 𝜔3 = 0, (3.7b)

where there is no explicit specification for the value of 𝜔1, 𝜔2 and 𝜔3.

Similar to the no-slip wall condition is the velocity inlet, which is generally considered the driving force

so that the tangential and normal velocity are explicitly known.

3.2.2. Free-slip Wall
Free-slip wall condition is generally used in simulating external flow fields. At the free-slip wall, normal

velocity is considered zero, and the stress is also zero at the wall. In the framework of the hdMSEM, the

zero stress condition can be interpreted as a zero vorticity condition. Hence there is

{
𝒖ℎ ⋅ 𝒏 = 0 on Γ⊥

𝜔ℎ = 0 on Γ�̂�
. (3.8)

However, the topology of the dual grid used for no-slip wall presented in Fig. 3.3 is not suitable anymore

for zero vorticity boundary: Take the dual grid in Fig. 3.3a for example, when zero conditions are posed for

𝜔1 and 𝜔2,

𝜔1 = 0 and 𝜔2 = 0, (3.9)

the strong continuity constraint equation posed by Lagrange multiplier ̃𝛾3,

𝜔1 − 𝜔2 = 0, (3.10)
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Figure 3.3: Topology of the novel dual grid near no-slip wall: Blue lines stands for trace degrees of

freedom ̃𝛾 ∈ T̃E𝑁(Γ||), where the tangential velocity conditions are imposed; green lines stands for trace

degrees of freedom ̃𝛾 ∉ T̃E𝑁(Γ||), and no constraint should be posed.

is redundant and a singularity problem arises.

Hence, similar to the dual grid discussed in Section 3.1, a curve dual grid is applied around the edge

where two nearby elements are bordered with the wall, see in Fig. 3.4. Here, there is no dummy degree of

freedom required at the corner wherer two subdomains meet, since the curvlinear dual grid eliminates the

coupling equation,

𝜔1 − 𝜔2 = 0, (3.11)

and the trace operator associated with the curvlinear dual grid T′
E impose the specified values for the

vorticity degrees of freedom at the boundary,

𝜔1 = 0, (3.12a)

−𝜔2 = 0. (3.12b)

��

�1,2

�1 �2

�1 �2

�1 �2 ��

Figure 3.4: Topology of the dual grid near the free-slip wall: Blue curve lines stand for trace degrees of

freedom ̃𝛾 ∈ T̃E𝑁(Γ�̂�).
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Figure 3.5: Topology of the dual grid near the non-zero vorticity boundary: Green node stands for dummy

degree of freedom at the boundary 𝜔𝑐 ∈ EP𝑁(Γ�̂�).

And the matrix form of the free-slip boundary conditions can be expressed as

TF𝒖 = 0 ∀�̃� ∈ T̃F𝑁−1(Γ⊥),

T′
E𝜔 = 0 ∀ ̃𝛾 ∈ T̃E𝑁(Γ�̂�).

(3.13)

For non-zero vorticity boundary condition, i.e.,

𝜔ℎ = �̂� on Γ�̂�, (3.14)

where �̂� ≢ 0, it is not convenient to define the sign of values associated to T′
E𝜔, as it depends on the

numbering of geometric elements during meshing. Therefore, a dummy degree of freedom is introduced,

presented in Fig. 3.5. And the matrix formulation to impose the vorticity condition is

𝜔𝑐 = �̂� ∀𝜔𝑐 ∈ EP𝑁(Γ�̂�). (3.15)

3.2.3. Total Pressure Inlet
In the Stoke equations, there is no difference between total pressure and static pressure however for the

Navier-Stokes equations in the Velocity-Vorticity-Pressure formulation (3.22), which will be discussed in

detail in Section 3.3, the 𝑃 stands for total pressure and there is

𝜆 = −𝑃 on 𝜕Ω𝑖. (3.16)

Besides, the tangential velocity at the pressure inlet is generally set as zero. So, boundary conditions can

be written as

{ 𝑃 ℎ = ̂𝑃 on Γ𝑃
𝒖ℎ × 𝒏 = 0 on Γ‖

, (3.17)

with the matrix form
�̃� = −MTF

̂𝑃 ∀�̃� ∈ T̃F𝑁−1(Γ𝑃),

̃𝛾 = MTE�̂�‖ ∀ ̃𝛾 ∈ T̃E𝑁(Γ||).
(3.18)

3.2.4. Static Pressure Outlet
In studying incompressible flow, a value of static pressure is generally given explicitly at the outlet. The

traditional CFD method has no specification for tangential and normal velocity at the outlet.

𝑃 ℎ = ̂𝑝 + 1
2

(𝒖ℎ)2 on Γ�̂� (3.19)

However in the framework of the hdMSEM, trace variable 𝛾 at the pressure outlet stands for the tangential

velocity at the outlet boundary, and it plays a role in the variational formulation of the vorticity equation Eq.
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(2.70a). Therefore, the matrix form of the boundary conditions is

�̃� = −MTF( ̂𝑝 + 1
2

ℳ(𝒖)𝒖) ∀�̃� ∈ T̃F𝑁−1(Γ�̂�),

̃𝛾 = MTEℳ||𝒖 ∀ ̃𝛾 ∈ T̃E𝑁(Γ||),
(3.20)

where ℳ is a matrix operator which is dependent on 𝒖 and ℳ|| is a constant matrix transferring the velocity

field inside domain to the tangential velocity at the outlet boundary.

3.3. Temporal Discretization and Timestepping Method for the hdM-

SEM
3.3.1. Navier-Stokes Equations in the Velocity-Vorticity-Pressure formulation
Write the 2D unsteady incompressible Navier-Stokes equations in the Velocity-Vorticity-Pressure formula-

tion,

𝜔 − ∇ × 𝒖 = 0 in Ω𝑖, (3.21a)

𝜕𝑡𝒖 + 𝜔 × 𝒖 + 𝜈∇ × 𝜔 + ∇𝑃 = 𝒇 in Ω𝑖, (3.21b)

∇ ⋅ 𝒖 = 0 in Ω𝑖, (3.21c)

where Ω𝑖 is the subdomain in R2, 𝑃 = 𝑝 + 1
2 𝒖2 is the total pressure (with 𝑝 being the static pressure) and

𝜈 is the kinematic viscosity.

The equations at physical boundaries and interfaces between subdomains are

𝜔 = �̂� on Γ�̂� ∩ 𝜕Ω𝑖, (3.22a)

𝑃 − 1
2

𝒖2 = ̂𝑝 on Γ�̂� ∩ 𝜕Ω𝑖, (3.22b)

𝑃 = ̂𝑃 on Γ�̂� ∩ 𝜕Ω𝑖, (3.22c)

𝒖 × 𝒏 = �̂�|| on Γ�̂�||
∩ 𝜕Ω𝑖, (3.22d)

𝒖 ⋅ 𝒏 = �̂�⟂ on Γ�̂�⟂
∩ 𝜕Ω𝑖, (3.22e)

𝑃 = −𝜆 on Γ𝑖,𝑗, (3.22f)

𝒖 ⋅ 𝒏𝑖 + 𝒖 ⋅ 𝒏𝑗 = 0 on Γ𝑖,𝑗, (3.22g)

𝜔 × 𝒏𝑖 + 𝜔 × 𝒏𝑗 = 0 on Γ𝑖,𝑗. (3.22h)

And the variational formulation is presented as follows: Given 𝑓 ∈ [𝐿2(Ω)]3, 𝑔 ∈ 𝐿2(Ω), �̂� ×
𝒏 ∈ 𝑇 𝐻1/2

00 (Γ𝒖×𝒏), ̂𝑝 ∈ 𝐻1/2
00 (Γ𝑝) and ̂𝑃 ∈ 𝐻1/2

00 (Γ𝑃) the solution (𝜔, 𝒖, 𝑃 , 𝛾, 𝜆) ∈ 𝐻0(curl, Ω𝑖; Γ𝜔) ×
𝐻0(div, Ω𝑖; Γ𝒖⋅𝒏) × 𝐿2(Ω𝑖) × 𝑇 𝐻1/2

00 (𝜕Ω𝑖) × 𝐻1/2
00 (𝜕Ω𝑖) has

⟨𝜔, 𝜉⟩Ω𝑖
− ⟨𝒖, ∇ × 𝜉⟩Ω𝑖

− ⟨𝛾, 𝜉 × 𝒏⟩𝜕Ω𝑖
= ⟨𝜉 × 𝒏, �̂� × 𝒏⟩𝜕Ω𝑖∩Γ𝒖×𝒏

∀𝜉 ∈𝐻0(curl, Ω; Γ�̂� ∩ 𝜕Ω𝑖), (3.23a)

⟨𝜕𝑡𝒖, 𝒗⟩Ω𝑖
+ ⟨𝜔 × 𝒖, 𝒗⟩Ω𝑖

+ 𝜈⟨∇ × 𝜔, 𝒗⟩Ω𝑖
− ⟨𝑃 , ∇ ⋅ 𝒗⟩Ω𝑖

+ ⟨𝜆, 𝒗 ⋅ 𝒏⟩𝜕Ω𝑖

= ⟨𝒇, 𝒗⟩Ω𝑖
− ⟨ ̂𝑃 , 𝒗 ⋅ 𝒏⟩𝜕Ω∩Γ𝑃

∀𝒗 ∈𝐻0(div, Ω𝑖; Γ𝒖⋅𝒏 ∩ 𝜕Ω𝑖),
(3.23b)

⟨∇ ⋅ 𝒖, 𝑞⟩Ω𝑖
= 0 ∀𝑞 ∈𝐿2(Ω𝑖), (3.23c)

⟨𝜔 × 𝒏, 𝜀⟩𝜕Ω𝑖
= 0 ∀𝜀 ∈𝑇 𝐻1/2

00 (𝜕Ω𝑖), (3.23d)

⟨𝒖 ⋅ 𝒏, 𝜓⟩𝜕Ω𝑖
= 0 ∀𝜓 ∈𝐻1/2

00 (𝜕Ω). (3.23e)

3.3.2. Pressure-linked Pseudo Time-stepping Method for Steady N-S Equations
For steady cases, this thesis proposes a pressure-linked pseudo time stepping method for the hdMSEM.



3.3. Temporal Discretization and Timestepping Method for the hdMSEM 27

Considering the pseudo time-stepping, the fully discretized problem for subdomain Ω𝑖, there is

⟨
𝒖𝑘+1

ℎ − 𝒖𝑘
ℎ

Δ𝑡
, 𝒗ℎ⟩

Ω

+ ⟨𝜔𝑘
ℎ × 𝒖𝑘

ℎ, 𝒗ℎ⟩
Ω𝑖

+ 𝜈 ⟨∇ × 𝜔𝑘
ℎ, 𝒗ℎ⟩

Ω𝑖
− ⟨𝑃 𝑘+1

ℎ , ∇ ⋅ 𝒗ℎ⟩
Ω𝑖

− ⟨�̃�𝑘+1
ℎ , 𝒗ℎ ⋅ 𝒏⟩

𝜕Ω𝑖
= ⟨𝒇ℎ, 𝒗ℎ⟩Ω𝑖

∀𝒗ℎ ∈ FP𝑁−1(Ω𝑖),

⟨𝒖𝑘+1
ℎ , ∇ × 𝜉ℎ⟩

Ω𝑖
− ⟨𝜔𝑘+1

ℎ , 𝜉ℎ⟩
Ω𝑖

− ⟨ ̃𝛾𝑘+1
ℎ , 𝜉ℎ × 𝒏⟩

𝜕Ω𝑖
= 0 ∀𝜉ℎ ∈ EP𝑁(Ω𝑖),

⟨∇ ⋅ 𝒖𝑘+1
ℎ , 𝑞ℎ⟩

Ω𝑖
= 0 ∀𝑞ℎ ∈ ṼP𝑁−1(Ω𝑖),

⟨𝜔𝑘+1
ℎ × 𝒏, 𝜀ℎ⟩

𝜕Ω𝑖
= 0 ∀𝜀ℎ ∈ T̃E𝑁(𝜕Ω𝑖),

⟨𝒖𝑘+1
ℎ ⋅ 𝒏, 𝜓ℎ⟩

𝜕Ω𝑖
= 0 ∀𝜓ℎ ∈ T̃F𝑁−1(𝜕Ω𝑖),

(3.24)

and for the dummy subdomain Ω𝑐:

⟨𝜔𝑘+1
ℎ × 𝒏, 𝜀ℎ⟩

𝜕Ω𝑐
= 0 ∀𝜀ℎ ∈ T̃E𝑁(𝜕Ω𝑐),

⟨ ̃𝛾𝑘+1
ℎ , 𝜉ℎ × 𝒏⟩

𝜕Ω𝑐
= 0 ∀𝜉ℎ ∈ EP𝑁(Ω𝑐).

(3.25)

At first, we define a discretized operator 𝐶(𝜔, 𝒖) to compute the convection term with velocity and vorticity:

set

𝒄 = 𝐶(𝜔, 𝒖) where 𝒄 = [𝒄1 𝒄2 𝒄3 … 𝒄𝑁𝒖
]
T

, (3.26)

such that

𝜔ℎ × 𝒖ℎ =
𝑁𝒖

∑
𝑖

𝒗𝑖𝒄𝑖 and 𝜔ℎ × 𝒖ℎ ∈ FP𝑁−1(Ω𝑖). (3.27)

In pressure-driven time-stepping, the pressure is firstly calculated to meet the divergence-free condition

of velocity:

⎡
⎢
⎣

EdivM
−1
F ET

div EdivM
−1
F T

T
F

T
F
M−1

F ET
div TFM

−1
F T

T
F

⎤
⎥
⎦

[
̃𝑃
𝑘+1

�̃�
𝑘+1 ] = [ Ediv𝐶(𝜔𝑘, 𝒖𝑘) + 𝜈EdivEcurl𝜔𝑘 − Ediv

𝒖𝑘

Δ𝑡
TF𝐶(𝜔𝑘, 𝒖𝑘) + 𝜈TFEcurl𝜔𝑘 −TF

𝒖𝑘

Δ𝑡
] . (3.28)

In hybrid MSEM, M−1
F is the inverted local mass matrix for each subdomain, so it can be calculated

directly rather than solving a large-scale linear system.

In the next, update the velocity field by

𝒖𝑘+1 = 𝒖𝑘 + Δ𝑡(M−1
F ET

div
̃𝑃
𝑘+1

+ M−1
F T

T
F�̃�

𝑘+1
− 𝐶(𝜔𝑘, 𝒖𝑘) − 𝜈Ecurl𝜔𝑘), (3.29)

and finally, update the field associated with vorticity:

⎡
⎢
⎣

ME T
′T
E 0

T
′

E 0 DT

0 D 0

⎤
⎥
⎦

⎡
⎢
⎣

𝜔𝑘+1

̃𝛾𝑘+1

𝜔𝑐
𝑘+1

⎤
⎥
⎦

= 0. (3.30)

For linear system (3.28) and (3.30) can be arranged in the form of system (2.72), so the domain decompo-

sition can be implemented in the pressure-linked pseudo time stepping method for the hdMSEM.

It is worth mentioning that the implementation of the normal velocity boundary condition at the boundary

is different from that mentioned in the Section 3.2.1, since the velocity field variable 𝒖 does not appear in

the unknowns vector in this time stepping method. Instead, it should be implemented as a constraint when

updating the field of 𝑃 in (3.28):

TFM
−1
F (ET

div
̃𝑃
𝑘+1

+TT
F�̃�

𝑘+1
) = TF(𝐶(𝜔𝑘, 𝒖𝑘) + 𝜈Ecurl𝜔𝑘 − 𝒖𝑘

Δ𝑡
) +

�̂�⊥

Δ𝑡
�̃� ∈ T̃F𝑁−1(Γ⊥), (3.31)



3.3. Temporal Discretization and Timestepping Method for the hdMSEM 28

3.3.3. The MEEVC Scheme for Unsteady N-S Equations
Finally, following the idea of the mass, energy, enstrophy, and vorticity conserving (MEEVC) scheme [47],

this project extends hMSEMwith the novel dual grid to unsteady cases for 2D incompressible Navier-Stokes

equations.

The MEEVC scheme uses a kinetic energy conservative time integrator, the fully discretized formulation

for subdomain Ω𝑖 is

⟨
𝒖𝑘+1

ℎ − 𝒖𝑘
ℎ

Δ𝑡
, 𝒗ℎ⟩

Ω𝑖

+ ⟨
𝜔𝑘+1

ℎ + 𝜔𝑘
ℎ

2
×

𝒖𝑘+1
ℎ + 𝒖𝑘

ℎ
2

, 𝒗ℎ⟩
Ω𝑖

+ 𝜈 ⟨∇ ×
𝜔𝑘+1

ℎ + 𝜔𝑘
ℎ

2
, 𝒗ℎ⟩

Ω𝑖

− ⟨𝑃 𝑘+1/2
ℎ , ∇ ⋅ 𝒗ℎ⟩

Ω𝑖
− ⟨�̃�𝑘+1/2

ℎ , 𝒗ℎ ⋅ 𝒏⟩
𝜕Ω𝑖

= ⟨𝒇ℎ, 𝒗ℎ⟩Ω𝑖
∀𝒗ℎ ∈ FP𝑁−1(Ω𝑖),

⟨𝒖𝑘+1
ℎ , ∇ × 𝜉ℎ⟩

Ω
− ⟨𝜔𝑘+1

ℎ , 𝜉ℎ⟩
Ω𝑖

− ⟨ ̃𝛾𝑘+1
ℎ , 𝜉ℎ × 𝒏⟩

𝜕Ω𝑖
= 0 ∀𝜉ℎ ∈ EP𝑁(Ω𝑖),

⟨∇ ⋅ 𝒖𝑘+1
ℎ , 𝑞ℎ⟩

Ω𝑖
= 0 ∀𝑞ℎ ∈ ṼP𝑁−1(Ω𝑖),

⟨𝜔𝑘+1
ℎ × 𝒏, 𝜀ℎ⟩

𝜕Ω𝑖
= 0 ∀𝜀ℎ ∈ T̃E𝑁(𝜕Ω𝑖),

⟨𝒖𝑘+1
ℎ ⋅ 𝒏, 𝜓ℎ⟩

𝜕Ω𝑖
= 0 ∀𝜓ℎ ∈ T̃F𝑁−1(𝜕Ω𝑖),

(3.32)

and for the dummy subdomain, the scheme is the same with system (3.25).

In one time step, the discrete pressure field ̃𝑃ℎ and discrete trace variables �̃�ℎ stands for the value

at middle time point, and the average value of velocity field 𝒖ℎ and vorticity field 𝜔ℎ at time point 𝑘 and

𝑘 + 1 are used to calculate the convection and dissipation terms at the middle time point. Therefore, when

applying the static boundary condition, there is

𝑃 𝑘+1/2 = ̂𝑝 + 1
2

(𝒖𝑘+1 + 𝒖𝑘

2
)2 on 𝜕Γ�̂�, (3.33)

and the discrete form is

�̃� = −MTF( ̂𝑝 + 1
2

ℳ(𝒖)𝒖) ∀�̃� ∈ T̃F𝑁−1(Γ�̂�). (3.34)

In order to use a relatively large time step while preserving the conservation structure, the nonlinear

system (3.32) is solved fully coupled with Newton iteration method. The general form of the Newton

iteration to solve nonelinear equation 𝑓(𝑥) = 0 can be written as

𝑓 ′(𝑥𝑖)𝑥𝑖+1 = 𝑓 ′(𝑥𝑖)𝑥𝑖 − 𝑓(𝑥𝑖), (3.35)

where 𝑥𝑖 and 𝑥𝑖+1 are numerical solutions approaching the exact solution. In the MEEVC scheme updating

from step 𝑘 to 𝑘 + 1 there is

𝑓(𝑥𝑖) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ME −ET
curlMF 0 T′T

E 0 0
−0.5𝜈MT

FEcurl −MF/𝑑𝑡 ET
div 0 TT

F 0
0 Ediv 0 0 0 0
T′

E 0 0 0 0 DT

0 TF 0 0 0 0
0 0 0 D 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝜔𝑖

𝒖𝑖

̃𝑃
𝑖

�̃�
𝑖

̃𝛾𝑖

𝜔𝑐
𝑖

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0
MF(−0.5𝜈Ecurl

k + 𝒖𝑘/𝑑𝑡 − 𝐶( 𝜔𝑖+𝜔𝑘

2 , 𝒖𝑖+𝒖𝑘

2 ))
0
0
0
0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

(3.36)
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𝑓 ′(𝑥𝑖) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ME −ET
curlMF 0 T′T

E 0 0
−0.5𝜈MT

FEcurl −MF/𝑑𝑡 ET
div 0 TT

F 0
0 Ediv 0 0 0 0
T′

E 0 0 0 0 DT

0 TF 0 0 0 0
0 0 0 D 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

− 0.25

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 0 0 0
MF𝐶𝑢(𝒖𝑖) MF𝐶𝜔(𝜔𝑖) 0 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

− 0.25

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 0 0 0
MF𝐶𝑢(𝒖𝑘) MF𝐶𝜔(𝜔𝑘) 0 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

(3.37)

where 𝐶(𝜔, 𝒖) is an operator to calculate the discrete convection term, and 𝐶𝜔 and 𝐶𝑢 are the coefficient

matrices associated with 𝜕𝜔×𝒖
𝜕𝒖 and 𝜕𝜔×𝒖

𝜕𝜔 .

In addition, the static pressure boundary condition is implemented in a nonlinear equation as well,

�̃�
𝑘+1/2

= −MTF [ ̂𝑝 + 1
2

ℳ(𝒖𝑘 + 𝒖𝑘+1

2
)(𝒖𝑘 + 𝒖𝑘+1

2
)] ∀�̃� ∈ T̃F𝑁−1(Γ�̂�), (3.38)

and solved with Newton iteration method as following:

[ 0 0.25MTF(ℳ(𝒖𝑘) + ℳ(𝒖𝑖)) 0 0 I 0 ]

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝜔𝑖+1

𝒖𝑖+1

̃𝑃
𝑖+1

�̃�
𝑖+1

̃𝛾𝑖+1

𝜔𝑐
𝑖+1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

= [ 0 0.25MTF(ℳ(𝒖𝑘) + ℳ(𝒖𝑖)) 0 0 I 0 ]

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝜔𝑖

𝒖𝑖

̃𝑃
𝑖

�̃�
𝑖

̃𝛾𝑖

𝜔𝑐
𝑖

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+�̃�𝑖 + MTF [ ̂𝑝 + 1
2

ℳ(𝒖𝑘 + 𝒖𝑖

2
)(𝒖𝑘 + 𝒖𝑖

2
)] ∀�̃� ∈ T̃F𝑁−1(Γ�̂�).

(3.39)



4
Numerical Experiments

In this chapter, we study the accuracy and structure-preserving capability of the hdMSEM with the novel

dual grid through benchmark cases of trigonometry test, pressure-driven channel flow, backward-facing

step flow, and flow over a rectangular cylinder. The cases studied cover Stokes flow, steady Navier-Stokes

flow, and unsteady Navier-Stokes flow and involve boundary conditions including pressure inlet/outlet,

velocity inlet, no-slip wall, and free-slip wall. The grids used in this chapter are all orthogonal, and the

performance of the hdMSEM with a curvilinear grid is beyond the scope of this thesis.

4.1. Accuracy and Conservation Test
Firstly, we study Stokes equations in a square domain with an exact analytical solution to examine the

accuracy and structure-preserving ability of the method.

Consider a linear system,

𝜔 − ∇ × 𝒖 = 0, (4.1a)

𝜈∇ × 𝜔 + ∇𝑝 = 𝒇, (4.1b)

∇ ⋅ 𝒖 = 𝑔, (4.1c)

in the domain Ω = [0, 1]2. And the domain is discretized uniformly into 𝐾2 elements,

Ω𝑚 = Ω𝑖+(𝑗−1)𝐾, 𝑖, 𝑗 ∈ {1, 2, … , 𝐾}, (4.2)

where the Lagrange multiplier is introduced at the face between each element, thus each element is one

subdomain. An example of the grid can be found in Fig. 4.1, where the blue squares stand for elements

and the red squares stand for the volume degree of freedom in the element.
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Figure 4.1: Mesh of the hdMSEM when 𝐾 = 4 and 𝑁 = 3.
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The mapping 𝜱𝑖,𝑗 ∶ Ωref → Ω𝑖,𝑗 is given as

𝜱𝑖,𝑗 = �̊� ∘ Ξ𝑖,𝑗, (4.3)

where Ξ𝑖,𝑗 is a linear mapping:

Ξ𝑖,𝑗 ∶ Ωref → ([𝑖 − 1
𝐾

, 𝑖
𝐾

] , [𝑗 − 1
𝐾

, 𝑗
𝐾

]) , (4.4)

and �̊� can be written as

( 𝑥
𝑦

) = �̊�(𝑟, 𝑠) = ( 𝑟
𝑠

) . (4.5)

The kinematic viscous factor 𝜈 is set as 1, and the exact solution is specified as

𝒖exact = [
cos(2𝜋𝑥) cos(2𝜋𝑦)
cos(2𝜋𝑥) cos(2𝜋𝑦)

] , (4.6a)

𝜔exact = ∇ × 𝒖exact = 2𝜋 cos(2𝜋𝑥) sin(2𝜋𝑦) − 2𝜋 sin(2𝜋𝑥) cos(2𝜋𝑦), (4.6b)

𝑝exact = cos(2𝜋𝑥) cos(2𝜋𝑦). (4.6c)

Therefore, the source term is defined as

𝒇 = [
4𝜋2 cos(2𝜋𝑥) cos(2𝜋𝑦) + 4𝜋2 sin(2𝜋𝑥) sin(2𝜋𝑦) − 2𝜋 sin(2𝜋𝑥) cos(2𝜋𝑦)
4𝜋2 cos(2𝜋𝑥) cos(2𝜋𝑦) + 4𝜋2 sin(2𝜋𝑥) sin(2𝜋𝑦) − 2𝜋 cos(2𝜋𝑥) sin(2𝜋𝑦)

] (4.7a)

𝑔 = −2𝜋 cos(2𝜋𝑥) sin(2𝜋𝑦) − 2𝜋 sin(2𝜋𝑥) cos(2𝜋𝑦), (4.7b)

First, we must verify that the hdMSEM with the novel dual grid can avoid the singularity problem and

output results consistent with the exact solution. Fig. 4.2 presents a solution with the hdMSEM when

𝐾 = 4 and 𝑁 = 3, consistent with the analytical solution.

Then, the order of the accuracy is studied by refining the mesh and investigating the 𝐿2-error of the

vorticity field, velocity field, and pressure field. Choosing 𝑁 = 1, 2, 3, 4 and𝐾 = 4, 8, 16, 32, the convergence
performance can be found in Fig. 4.3. The convergence results prove that the errors of 𝜔ℎ, 𝒖ℎ and 𝑝ℎ

converge optimally with the order of the element 𝑁.

The conservation law of mass at the discrete level is maintained by the incidence matrix Ediv, the basic

topology structure of the discrete mass conservation law is one volume degree of freedom and the four

face degrees of freedom around it, as illustrated in Fig. 4.4a. We can examine the discrete conservation

law of mass by calculating ||∇ ⋅ 𝒖ℎ − 𝑔ℎ||𝐿2 , shown in Fig. 4.5. The error is at the level of floating-point

precision. Hence, there is no discrete error introduced into the conservation law of mass in the hdMSEM.

The basic topology structure to preserve vorticity structure is more complicated than mass conservation

law. As illustrated in Fig. 4.4b, the relationship between 𝜔ℎ and 𝒖ℎ is maintained by discrete dual curl

operator (2.91), besides 𝒖ℎ, the discrete dual curl operator also requires the trace variable ̃𝛾ℎ around the

element which stand for the tangential velocity at the element boundary, i.e.,

∇̃×(𝒖ℎ, ̃𝛾ℎ) = 𝜔ℎ. (4.8)

To verify the discrete dual operator, its numerical errors are computed and shown in Fig. 4.6. Obviously,

only floating-point errors are introduced into the numerical solution. From this, we prove that the basic

topology structure of the discrete vorticity conservation law is one element and the trace variables around

the element. It can be reasoned that the Green’s formula,

∫
Ω

𝜔ℎ 𝑑Ω = ∫
Ω

∇ × 𝒖ℎ 𝑑Ω = ∫
𝜕Ω

(𝒖 × 𝒏)ℎ 𝑑Γ = ∫
𝜕Ω

𝛾ℎ 𝑑Γ. (4.9)

should be maintained over the domain. Fig. 4.7 shows that the discrete Green’s formula is preserved,

ignoring the floating point errors.
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Figure 4.2: Numerical solution when 𝐾 = 4 and 𝑁 = 3.
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Figure 4.3: 𝐿2-error of 𝜔ℎ, 𝒖ℎ and 𝑝ℎ when 𝑁 = 1, 2, 3, 4 and 𝐾 = 4, 8, 16, 32.
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Figure 4.4: Grid topology for preserving structure.
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Figure 4.5: Numerical errors of the discrete mass conservation law.
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Figure 4.6: Numerical errors of the discrete dual curl operator.

In addition, we denote the matrix of the global system to solve in the hdMSEM as S̃ and study the

condition number of S̃, see the result in Fig. 4.8, where 𝑘 is the 2nd-norm condition number, i.e.,

𝑘 = ||S̃−1||2||S̃||2 = 𝜎max(S̃)
𝜎min(S̃)

.

It is seen that the condition number increases with the same order as mesh refines, although the elements

of different orders are chosen. It suggests the advantage in computing efficiency of the high order hdMESM

and matches well with the results in [44] when solving the Poisson problem with the hdMSEM. At the same

time, a comparison between the condition number with the novel dual grid (Fig. 3.1) and the primal-dual

grid (Fig. 2.9) shows that the novel dual grid proposed in this thesis will not increase the condition number

for certain 𝑁 and 𝐾.

Finally, the rank of the global system to solve in the hdMSEM also determines the computing efficiency.

We denote the global system to solve in the MSEM as F. And the sizes of F and S̃ are denoted as #F
and #S̃. The ratio between #S̃ and #F is demonstrated in Table 4.1. The hdMSEM with the novel dual

grid proposed in this thesis can save computing resources efficiently compared with MSEM, especially

using high-order elements, and the ratio keeps decreasing as mesh refines (unless using the first-order

element).



4.1. Accuracy and Conservation Test 35

2
-6

2
-5

2
-4

2
-3

2
-2

2
-1

10
-18

10
-17

10
-16

10
-15

10
-14

Figure 4.7: Numerical errors of discrete the Green’s formula.
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Figure 4.8: Condition number 𝑘 of matrix S̃ with the novel dual grid (3.1) and the primal dual grid (2.99).
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𝑁
𝐾 4 8 16 32

1 1.5926 1.6644 1.7052 1.7271
2 0.7232 0.7062 0.6970 0.6923
3 0.4624 0.4402 0.4286 0.4227
4 0.3388 0.3183 0.3077 0.3023

Table 4.1: Ratio of #S̃ to #F, where #S̃ and #F are the sizes of the global system to solve in the

hdMSEM with the novel dual grid and the MSEM respectively.
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4.2. Pressure-driven Channel Stokes Flow
This section presents a case to solve pressure-driven channel Stokes flow using the hdMSEM with the

novel dual grid. The implementations of no-slip wall boundary conditions and pressure inlet/outlet are

verified. At the same time, we discuss the discrete conservation law for a grid topology near the boundary,

which is more complicated than Dirichlet boundary conditions discussed in Section 4.1.

Consider the square domain Ω = [0, 1]2 and a uniform mesh of 𝐾2 elements used in Section 4.1, and

the Stokes equations in velocity-vorticity-pressure formulation (4.1). There is no mass source and volume

force in this case, hence 𝑔 = 0 and 𝒇 = 0. The physical boundary conditions setting is depicted in Fig. 4.9:

The pressure at Inlet and outlet boundaries Γ1 and Γ2 are 1 and 0 respectively, and the tangential velocity

is 0; the top and bottom boundaries Γ3 and Γ4 are both no-slip walls. Hence, the tangential and normal

velocity are both 0.

�4

�3

�1 �2
� = 1 � = 0

Figure 4.9: Boundary conditions for pressure-driven channel Stokes flow.

As discussed in Section 3.2, at the boundary, the pressure is associated with 𝜆ℎ, the tangential velocity

is associated with 𝛾ℎ, and the normal velocity is implemented with 𝒖ℎ and trace operator 𝑇, i.e.,

�̃� = −MTF( ̂𝑝) ∀�̃� ∈ T̃F𝑁−1(Γ�̂�), (4.10a)

̃𝛾 = 0 ∀ ̃𝛾 ∈ T̃E𝑁(Γ||), (4.10b)

TF𝒖 = 0 ∀�̃� ∈ T̃F𝑁−1(Γ⊥), (4.10c)

where Γ�̂� = Γ1 ∪ Γ2, Γ|| = Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4 and Γ⟂ = Γ3 ∪ Γ4.

The analytical solution of this case is easy to derive: In domain Ω = [0, 1]2, there is

⎧
{
{
{
⎨
{
{
{
⎩

𝑝 = 1 − 𝑥

𝑢 = 1
2𝜈

(−𝑦2 + 𝑦)

𝑣 = 0

𝜔 = 1
2𝜈

(2𝑦 − 1)

, (4.11)

where 𝜈 is the kinematic viscosity.

Choosing 𝑁 = 3, 𝐾 = 4 and 8 and 𝜈 = 1, 2 and 5, comparisons between the numerical solution using

the hdMSEM with the novel dual grid and the analytical solution is demonstrated in Fig. 4.11 and 4.12.
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Figure 4.10: Trace degrees of freedom near no-slip wall boundary when 𝑁 = 3: Green lines stand for

trace degrees of freedom at the interface perpendicular to the boundary and noted as ̃𝛾1,2,3,4 and green

nodes stand for the primal trace degrees of freedom 𝛾1,2,3,4.

The results show that the discrete solutions 𝑢ℎ, 𝜔ℎ, and 𝑝ℎ are consistent with the analytic solutions at

the boundary and inside the domain. Because the analytical solutions are functions of order up to 2, the

3rd-order element can exactly reconstruct the analytical solution, and therefore, there are no discrete

errors for both 𝐾 = 4 and 8.

In Section 3.2, we claimed that no boundary condition needs to be posed on the trace degree of

freedom ̃𝛾 which is at the interface Γ perpendicular to the boundary, illustrated in Fig. 4.10. According to

the definition of trace variable 𝛾 = 𝒖 × 𝒏, 𝛾 = M−1
TE ̃𝛾 should equal to 0 exactly at the wall boundary to satisfy

the zero normal velocity condition. Take the case when 𝑁 = 3 shown in Fig. 4.10 for example, no boundary

condition is posed on ̃𝛾1,2,3,4, while there is the algebraic relation, [𝛾1, 𝛾2, 𝛾3, 𝛾4]T = M−1
TE [ ̃𝛾1, ̃𝛾2, ̃𝛾3, ̃𝛾4]T,

and 𝛾1 should exactly equal to 0 according to its physical meaning. We examine it by plotting the M−1
TE ̃𝛾

along boundary, see in Fig. 4.13. The results show that the dual trace degrees of freedom meet the zero

normal velocity condition up to machine precision. At the same time, the trace variable at the interface

perpendicular to the inlet/outlet is consistent with the velocity profile at the inlet/outlet. Having proved the

physical meaning represented by the dual trace degrees of freedom ̃𝛾 at the boundary, it is evident to

reason that the discrete conservation law of mass and vorticity is still preserved in this case, see numerical

confirmation in Fig. 4.14.
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(f) vorticity at 𝑥 = 1

Figure 4.11: Profiles of 𝑢ℎ and 𝜔ℎ, where 𝑁 = 3.
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Figure 4.12: Profiles of 𝑝ℎ, where 𝑁 = 3.
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Figure 4.13: Values of M−1
TE ̃𝛾 along boundaries when 𝜈 = 1, 𝑁 = 2, 3 and 𝐾 = 4, 8.
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Figure 4.14: 𝐿2 − norm of ∇̃×(𝒖ℎ, 𝛾ℎ) − 𝜔ℎ, ∫
Ω

𝜔ℎ 𝑑Ω − ∫
𝜕Ω

(𝒖 × 𝒏)ℎ 𝑑Γ and ∇ ⋅ 𝒖ℎ when 𝜈 = 1,
𝑁 = 1, 2, 3, 4 and 𝐾 = 4, 8, 16, 32.
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4.3. Backward-facing Step Stokes Flow
Based on the pressure-driven channel flow case, we introduce a right-angle boundary and study the grid

topology near the boundary. To simplify the problem, the convective term is ignored for the moment.

Therefore the problem we solve is still the Stokes equations in the velocity-vorticity-pressure formulation

(4.1), and choose 𝜈 = 1, 𝑔 = 0 and 𝒇 = 0.

The geometry of domain and boundary conditions are illustrated in Fig. 4.15, where 𝐿𝑖𝑛 is the length

of the inlet channel, 𝐿 is the length of the main channel, ℎ is the height of the inlet channel, and 𝐻 is the

height of the main channel. The horizontal position of the inlet is 𝑥 = 0, and the vertical position of the

bottom wall of the main channel is 𝑦 = 0. In this case, we set 𝐿in = 1, 𝐿 = 4, ℎ = 1 and 𝐻 = 2. The top,

bottom, and the step face of the channel are all no-slip walls, a constant pressure 0 is assigned to the

outlet uniformly, and the normal velocity is specified as a parabolic function at the inlet,

�̂�⟂(𝑦′) = 6𝑦′(1 − 𝑦′), (4.12)

where 𝑦′ is the height from the bottom wall of the inlet channel, i.e., 𝑦′ = 𝑦 − (𝐻 − ℎ). This parabolic

function satisfies the no-slip condition at the top and bottom wall and ensures the average inlet velocity is 1.

ℎ �

�in
� 

� = 0

x

y

(0,0)

Figure 4.15: The domain and boundary conditions for backward-facing step Stokes flow.

Figure 4.16: Grid for backward-facing step flow, when 𝑁 = 3, ℎ = 1/5 and the total numbder of elements

is 225.
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The implementation of boundary conditions in matrix formulation can be written as

�̃� = 0 ∀�̃� ∈ T̃F𝑁−1(Γ�̂�), (4.13a)

̃𝛾 = 0 ∀ ̃𝛾 ∈ T̃E𝑁(Γ||), (4.13b)

TF𝒖 = 0 ∀�̃� ∈ T̃F𝑁−1(Γ⊥), (4.13c)

TF𝒖 = �̂�⊥ ∀�̃� ∈ T̃F𝑁−1(Γinlet), (4.13d)

and the implementation of no-slip conditions near right-angled boundaries is discussed in detail in Section

3.2, see Fig. 3.3b.

The domain is discretized with uniform grids, where the size of element Δ𝑥 = Δ𝑦 = ℎ and the order

is 𝑁. An example of the grid is given in Fig. 4.16, when ℎ = 1/5 and 𝑁 = 3. The numerical solutions

are demonstrated in Fig. 4.17 with a grid of 𝑁 = 3 and ℎ = 1/20. In addition, the solutions on the grid of

𝑁 = 3 and ℎ = 1/5 can be found in Appendix A.

The hdMSEM with the novel dual grid outputs physical solutions, while there is an issue in backward-

facing step flow, which deserves highlighting: As the definition of vorticity is

𝜔 = 𝜕𝑣
𝜕𝑥

− 𝜕𝑢
𝜕𝑦

, (4.14)

the vorticity value at the corner boundary is physically infinite as there is a discontinuity of y-velocity 𝑣. In
traditional CFD solvers, which only have a discrete flow field in the pressure-velocity field, this singularity

of vorticity is not an issue in numerical computing; however, in the framework of the hdMSEM, there is

a degree of freedom directly associated with the vorticity at the corner, and due to the discrete error, its

value cannot be infinite. Fig. 4.18 shows the singularity in the discrete vorticity field at the corner when

𝑁 = 3 and ℎ = 1/20. The following part will discuss whether this singularity breaks the consistency of the

global solution and the vorticity conservation law.

We set ℎ = 1/10, 1/20 and 𝑁 = 3, 4 and the profiles of 𝑢ℎ, 𝑣ℎ, 𝜔ℎ and 𝑝ℎ at 𝑥′ = 0 are presented in

Fig. 4.19, where 𝑥′ is the distance from the left starts of the main channel, i.e., 𝑥′ = 𝑥 − 𝐿𝑖𝑛. Obviously,

the singularity only creates significant errors near the corner in the numerical solution of vorticity field 𝜔ℎ,

and the numerical solution converges to the exact value ∞ with mesh refinement. At the same time, the

singularity has little influence on the numerical solution of the velocity field 𝒖ℎ. Besides, the discontinuity

of y-velocity field 𝑣 results in slight oscillation near the corner in the discrete field 𝑣ℎ, which is less apparent

when the spatial step ℎ is more minor. These numerical solutions demonstrates that the natural form of the

hdMSEM with the novel dual grid can deal with the singularity stably without introducing any damping term.

In addition, we set 𝑁 = 1, 2, 3, 4 and ℎ = 1/5, 1/10, 1/20, 1/40 and study the conservation law of mass

and vorticity. The results in Fig. 4.20 demonstrate that the discrete conservation of mass and vorticity can

still be preserved even though there is a physical singularity.



4.3. Backward-facing Step Stokes Flow 45

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

x

0

0.5

1

1.5

2

y

(a) stream function

0 1 2 3 4 5

x

0

0.5

1

1.5

2

y

-5

0

5

(b) vorticity

(c) x-velocity

(d) y-velocity

Figure 4.17: Numerical solution of stream function, vorticity, x-velocity and y-velocity, when 𝑁 = 3 and

ℎ = 1/20.
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Figure 4.18: Singularity of vorticity at the corner, when 𝑁 = 3 and ℎ = 1/20.
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Figure 4.19: Profiles of 𝜔, 𝑢, 𝑣 and 𝑝 at 𝑥′ = 0
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Figure 4.20: 𝐿2 − norm of ∇̃×(𝒖ℎ, 𝛾ℎ) − 𝜔ℎ, ∫
Ω

𝜔ℎ 𝑑Ω − ∫
𝜕Ω

(𝒖 × 𝒏)ℎ 𝑑Γ and ∇ ⋅ 𝒖ℎ for backward-facing

step Stokes flow when 𝑁 = 1, 2, 3, 4 and ℎ = 1/5, 1/10, 1/20, 1/40.
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4.4. Backward-facing Step Navier-Stokes Flow
As the hdMSEM with the novel dual grid has proven to solve backward-facing step Stokes flow in the last

section, the nonlinear convective term is introduced into the problem, and the Navier-Stokes equations in

the velocity-vorticity-pressure formulation can be written as

𝜔 − ∇ × 𝒖 = 0, (4.15a)

𝜕𝑡𝒖 + 𝜔 × 𝒖 + 𝜈∇ × 𝜔 + ∇𝑃 = 𝒇, (4.15b)

∇ ⋅ 𝒖 = 𝑔, (4.15c)

where now 𝑃 is the total pressure, i.e, 𝑃 = 1
2 𝒖2 + 𝑝, and in this section, we set 𝒇 = 0 and 𝑔 = 0. The

domain geometry and boundary conditions are demonstrated in Fig. 4.21, where ℎ = 1,𝐻 = 2, 𝐿in = 20
and 𝐿 = 60. Different from the boundary setting in Section 4.3, there is no tangential velocity needs to be

specified at the pressure outlet for the Navier-Stokes equations, and the static pressure condition should

be expressed as 𝑃 − 1
2 𝒖2 = 0. The implementation of the static pressure outlet in matrix formulation can

be expressed as

�̃� = −MTF( ̂𝑝 + 1
2

ℳ(𝒖)𝒖) ∀�̃� ∈ T̃F𝑁−1(Γ�̂�),

̃𝛾 = MTEℳ||𝒖 ∀ ̃𝛾 ∈ T̃E𝑁(Γ||),
(4.16)

see the discussion in Section 3.2.4. The normal velocity function at the inlet is (4.12), with which the

average inlet velocity is 1.

ℎ �

�in
� 

x

y

(0,0)

� −
1
2 �2 = 0

Figure 4.21: The domain and boundary conditions for backward-facing step Navier-Stokes flow.

The grid used in this section is a uniform orthogonal grid with the element size Δ𝑥 = ℎ𝑥 = 0.5 and

Δ𝑦 = ℎ𝑦 = 0.1, and the order of the element 𝑁 = 3. The grid’s topology is the same as the one in Section

4.3, illustrated in Fig. 4.16.

The pressure-linked pseudo time stepping method (3.24) proposed in Section 3.3.2 is used to solve the

nonlinear discrete system. The pseudo time step size Δ𝑡 = 10−3 and the convergence criterion is chosen

as ||𝒙𝑘 − 𝒙𝑘−1||𝐿0 < 10−7, where 𝒙𝑘 is the vector of all degrees of freedom at pseudo time step 𝑘, i.e.,

𝒙𝑘 = [𝜔𝑘 𝒖𝑘 ̃𝑃
𝑘

̃𝛾𝑘 �̃�
𝑘

𝜔𝑐
𝑘]

T

.

Define the Reynolds number 𝑅𝑒𝐻 as

𝑅𝑒𝐻 = 𝐻𝑢⟂
𝜈

, (4.17)

where 𝐻 = 2 is the height of the main channel and 𝑢⟂ = 1 is the average velocity at the inlet. The numerical

solutions when 𝑅𝑒𝐻 = 800 are demonstrated in Fig. 4.22, and in Fig. 4.22, we compare the profiles

of flow fields at 𝑥′ = 6, 𝑥′ = 14 and 𝑥′ = 30 with the solution computed in a very fine grid, given in the

study of Erturk [52], where the 𝑥′ is the distance from the starts of the main channel, i.e., 𝑥′ = 𝑥 − 𝐿𝑖𝑛. In
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Figure 4.22: Numerical solution of stream function, vorticity, 𝑢-velocity and 𝑣-velocity at 𝑅𝑒𝐻 = 800.

the comparison, our solutions match very well at 𝑥′ = 6 and 𝑥′ = 30 while having a slight difference of

y-velocity at 𝑥′ = 14.

Besides, we can verify the solution by comparing the position of the recirculating regions. Shown in the

Fig. 4.23, the right end position of the recirculating region at the bottom is denoted as 𝑋1, and the left

start position and the right end position of the recirculating region at the top are denoted as 𝑋2 and 𝑋3
respectively. A comparison between the present solution and the reference solutions is demonstrated in

Table 4.2.

In Fig. 4.24, we present the profiles of 𝜔ℎ, 𝑢ℎ, 𝑣ℎ and 𝑃 ℎ at 𝑥′ = 0. For the Navier-Stokes flow, there is

a discontinuity at the corner instead of a singularity, which does not break the consistency of the global

flow field solution in the framework of the hdMSEM with the novel dual grid. In addition, the verification of

conservation laws of mass and vorticity in the pseudo time stepping is shown in Fig. 4.25.



4.4. Backward-facing Step Navier-Stokes Flow 50

0 0.5 1 1.5

0

0.5

1

1.5

2

(a) x-velocity

-0.04 -0.03 -0.02 -0.01 0 0.01

0

0.5

1

1.5

2

(b) y-velocity

-3 -2 -1 0 1 2 3 4

0

0.5

1

1.5

2

(c) vorticity

-0.1 -0.05 0 0.05 0.1

0

0.5

1

1.5

2

(d) horizontal gradient of x-velocity

-4 -2 0 2 4

0

0.5

1

1.5

2

(e) vertical gradient of x-velocity

-0.02 -0.01 0 0.01 0.02 0.03 0.04

0

0.5

1

1.5

2

(f) horizontal gradient of y-velocity



4.4. Backward-facing Step Navier-Stokes Flow 51

-0.1 -0.05 0 0.05 0.1

0

0.5

1

1.5

2

(g) verttical gradient of y-velocity

Figure 4.22: Profiles of 𝑢ℎ, 𝑣ℎ, 𝜔ℎ, 𝜕𝑢ℎ

𝜕𝑥 , 𝜕𝑢ℎ

𝜕𝑦 , 𝜕𝑣ℎ

𝜕𝑥 , 𝜕𝑣ℎ

𝜕𝑥 and 𝜕𝑣ℎ

𝜕𝑦 at 𝑅𝑒𝐻 = 800.
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Figure 4.23: Comparison of 𝑋1, 𝑋2, 𝑋3 and 𝑋3 − 𝑋2 of the recirculating regions

𝑋1 𝑋2 𝑋3 𝑋3 − 𝑋2
present study 11.86 9.36 20.64 11.28

Erturk [52] 11.834 9.476 20.553 11.077

Gartling [53] 12.20 9.70 20.96 11.26

Guj and Stella [54] 12.05 9.70 20.30 10.60

Table 4.2: Position of the recirculating regions
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Figure 4.24: Profiles of 𝜔ℎ, 𝑢ℎ, 𝑣ℎ and 𝑃 ℎ at 𝑥′ = 0
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Figure 4.25: 𝐿2 − norm of ∇̃×(𝒖ℎ, 𝛾ℎ) − 𝜔ℎ, ∫
Ω

𝜔ℎ 𝑑Ω − ∫
𝜕Ω

(𝒖 × 𝒏)ℎ 𝑑Γ and ∇ ⋅ 𝒖ℎ where 𝑘 is the

number of pseudo time step.
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4.5. Flow over Rectangular Cylinder
In this case, the mass, energy, enstrophy, and vorticity conserving (MEEVC) scheme is implemented

in the framework of the hdMSEM with the novel dual grid to simulate the unsteady Navier-Stokes flow.

We study the flow over rectangular cylinder cases with different Reynolds numbers to investigate the

performance of the numerical scheme. In the global domain Ω, consider the Navier-Stokes equations in

the vorticity-velocity-pressure formulation (4.15), and set 𝑔 = 0 and 𝒇 = 0. The geometry of the domain

and the boundary conditions are illustrated in Fig. 4.26, where 𝑅 is the width of the channel, 𝐷 is the width

of the rectangular cylinder, 𝑊 is the length of the rectangular cylinder, and 𝐿1 and 𝐿2 are the length of the

upstream and downstream region respectively. In this thesis, we set 𝐷 = 1 and 𝑊 = 0.5, and for the size

of the channel, 𝑅 = 18, 𝐿1 = 9 and 𝐿2 = 25, which have ignorable boundary effect to the flow field in the

study of Sohankar et al. [55].

The normal velocity at the inlet is specified as 𝒖 ⋅ 𝒏 = 1 and the tangential velocity 𝒖 × 𝒏 = 0; the
top and bottom boundaries of the channel are free-slip walls which means the normal velocity 𝒖 ⋅ 𝒏 = 0
and vorticity at wall 𝜔 = 0; the four faces of the rectangular cylinder are no-slip walls where 𝒖 ⋅ 𝒏 = 0 and

𝒖 × 𝒏 = 0; the static pressure at the outlet is set as 0, i.e., 𝑃 − 1
2 𝒖2 = 0.
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� �2
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1
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�1

y

x

(0,0)

Figure 4.26: Domain geometry and boundary conditions for the flow over a rectangular cylinder.

In this case, a nonuniform orthogonal grid is used to discretize the domain, refined near the cylinder

wall to resolve the boundary layer, shown in Fig.4.27. The thickness of the first layer element 𝜎 = 0.02𝐷,

the number of the elements along horizontal direction 𝐾𝑥 = 170 and along vertical direction 𝐾𝑦 = 112.
And the order of the element is chosen as 𝑁 = 2.

(a) global (b) zoom in the cylinder

Figure 4.27: A nonuniform orthogonal grid for the flow over a rectangular cylinder, where 𝐾𝑥 = 170,
𝐾𝑦 = 112.
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We use the MEEVC scheme in the framework of the hdMSEM with the novel dual grid proposed

in Section 3.3.3 for time stepping, where the time step Δ𝑡 = 1 in this case, and the tolerance of the

Newton-iteration in solving the nonlinear system is 10−7.

The Reynolds number, in this case, is defined as

𝑅𝑒 = 𝐷�̂�⟂
𝜈

, (4.18)

where the width of the cylinder 𝐷 = 1 and the the inlet velocity �̂�⟂ = 1. We firstly set 𝑅𝑒 = 35, when the flow
field converges to a stable solution according to the study of Mashhadi et al. [56]. The numerical solutions

of the flow field in the steady flow are shown in Fig. 4.28. Besides, we investigate the lift coefficient 𝐶𝑙 and

the drag coefficient 𝐶𝑑 in the time stepping and compare with the DNS solution in FVM given by Mashhadi

et al. [56], see in Fig. 4.29. The solution in the present study matches very well with the reference values.

(a) stream function (b) vorticity

(c) x-velocity (d) y-velocity

Figure 4.28: Numerical solution of stream function, vorticity, x-velocity and y-velocity at 𝑅𝑒 = 35.
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Figure 4.29: Lift coefficient and drag coefficient at 𝑅𝑒 = 35.
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(a) stream function (b) vorticity

(c) x-velocity (d) y-velocity

Figure 4.30: Snapshot of the numerical solution of stream function, vorticity, x-velocity and y-velocity at

𝑅𝑒 = 40.

present study Mashhadi et al. (2021) relative difference

𝐶𝑑 1.830 1.833 0.16%
𝐶𝑑

′ 1.466 × 10−4 1.496 × 10−4 2.03%
𝐶𝑙

′ 3.562 × 10−2 3.523 × 10−2 1.11%
𝑇𝐶𝑑

4.204 4.355 3.57%
𝑇𝐶𝑙

8.407 8.709 3.57%

Table 4.3: Oscillation parameters of drag coefficient and lift coefficient when 𝑅𝑒 = 40.

Next, the Reynolds number is increased to 𝑅𝑒 = 40. The flow field solutions are presented in Fig. 4.32.

Compared with the case when 𝑅𝑒 = 35, it is evident that the critical Reynolds number between the steady

solution and the unsteady solution is between 𝑅𝑒 = 35 and 𝑅𝑒 = 40, and the present numerical scheme is

sensitive enough to predict the transition. A comparison between the 𝐶𝑙 and 𝐶𝑑 in the present study and

reference solution [56] is demonstrated in Fig. 4.31. We define the root mean square of the drag and lift

coefficient as

𝐶′
𝑑 = √ 1

𝑁

𝑁
∑

1
(𝐶𝑑(𝑡) − 𝐶𝑑)2,

𝐶′
𝑙 = √ 1

𝑁

𝑁
∑

1
(𝐶𝑙(𝑡) − 𝐶𝑙)2,

(4.19)

and investigate the mean value of the drag coefficient 𝐶𝑑, the root mean square of the drag coefficient

𝐶𝑑
′, the root mean square of the lift coefficient 𝐶𝑙

′, the period of the drag coefficient 𝑇𝐶𝑑
and the period of

the lift coefficient 𝑇𝐶𝑙
, see in Table 4.3. From this, it can be seen that the relative difference between the

solution in the present study and the reference solution [56] is less than 5%. In addition, the period of lift

coefficient is exactly twice as long as the period of drag coefficient, and the lift coefficient reaches the peak

at the same time when drag coefficient reaches the maximum.

Finally, we study the case when 𝑅𝑒 = 100. The numerical solution of the flow fields at 𝑅𝑒 = 100 can be

found in Fig. 4.32, where a more significant vortex shedding behavior can be observed.
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Figure 4.31: Lift coefficient and drag coefficient at 𝑅𝑒 = 40.

present study Mashhadi et al. (2021) relative difference

|𝑢′
1|max 4.807 × 10−2 4.668 × 10−2 2.89%

|𝑢′
2|max 4.445 × 10−2 4.358 × 10−2 1.96%
𝑇𝑢′

1
5.891 5.726 2.80%

𝑇𝑢′
2

5.891 5.726 2.80%
Δ𝑡 0.940 0.927 1.40%

Table 4.4: Oscillation parameters of 𝑢′
1 and 𝑢′

2 when 𝑅𝑒 = 100.

The accuracy of the global field solution can be verified by comparing the velocity’s mean field and

fluctuation field with the reference solution [56]. We denote 𝑥′ as the downstream distance, i.e., 𝑥′ =
𝑥 − 𝐿1 − 𝑊 and 𝑦′ as the vertical distance from the axis of symmetry, i.e., 𝑦′ = 𝑦 − 𝑅

2 . then the profile

of mean velocity at 𝑥′ = 16 is shown in Fig. 4.33, where the present solution matches very well with the

reference solution despite a bulge occurs at the region between wake and outer free stream in the present

solution. The fluctuation of the x-velocity at the path of the vortex core is compared in Fig. 4.34 with the

oscillation parameters presented in Table 4.4, where Δ𝑡 is the time lag between the phase of 𝑢′
1 and 𝑢′

2
and depends on the streamwise convective velocity. The relative difference between the solution with the

present method and the reference solution is less than 3%, which verifies the accuracy of the global field

solution.

In addition, we aim to examine the resolution of the boundary layer with the current grid. A coarser grid

is given, of which 𝜎 = 0.025𝐷, 𝐾𝑥 = 156 and 𝐾𝑦 = 100, while the current grid has 𝜎 = 0.02𝐷, 𝐾𝑥 = 170
and 𝐾𝑦 = 112. The lift and drag coefficients computed with the coarse grid and fine grid are shown in Fig.

4.35, and the oscillation parameters can be found in Table 4.5, from which it can be seen that the relative

difference is less than 1.5%. This grid independence test proves that the grid shown in Fig. 4.27, which is

used at 𝑅𝑒 = 35, 𝑅𝑒 = 40, and 𝑅𝑒 = 100, is fine enough to resolve the boundary layer.

Finally, we investigate the structure-preserving capability in solving the unsteady Navier-Stokes equa-

tions. Fig. 4.36 demonstrates that the 𝐿2-errors of the discrete conservation law of mass and vorticity in

time stepping are below 10−13. It is important to note that although the tolerance for Newton iterations

to solve the nonlinear system is set as 10−7 in the case, the 𝐿2 error of the discrete conservation law

can reach a lower level because it is only dependent on the floating-point precision as the two discrete

constitutive equations,

𝜔ℎ − ∇ × 𝒖ℎ = 0, (4.20a)

∇ ⋅ 𝒖ℎ = 0, (4.20b)

are linear.
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(a) stream function (b) vorticity

(c) x-velocity (d) y-velocity

Figure 4.32: Snapshot of the numerical solution of stream function, vorticity, x-velocity and y-velocity at

𝑅𝑒 = 100.
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Figure 4.33: Profile of mean x-velocity 𝑢 at 𝑥′ = 16.

coarse grid fine grid relative difference

𝐶𝑑 1.793 1.782 0.62%
𝐶𝑑

′ 3.370 × 10−2 3.395 × 10−2 0.73%
𝐶𝑙

′ 3.228 × 10−1 3.267 × 10−1 1.19%
𝑇𝐶𝑑

2.923 2.946 0.76%
𝑇𝐶𝑙

5.846 5.891 0.76%

Table 4.5: Oscillation parameters of drag coefficient and lift coefficient when 𝑅𝑒 = 100.
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Figure 4.34: Fluctuation of x-velocity at the path of the vortex core 𝑢′
1 (at 𝑥′ = 16) and 𝑢′

2 (at 𝑥′ = 17).
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Figure 4.35: Lift coefficient and drag coefficient with coarse grid (𝜎 = 0.025𝐷, 𝐾𝑥 = 156 and 𝐾𝑦 = 100)
and fine grid (𝜎 = 0.02𝐷, 𝐾𝑥 = 170 and 𝐾𝑦 = 112), when 𝑅𝑒 = 100.
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Figure 4.36: 𝐿2 − norm of ∇̃×(𝒖ℎ, 𝛾ℎ) − 𝜔ℎ, ∫
Ω

𝜔ℎ 𝑑Ω − ∫
𝜕Ω

(𝒖 × 𝒏)ℎ 𝑑Γ and ∇ ⋅ 𝒖ℎ in time stepping when

𝑅𝑒 = 100.



5
Conclusion and Recommendation for

Future Work

5.1. Conclusion
This thesis proposed the hdMSEM with a novel dual grid and firstly extended it to solving steady and

unsteady 2D incompressible Navier-Stokes flow with the pressure-linked pseudo-time-stepping method

and the mass, energy, enstrophy, and vorticity conserving (MEEVC) scheme. In numerical experiments,

the present study output physical resolutions match the analytical/reference solutions well, and the discrete

conservation laws are examined. For the research questions of this thesis, we can conclude as follows:

1. Can we propose a novel dual grid for the hdMSEM to eliminate the singularity problem while keeping

the discrete system symmetrical and the mathematical definition of matrix equations rigorous?

In Section 3.1, we propose a novel dual grid by introducing a dummy degree at the edge where four

elements meet and applying a curvilinear dual grid for trace variables, demonstrate the symmetry

of the matrix of the discrete system, and clarify the mathematical definition of the matrix equations.

The numerical experiments in Section 4 demonstrate that the hdMSEM with the novel dual grid can

output accurate solutions with no singularity problem for the numerical system. At the same time,

the discrete conservation laws of mass and vorticity are verified. In Section 4.1, we discuss the

theoretical parallel efficiency of the hdMSEM with the novel dual grid by investigating the number of

degrees of freedom and the condition number of the global discrete system.

2. How to implement different boundary conditions in hdMSEM with the novel dual grid?

In Section 3.2, we propose a set of the dual grid topology near different kinds of boundaries and the

corresponding implementation of boundary conditions in matrix formulation. All types of boundary

conditions mentioned in Section 3.2 are verified in the numerical experiments in Section 4. Besides,

in Section 4.2, we investigate the physical meaning of the dual degrees of freedom near the boundary,

and in Section 4.3, we prove the hdMSEM with the novel dual grid can capture the physical singularity

in vorticity field at the corner.

3. How to extend the hdMSEM with the novel dual grid to solve steady and unsteady incompressible

Navier-Stokes equations and implement the MEEVC scheme in the framework of the hdMSEM with

the novel dual grid?

In Section 3.3, we implemented the pressure-linked pseudo time-stepping method and the mass,

energy, enstrophy, and vorticity conserving (MEEVC) scheme in the framework of the hdMSEM

with the novel dual grid for solving steady Navier-Stokes equations and unsteady Navier-Stokes

equations respectively. The backward-facing step flow case in Section 4.4 proves the convergence

and accuracy of the method for steady case; the flow over rectangular cylinder case in Section 4.5

demonstrates precision of the method in simulating unsteady Navier-Stokes flow, as the amplitude,

frequency and mean value match well with reference solutions. In addition, the discrete conservation

laws for vorticity and mass are verified for both steady and unsteady cases, where there is only

floating-point errors are introduced in the discrete conservation law.
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5.2. Recommendation for Future Work
This paper lays the foundation for using hdMSEM to solve incompressible Navier-Stokes equations, on

which further research and development can be carried out. Here, we raise two issues that deserve to be

researched in the future:

5.2.1. Boundary Implementation and Discrete Conservation Law in Curvilinear Grid
In this thesis, all numerical experiments were tested using orthogonal grids. Therefore, the performance of

the method on the curvilinear grid has to be studied and verified. Here we give two questions to focus

on: 1. In section 3.3.2, we verified that for the trace degrees of freedom ̃𝛾 on the face perpendicular to

the boundary, the value of MTE ̃𝛾 at the boundary is precisely the normal velocity at the boundary, and

then, in a curved grid, is it equal to the velocity along the curvlinear grid line? 2. Theoretically speaking,

the discrete conservation laws of vorticity and mass are independent of the grid geometry in the frame of

hdMSEM, so they are expected to be verified on the curvilinear grid.

5.2.2. Verification of the Discrete Conservation Laws of Enstrophy and Energy for

2D Unsteady Incompressible Navier-Stokes Equations
The MEEVC scheme in the framework of MSEM is proven to preserve the conservation law for mass,

vorticity, enstrophy, and energy in solving 2D unsteady incompressible Navier-Stokes equations [46, 47].

In this thesis, the discrete conservation laws of mass and vorticity have been verified. However, the

cases in this thesis cannot examine the conservation of enstrophy and energy, as the analytical solutions

of the dissipation rate of enstrophy and energy still need to be discovered. In future work, the discrete

conservation law of enstrophy and energy with the MEEVC scheme implemented in the framework of the

hdMSEM with the novel dual grid is expected to be verified by benchmark case such as 2D shear layer

roll-up test, where there is no external force, net flux of energy and enstrophy over the domain boundary.

Hence, the dissipation rate of enstrophy and energy can be defined analytically.
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Figure A.1: Numerical solution of stream function, vorticity, x-velocity and y-velocity for backward-facing

step Stokes flow, when 𝑁 = 3 and ℎ = 1/5.
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