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Summary

There are two big frontiers on opposite sides of the size spectrum in the
21st century. Space exploration is on one end of the spectrum. The other
side of the spectrum is the exploration of the nanoscale. In both cases we
have limitations of how much of it we can see, even with the help of mod-
ern telescopes and microscopes. Nanotechnology has been inadvertently
in use already for centuries. But only with recent advancement in imaging
technology we are actually able to get a glimpse into the nanorealm and
can comprehend its implications. Nanostructured materials for high volt-
age design and engineering have been an important research topic since
the early 1990ies, and gained recognition by the end of the 20th century
as first experimental results promised unbridled potential. It turned out
soon, that nanocomposites can only reach their potential if the filler ma-
terial is well distributed within the base material.

Main goal of the research described in this PhD thesis was to determine
the influences of filler size, material and distribution on the DC breakdown
strength, permittivity and space charge behaviour of nanocomposites. This
should lay the groundwork for tailored insulation materials for HVDC ap-
plications. Examples for this are medical and industrial X-ray imaging,
radar and cable terminations. In the course of this project a manufac-
turing process was devised, which enabled the fabrication of epoxy based
nanocomposites with a good dispersion of different types of nanoparticles.
Models from literature, which explain the behaviour nanodielectrics ex-

hibit, are discussed: electric double-layer model, intensity model, multi-
core model and the interphase volume model. Based on these theories,
a new model was devised for explaining the behaviour of epoxy based
nanocomposites: the polymer chain alignment model. The underlying idea
of this model is that the restructuring of the base polymer on the molecular
scale, due to the presence of surface modified nanoparticles, plays a funda-
mental part in the properties of the bulk material. Each modified particle
will act as centre for crosslinking of the polymer, leading to a rigid layer
of polymer chains around each particle. These rigid layers have a much
lower permittivity than both host and filler material, thus their presence
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can easily be identified by dielectric spectroscopy, since the relative per-
mittivity of the bulk material decreases. In literature it is shown, that the
strong bonding of particles and host material due to the surface modifica-
tion gives rise to improved resistance to partial discharges and electrical
treeing. More energy is needed to break these bonds than it would be the
case in unmodified polymers. The particles themselves can also act as re-
combination centres for electrons and holes, which travel between or along
polymer chains. This has an effect on the space charge dynamics. Agglom-
erations of nanoparticles can nullify these effects however: it is explained
how agglomerations can act as charge traps, lead to field enhancements
and cause interfacial polarization.
Claims from theory are tested with three measurement methods: short

term DC breakdown tests, dielectric spectroscopy and space charge mea-
surement. It is shown that nanocomposites exhibit improved DC break-
down strength for very low fillgrades of 0.5 to 2 % by weight. Compared
to the unmodified base material improvements of up to 80% could be
measured. Dielectric spectroscopy reveals that the relative permittivity in
nanocomposites is lower than of the host and filler materials, with a min-
imum at a fillgrade of approximately 2 % by weight. For higher fillgrades
the permittivity of the composite increases depending on the ratio between
the permittivity values of filler and host material. Above 2 wt.% the per-
mittivity of the filler material starts to overshadow the low permittivity
of the rigid layers around the particles. Results from space charge mea-
surement with the pulsed electro-acoustic method show that the quality
of particle dispersion has an impact on the charge intake. Based on these
measurements it is concluded that particle agglomerations act as charge
traps, while the amount of charges in nanocomposites with good particle
dispersion is lower than in the unmodified epoxy. This confirms that the
particles indeed act as recombination centres, actively mitigating charge
buildup inside the material.
These results show why nanocomposites are very interesting for HVDC

equipment. Space charges are a limiting factor for DC applications. Their
reduction improves the reliability of the insulation system. The increased
DC breakdown strength enables more compact high voltage equipment,
respectively the utilization at higher field strengths. The work presented
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here is a stepping stone on the way to industrial applications of nanos-
tructured insulation material and fundament for further investigations on
topics like nanofluids.
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Samenvatting

Aan het begin van deze eeuw, zetten wij de eerste stappen in twee belan-
grijke onderzoeksgebieden, die op het eerste gezicht heel veel van elkaar
verschillen. Aan de ene kant, de verkenning van de ruimte, aan de andere
kant is er de nanotechnologie. In beide gevallen is het lastig om in deze ge-
bieden te kijken, ondanks onze moderne telescopen en microscopen. Nano-
technologie heeft de reputatie revolutionair te zijn, maar kent eigenlijk al
eeuwenlang toepassingen in ons dagelijks leven. Dankzij ontwikkelingen in
de elektronenmicroscopie zijn wij nu in staat om inzicht te krijgen in de nog
nieuwe nanowereld en om hun wetten te begrijpen. Sinds de jaren negentig,
zijn in de hoogspanningstechnologie nano-gestructureerde materialen een
belangrijk onderzoeksonderwerp. Deze materialen hebben sindsdien een
hoge zichtbaarheid in de industrie gekregen, omdat verrassende resultaten
uit experimenten ongekende nieuwe mogelijkheden voorspelden. Al snel
bleek echter dat het potentieel van nanocomposieten alleen goed benut
kon worden, als het vulmiddel zo gelijkmatig mogelijk in het basismateri-
aal verdeeld werd.

De belangrijkste doelstelling van het onderzoek dat in dit proefschrift
beschreven wordt, was het onderzoeken van de invloed van de deeltjes-
grootte, materiaal eigenschappen en de verdeling van de vulstof in nanocom-
posieten op de elektrische eigenschappen. Van deze elektrische eigenschap-
pen zijn de voornaamste: de DC doorslagspanning, permittiviteit en de
accumulatie van ruimtelading. Dit wordt als leidraad gebruikt om iso-
latiematerialen ’op maat’ voor hoogspannings-applicaties te ontwikkelen.
Voorbeelden van deze toepassingen zijn computertomografie, industriële
X-ray apparatuur, radar en kabeleindsluitingen. Tijdens dit project is
een methode voor de productie van nanocomposieten op basis van epoxy
ontwikkeld, waarmee een goede verdeling van verschillende soorten nan-
odeeltjes wordt bereikt.
Modellen uit de literatuur, die proberen het gedrag van nanodielektrika

te verklaren worden behandeld: het model van de elektrische dubbellaag,
het intensiteitmodel, het multi-core model en het interphase volume model.
Uit deze theorieën is een nieuw model ontwikkeld, om het gedrag van
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op polymeren gebaseerde nanocomposieten te verklaren: het PCA model.
De idee achter dit model is dat de aanwezigheid van nanodeeltjes met
gemodificeerde oppervlakken een herstructurering van het basismateriaal
op moleculair niveau veroorzaakt. Deze herstructurering speelt een funda-
mentele rol met betrekking tot de eigenschappen van het materiaal. Elk
gemodificeerde deeltje fungeert als een centraal punt in de ketenvorming
in de nanocomposiet. Dit leidt tot een rigide laag van polymeerketens,
die zich rond elk nanodeeltje vormen. Deze rigide lagen hebben een veel
lagere permittiviteit vergeleken met zowel het basispolymeer als de vulstof.
De aanwezigheid van deze lagen kan daarom gemakkelijk met behulp van
diëlektrische spectroscopie worden geïdentificeerd. In de literatuur zijn er
aanwijzingen dat de sterke bindingen van de gemodificeerde deeltjes met
de basispolymeren op moleculair niveau leiden tot een verbeterde weer-
stand tegen deelontladingen en tegen de vorming van elektrische bomen.
Vergeleken met het polymeer zonder nanodeeltjes, is er een veel hogere en-
ergie nodig om deze banden te verbreken. De nanodeeltjes zijn ook centra
voor recombinatie van vrije elektronen en gaten, die zich tussen en langs de
polymeerketen bewegen. Dit heeft positieve effecten op de dynamica van
de ruimtelading. Echter, door agglomeraties van nanodeeltjes kunnen deze
positieve effecten teniet gedaan worden. Agglomeraten van nanodeeltjes
leiden tot veldverhogingen in het isolatiemateriaal. Bij grote agglomeraties
kan er ook sprake zijn van grensvlak-polarisatie. Dit leidt vervolgens tot
een onregelmatige distributie van het elektrische veld.
Dit model wordt getoetst met drie methoden: tests van de DC doorslag-

spanning, diëlektrische spectroscopie en metingen van de ruimtelading. Er
wordt aangetoond dat nanocomposieten met zeer lage vullingen van 0,5
tot 2 gew. % de hoogste DC doorslagspanning hebben. Vergeleken met
het ongevulde polymeer zijn er verbeteringen van 80% gemeten. Uit diëlek-
trische spectroscopie blijkt dat de permittiviteit van nanocomposieten lager
is dan die van zowel het basismateriaal als het vulmateriaal. De laag-
ste permittiviteit werd gemeten bij een vulratio van ongeveer 2% van het
gewicht. Voor hogere vulratios neemt de relatieve permittiviteit weer toe,
omdat het effect van de rigide lagen overstemd wordt door de hogere per-
mittiviteit van het vulmiddel. Uit metingen van de ruimtelading blijkt dat
de kwaliteit van de dispersie van de deeltjes de elektrische ladingsopname
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beïnvloedt. Op basis van deze metingen wordt geconcludeerd, dat agglom-
eraten leiden tot lokale elektrische oplading in het nanocomposiet conform
de verwachtingen gebaseerd op de geraadpleegde theorie. De hoeveelheid
opgenomen ruimtelading in composieten met een homogene verdeling van
nanodeeltjes is lager dan in gewone onbehandelde epoxy. Dit doet vermoe-
den dat de nanodeeltjes door recombinatie actief de ladingsopname in het
materiaal voorkomen.
Deze resultaten laten zien waarom nanocomposieten zeer aantrekkelijk

voor HVDC toepassingen kunnen zijn. Ruimteladingen zijn namelijk een
limiterende factor voor DC toepassingen en de vermindering hiervan door
nanocompositieten verhoogt de betrouwbaarheid van het isolerend mate-
riaal. De hogere doorslagspanning maakt compactere hoogspanningsappa-
ratuur en/of het gebruik van hogere elektrische veldsterktes mogelijk. Het
hier gepresenteerde werk en opgebouwde kennis is een springplank naar de
industriële toepassing van nano-isolatiematerialen, welke tevens kan dienen
als basis voor verdere studies over onderwerpen zoals nano-vloeistoffen.
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Zusammenfassung

Zu Beginn dieses Jahrhunderts sehen wir uns zwei großen Forschungsge-
bieten gegenüber, welche auf den ersten Blick unterschiedlicher nicht sein
könnten. Auf der einen Seite ist die Erkundung des Weltraums, auf der
anderen Seite steht die Nanotechnologie. In beiden Fällen sind uns trotz
moderner Teleskope und Mikroskope Grenzen auferlegt diese Bereiche zu
beobachten. Nanotechnologie hat den Ruf des revolutionären, findet je-
doch bereits seit Jahrhunderten Anwendungen im täglichen Leben. Doch
erst dank einer Reihe von Fortschritten in der Elektronenmikroskopie sind
wir nun in der Lage, einen Einblick in die noch immer neuartig erscheinende
Nanowelt zu erhalten und seine Gesetze zu verstehen. Nanostrukturierte
Materialien sind in der Hochspannungstechnik seit den frühen 1990ern
ein wichtiges Forschungsthema. Sie erlangten in dieser Zeit einen ho-
hen Bekanntheitsgrad in der Branche, als überraschender Versuchsergeb-
nisse unbändiges Potenzial versprachen. Es stellte sich bald heraus, dass
Nanokomposite ihr Potenzial nur dann voll ausschöpfen können, wenn das
Füllmaterial möglichst gleichmäßig im Grundmaterial verteilt ist.

Hauptziel des Forschungsprojektes, welches im Rahmen dieser Disser-
tation beschrieben wird, ist es die Einflüsse von Größe, Materialeigen-
schaften und Verteilung des Füllstoffes in Nanokompositen auf elektrische
Eigenschaften, wie die Gleichspannungs-Durchschlagsfestigkeit, Permittiv-
ität und das Raumladungsverhalten, zu bestimmen. Dies sollte den Grund-
stein liefern um maßgeschneiderte Isolierstoffe für Hochspannungs-Gleich-
strom-Anwendungen herzustellen. Beispiele für solche Anwendungen sind
Computertomographie, Röntgenapparate und Radar. Im Zuge dieser Ar-
beit wurde ein Verfahren zur Herstellung von Nanokompositen auf Epoxid-
Basis entwickelt, welches eine gute Verteilung verschiedener Arten von
Nanopartikel ermöglicht.
Theoretische modelle aus der Literatur werden vorgestellt, die das Ver-

halten von Nanodielektrika zu erklären versuchen: das Modell der elek-
trischen Doppelschicht, das Intensitäten-Modell, das Multi-Core Modell
und das Interphasenvolumen Modell. Basierend auf diesen Modellen, wurde
ein neues Modell zur Erklärung des Verhaltens von auf Polymeren basieren-
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den Nanokompositen entwickelt: das PCAM (polymer chain alignment
model). Der Gedanke hinter diesem Modell ist, dass sich aufgrund der
Anwesenheit von Nanopartikeln mit modifizierten Oberflächen eine Um-
strukturierung des Basispolymers auf molekularer Ebene ergibt. Diese
Restrukturierung spielt eine fundamentale Rolle für die Eigenschaften des
Werkstoffes. Jedes Teilchen, dessen Oberfläche entsprechend modifiziert
wurde um kompatibel mit dem Polymer zu sein, wird zu einem Vernet-
zungszentrum im Nanokomposit. Dies führt zu einer steifen Schicht von
Polymerketten, welche um jedes Teilchen angeordnet sind. Diese star-
ren Schichten haben eine viel geringere Permittivitätszahl als sowohl das
Grundpolymer als auch der Füllstoff. Die Anwesenheit dieser Schichten
kann deshalb leicht mit Hilfe dielektrischer Spektroskopie identifiziert wer-
den. In der Literatur finden sich Hinweise, dass die starken Bindungen
der modifizierten Teilchen zum Basispolymer auf molekularer Ebene zu
verbessertem Widerstand gegenüber Teilentladungen, sowie der Bildung
von elektrischen Bäumen führen. Im Vergleich zum unmodifizierten Poly-
mer ist nämlich eine viel höhere Energie notwendig, um diese Bindungen
aufzubrechen. Die Nanopartikel dienen auch als Rekombinationszentren
für freie Elektronen und Löcher, welche sich zwischen bzw. entlang der
Polymerketten bewegen. Dies hat positive Auswirkungen auf die Raum-
ladungsdynamik. Durch Agglomerationen von Nanopartikeln werden diese
Effekte jedoch zunichte gemacht: Agglomerate von Nanopartikeln führen
dazu, dass das Isoliermaterial lokal mit Ladungen angereichert wird, sowie
zu Grenzflächenpolarisation. Dies führt in weiterer Folge zu einem un-
regelmäßigen Verlauf des elektrischen Feldes.
Annahmen aus der Theorie werden mit drei Messmethoden überprüft:

Tests der Gleichspannungs-Duchschlagsfestigkeit, dielektrischer Spektro-
skopie und Raumladungsmessung. Es wird gezeigt, dass Nanokomposite
für sehr niedrige Füllgrade von 0,5 bis 2 gew.% eine erhöhte Gleichspannungs-
Durchschlagsfestigkeit haben. Im Vergleich zum unmodifizierten Basis-
polymer wurden Verbesserungen um bis zu 80% gemessen. Dielektrische
Spektroskopie zeigt, dass die Permittivitätszahl von Nanokompositen nie-
driger ist, als jene von sowohl dem Basismaterial als auch dem Füllstoff.
Ein Minimum für die Permittivitätszahl konnte bei einem Füllgrad von
etwa 2 Gew.% gemessen werden. Für höhere Füllgrade steigt die relative
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Permittivität wieder, da bei mehr als 2% die höhere relative Permittiv-
ität des Füllstoffes den die Permittivität vermindernden Effekt der star-
ren Schichten überschattet. Ergebnisse der Raumladungsmessung zeigen,
dass die Qualität der Partikeldispersion Auswirkungen auf die Ladungsauf-
nahme hat. Basierend auf diesen Messungen wurde der Schluss gezo-
gen, dass Agglomerate zu lokaler Ladungsanreicherung in den Kompos-
iten führen, was in der Theorie vermutet wurde. In Nanokompositen mit
gleichmäßiger Partikelverteilung ist die Höhe der aufgenommenen Raum-
ladung hingegen geringer als in unmodifiziertem Epoxidharz. Dies deutet
darauf hin, dass es sich bei den Nanopartikel um Rekombinationszentren
handelt, welche aktiv eine Aufladung im Inneren des Materials verhindern.
Diese Ergebnisse zeigen, warum Nanokomposite sehr interessant für Hoch-

spannungs-Gleichspannungs-Anwendungen sind. Raumladungen sind ein
einschränkender Faktor für Gleichspannungs-Anwendungen. Ihre Reduk-
tion verbessert die Zuverlässigkeit des Isolierstoffes. Die erhöhte Durch-
schlagsfestigkeit ermöglicht kompaktere Hochspannungsanlagen, bzw. die
Nutzung bei höheren elektrischen Feldstärken. Die hier vorgestellte Ar-
beit ist ein Sprungbrett auf dem Weg zur industriellen Anwendung von
nanostrukturiertem Isolationsmaterial. Sie soll als Grundlage für weitere
Untersuchungen zu Themen wie zum Beispiel Nanofluide dienen.
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CHAPTER 1

INTRODUCTION

There’s plenty of room at the bottom.
-Richard Feynman

When the crusaders tried to recapture Jerusalem from the Muslims,
they found themselves on the wrong end of swords made from Damascus
steel. Strong but still flexible enough to be bent from hilt to top, these
formidable weapons quickly gained their reputation for being able to cut
through swords and armor of the European knights alike. The secret of
producing these swords got lost over the centuries. But the secret behind
the remarkable quality of Damascus steel has been identified as carbon
nanotubes [1]. The Muslim swordsmiths of the 17th century were inadver-
tently using nanotechnology.

1.1. Nanotechnology?

The concept of nanotechnology was first introduced by Richard Feynman
in his lecture There’s Plenty of Room at the Bottom, at an American Phys-
ical Society meeting at Caltech in 1959 [2]. Inspired by the ongoing minia-
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turization, he was talking about the possibility of direct manipulation of
individual molecules or atoms. The term nanotechnology was first coined
by prof. Norio Taniguchi in 1974, to describe semiconductor processes
like thin film deposition or ion beam milling. For him, ’Nano-technology’
mainly consists of the processing of separation, consolidation, and defor-
mation of materials by one atom or one molecule [3]. In 1984 the term
nanocomposite (NC) was mentioned the first time by Roy and Komarneni,
meaning a "polymeric product consisting of two or more phases of nano-
metric sizes" [4]. Since then the term nanocomposite has been universally
accepted as describing a wide range of materials, involving structures in
the nanometer size range, e.g. in [5].
But it was in the early 80ies that nanoscience could come into being with

the birth of cluster science and the invention of the scanning tunneling mi-
croscope (STM) by Gerd Binnig and Heinrich Rohrer at IBM Zürich [6].
This lead to the discovery of the C60 fullerene – also called Buckminster
fullerene – in 1985 and the wide acclaim of the carbon nanotube (CNT)
short after. The discovery of CNT actually predates Richard Feynman’s
talk: Russian scientists Radushkevich and Lukyanovich published trans-
mission electron microscopy (TEM) images of CNT already in 1952 [7].
But since the publication was written in Russian and due to the scarce
availability of Russian journals in the cold war era, this discovery went
unnoticed by the western dominated science community. In 1995 the first
single-electron transistors based on CNT were shown by research groups
at UC Berkley [8] and TU Delft [9].

1.1.1. Definitions

The fundamental aspect of nanotechnology is obviously size: we usually
speak about nanostructures, when at least one spacial dimension is below
100 nm. Table 1.1 gives an overview of small scale structures as point of
reference. Nanostructures and devices usually utilize the characteristic ef-
fects and phenomena between atoms and clusters of atoms and molecules,
especially surface effects. Figure 1.1 illustrates how the interface area gets
more important, the smaller the particles become. More about this in
Chapter 3 on page 29. Because of the interfacial area becoming more
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Particle

Interface

Host

Particle/Interface Zone:

Figure 1.1.: Illustration of how the ratio of the filler material to the interfacial area
changes with the size of the filler.

dominant, nanomaterials often show novel, or at least unexpected, proper-
ties. Last but not least important aspect of nanotechnology is of course the
manipulation and manufacturing of aforementioned structures and devices.
Agglomerations of nanoparticles (NP) in the micrometer range can nul-

lify the beneficial effects that come with the small filler size. But since it is
not certain at which agglomeration size nanocomposites loose their effects,
there is still controversy about what can be called nanocomposite. In the
course of this work we use the following terminology:

Nanocomposite (NC) is a binary system consisting of a host material
with a filler material whose size in at least one dimension does not
exceed 100 nm on average. This includes agglomerations which must
not exceed 100 nm on average.

Conventional filled composite (CFC) is a composite in which the filler
material exceeds 500 nm on average in each dimension. This limit
was set since it was suspected that NC loose their special properties
if particles or agglomerates exceed 500 nm.

Mesocomposite (MC) is similar to NC but with a filler material whose
dimensions are between 100 and 500 nm on average. Agglomerations
also must not exceed 500 nm on average. This depicts composite
materials that are on the borderline between NC and CFC.

3
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Table 1.1.: Examples of small-scale structures and events, taken from [5]
Object Dimension in nm
Red blood cell 6000-8000
Electric tree length in polymer 2000-5000
UV Spectrum (upper wavelength) 400
Mean free path in gas (electron) 200
X-rays 100-0.1
Aerogel particle size 10
Coherence length (Nb-Ti) 4
Cell membrane thickness 3
Carbon nanotube diameter 1
Silicon wafer roughness 0.73
Polyethylene monomer dimension 0.74; 0.493; 0.253
Ionic radius of Al 0.252
de Broglie wavelength (electron) 0.1
Atomic radius 0.1
Nucleus radius 10−5

Electron radius 10−7

Nano-micro-composite (NMC) is a composite consisting of a host mate-
rial and two filler materials with different average size. In this case
one filler material would be less than 100 nm on average while the
other would have dimensions exceeding 500 nm in all dimensions.

Nano-meso-composite (NSC) is a composite consisting of a host mate-
rial and two filler materials with different average size. In this case
one filler material would be less than 100 nm on average while the
other would have a size above 100 but not exceeding 500 nm in all
dimensions.

This terminology applies for spherical particles or particles with an as-
pect ratio similar to spheres.

1.1.2. Nanotechnology in daily life

What is curious about nanotechnology is that it is surrounding us in daily
life, without most people noticing it. Self-evident in the field of electron-
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ics, where 32 nm CMOS structures can already be found in microproces-
sors [10]. The next step are CMOS structures with 22 nm, which are in
development right now. But similar to the inadvertent use of CNT in
Damascus steel, there are examples of NC in earlier stages of industrial-
ization. In the 1860ies tire manufacturers mixed carbon black into their
rubber compound, which by virtue of it’s high surface area, surface en-
ergy and mechanical properties significantly reinforced the rubber. This
makes the rubber tire the first commercialy available polymer nanocom-
posite. Another well known nanoscale reinforcement available in the early
twentieth century is fumed silica, which has typically an average grain
size between 7 and 14 nm [11]. It can be found in a variety of everyday
products, ranging from toothpaste and cosmetics to milkshakes. Ultrafine
precipitated calcium carbonate (PCC) is another example. PCC acts as
a functional additive in sealants, adhesives, plastics, rubber, inks, paper,
pharmaceuticals, nutritional supplements and many other applications and
has typically dimensions of less than 100 nm.
The first company that knowingly utilized polymer nanocomposites in

commercial products was Toyota. After issuing a patent on polyamide
based NC filled with layered silicate in 1988 [12], NC were used as timing
belt covers from 1993 on. By 2001 Toyota produced body panels and
bumpers containing nanoclay, with other automakers following suit [13].
In mainstream media nanotechnology is mostly present in the form of so

called assemblers. The idea of these self replicating nanomachines gained
notoriety when Drexler envisioned a future built on atoms and molecules
[14]. They have been prominent in books [15], tv series [16], movies [17]
and video games [18] ever since. Most depictions in mainstream media
show nanotechnology as a powerful tool which is very dangerous when in
the wrong hands. But assemblers remain science fiction, very much like
the narratives involving them.

1.1.3. Nanotechnology in high voltage and power engineering

On the first glance power engineering with its large structures and nano-
technology with exploitation of effects on the nanoscale don’t seem to over-
lap much. On a second glance however, the possibilities of nanotechnology
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in high voltage and power engineering are manifold. The possibilities range
from utilization of new materials to evolution of existing solutions. One
example is the Helianthos project, which utilizes nanolayers on a flexible
substrate to create novel solar cells [19, 20]. Nanofluids based on either
conventional transformer oil or vegetable oil can be used to quickly replace
oil of power transformers. Due to their indicated improvement in terms
of e.g. streamer propagation this is an easy way to improve long term
stability of power transformers [21, 22].
Focus of this work is the improvement of polymer based solid dielectrics.

From a theoretical standpoint reinforcement of polymers with CNT sounded
very promising, since individual CNT offer mechanical strength, modulus
and strain values many times larger than steel. Initial attempts at fabri-
cating NC with CNT did not result in the expected level of performance.
Instead, the NC properties were often inferior to the neat polymer. This
originated in agglomerations of the nanofibres and bad interfaces at the
nanoscale. The polymer matrix needs to bond to the graphene surface of
CNT. But since the surface energy of nanotubes is very low, surface mod-
ification would be needed. But, the functional groups of the surfactant
might damage the graphene lattice. Thus polymer NC with CNT failed to
deliver the promises made by the individual tubes.
Instead NC with nanosized grains of already known filler material (e.g.

alumina, zinc oxide or silica) gained notoriety within electrical engineering.
In 1994 Lewis published Nanometric Dielectrics, which raised awareness
for polymer based NC [23]. More about the intensity model he proposed
in Section 3.3.2 on page 34.
Beside aforementioned CNT-NC, early research interest was focused on

PE based insulation with nanoclay filler. The simple reason for this is
that handling and properties of nanoclay were already known to material
scientists. Soon other filler materials followed, mainly commonly known
and used material like alumina or zinc oxide with nanoscale grain size.
Promising initial results fueled the motivation of researchers involved in
NC, e.g. leading to an exponential increase in publications with the key-
word nanotechnology in the compendex engineering village 2 database since
1993 [24].
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1.1.4. State of the art

Initial findings about nanodielectrics seemed like magic, everything ap-
peared possible. We are able to identify the working principles behind
nanocomposites better now, yet still many questions remain unsolved [25].
Resistance to partial discharges (PD) has been repeatedly shown to in-

crease considerably in NC [26, 27, 28]. The reason for the high PD resis-
tance seems to be the strong bonds between polymer host and nanopar-
ticles [29, 30]. Much more energy is needed to break these bonds as it
would be in unfilled polymer or CFC. Similar reasons are believed to lead
to increased resistance to electrical treeing [31, 32] and water treeing [33].
Other research groups showed that NC show increased resistance to HV
arcing [34, 35].
When it comes to the dielectric breakdown strength (BD), it is still not

perfectly clear how far nanoparticles grant an improvement. Nanocompos-
ites showed both significant improvement [36, 37], as well as insignificant
changes [38, 39] and even indication for BD reduction [40] for AC voltages.
However, the DC BD strength has been shown to improve significantly for
various nanocomposites [41, 38, 42].
Beside improved DC breakdown strength, the amount of space charges

has also been shown to be reduced for certain NC [43, 44]. Especially
magnesium oxide shows large potential for HVDC applications [45], for
example HVDC cables made from low-density polyethylene with magne-
sium oxide nanofiller [46].
Thermal properties are another hot topic regarding NC. Improved ther-

mal endurance [47] and thermal conductivity [48, 49] of dielectrics allow
an increased workload of electrical machines and a more compact design.
Improved flame retardancy is important for safety reasons [50, 51, 52].
Besides NC, we also see hybrids emerging that combine nano- and con-

ventional sized fillers, dubbed NMMC for "nano-micro-mixture composite"
[53, 54]. It has been shown that introduction of nanoparticles to a CFC
can lead to an improvement of the AC breakdown strength [55]. More on
hybrid materials in Chapter 7.
Considerable effort has been invested in understanding the role of nano-

fillers in both electrical tree initiation and growth [56]. Models that should
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Figure 1.2.: Life cycle perspective risk assessment. Images: Suat Eman and Federico
Stevanin / FreeDigitalPhotos.net

explain the behaviour of polymer based NC dielectrics emerge [57]. The
role that the underlying chemistry plays is also explored [58]. More infor-
mation about analytical models can be found in Chapter 3.
After years of focusing on solid insulation, the topic of nanoliquids gains

notoriety. Transformer-oil based nanoliquids with conductive nanoparti-
cles have experimentally shown to have higher positive voltage breakdown
levels than conventional transformer oil [59]. Fullerene-doped insulation
liquids show reduced viscosity, which would enable the use of narrower
cooling channels [60].

1.1.5. Nanotoxicity

The intentional use of nanoparticles in consumer products is steadily in-
creasing. Uncertainties in health and environmental effects associated with
exposure to engineered nanomaterials – and handling of the base materi-
als – raised questions about such exposures. The EPA nanotechnology
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white paper [61] used a life cycle perspective to risk assessment regard-
ing nanomaterials to identify, as illustrated in Figure 1.2. According to
[61] the overall risk assessment approach used for conventional chemicals
is generally applicable for nanomaterials. More information can be found
in Appendix C.

1.2. Goals of this research

The main goal of this thesis is to determine the influences of filler material,
size, surface modification and distribution within the host material on
the dielectric properties of nanodielectrics. Therefore we build composites
from scratch, since getting to know the individual building blocks of the
material makes it easier to identify the impact they have on the dielectric
properties of the overall material. The influences mentioned above on the
major electrical properties, which are usually considered in selecting DC
insulation systems, were determined. These properties are:

• The electric strength

• The relative permittivity and the dielectric loss, represented by the
loss tangent, tan(δ)

• The space charges, which are linked to ageing processes and break-
down in polymers used for HVDC applications

From this a model should be derived, that helps comprehending the influ-
ence of nanoparticles on dielectric properties of a polymeric host material.
The long term goal is the creation of tailored insulation material.

1.3. Approach

Early on the decision was made to investigate epoxy based nanocompos-
ites. The main reason for this was that our industry partners use epoxy
for various applications. Initially it was thought of receiving nanocom-
posites from third party companies. But the companies in question were
not generous with information about the processes involved in creating
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nanocomposites. Since the influences of the manufacturing stage on the
dielectric properties of nanocomposites are very complex, it was impor-
tant to have in-depth information about the synthesis of the insulation
material.
Therefore it was concluded to start with the synthesis in cooperation

with Delft ChemTech. This lead to precise knowledge about the later in-
vestigated samples, and had the additional advantage of being independent
from suppliers. Chapter 2 on page 11 describes the synthesis in detail.
Chapter 3 (page 29) sheds a light on the theory behind nanocomposites.

After laying down the basics and an overview of theories about nanodi-
electrics, our own take on the subject matter is presented. This theory
attributes the unique behavior of polymer nanocomposites to large ex-
tents to the change of the host material through introduction of surface
functionalized nanoparticles.
Dielectric properties were investigated with three methods in the subse-

quent chapters:

• DC breakdown test (Chapter 4, page 59)

• Dielectric spectroscopy (Chapter 5, page 71)

• Space charge measurement (Chapter 6, page 91)

Since nanocomposites are still not common in electrical engineering, and
high voltage engineering in particular, Chapter 7 (page 111) shows concepts
of how nanodielectrics can be introduced into HV engineering. It also tries
to envision to what degree nanotechnology can change HV engineering in
the upcoming years. The subsequent Chapters 8 (page 121) and 9 (page
125) conclude this work and show interesting new directions for research
on this topic.
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CHAPTER 2

SYNTHESIS OF NANOCOMPOSITES

Research is what I’m doing when I don’t know what I’m doing.
-Wernher Von Braun

Even binary, thus relatively simple, nanodielectrics exhibit very complex
dielectric behaviour. There are a number of factors which are contributing
to the properties of a nanodielectric, including:

• Particle size

• Aspect ratio

• Particle dispersion

• Host and filler material

• Surface functionalization

Since there are so many variables, it is of high importance to know about
the chemistry involved when dealing with nanocomposites. The influence
of the surface functionalization has been shown early on [58]. Receiving
composites from e.g. an industry partner without exact knowledge of the
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Figure 2.1.: Illustration of the polymer backbone of PE, consisting of a chain of carbon
atoms.

composition of the sample results in a black box-approach when analyzing
the results. As it will be shown in Chapters 4-6, even small changes in
the composition of the sample or variations of the manufacturing process
can have a profound effect on the dielectric properties. Therefore it was
of high priority that we conduct the synthesis of the nanocomposites by
ourselves, so that we are able to correlate the influences of the materials
and the manufacturing stage with the measurement results.

2.1. An Overview of common Polymers in
Electrical Engineering

Polymers consist of long-chain macromolecules with repeating monomer
units. A polymer is usually named by putting the prefix ’poly’ in front of
the repeating unit. For example polyethylene, which consists of repeating
ethylene units. Many polymers used in electrical engineering are based
on a carbon linkage along the length of the polymer, forming the ’back-
bone’, as illustrated in Figure 2.1 for PE. These polymers are known as
homopolymers. Notable examples are the already mentioned polyethylene
(PE), polytetraflourethylene (PTFE), polyvinyl chloride (PVC) and poly-
methyl methacrylate (PMMA). Heterochain polymers have their backbone
replaced by other elements. For example polyesters, which are formed from
glycols and dicarboxyclic acids, polyamide (PA) or polycarbonate (PC).
Simple polymer chains may form branches off the main chain, this is

commonly found in PE. Branching can be provoked or inhibited by the
conditions during polymerisation. Branching reduces the molecular pack-
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aging, thus lowers the density of the polymer. In case of PE it leads to
low-density polyethylene (LDPE), which is mechanically inferior to its non-
branched counterpart, high-density polyethylene (HDPE), but maintains
excellent dielectric properties.
Aside branching there is another important structural phenomenon:

cross-linking. In this case polymer chains are joined by (sometimes poly-
meric) molecules which form connecting branches. Cross-linked polymers
form essentially one gigantic molecule. Because of this cross-linked poly-
mers become rubber-like rather than liquid above the melting point Tm
(semicrystalline polymer) or glass transition temperature Tg (amorphous
polymer). These polymers are called thermoset, since their shape is irre-
versible (’set’) once the crosslinking process (curing) started. Rubbers are
a subset of thermosets with a Tg below room temperature. Cross-linked
polymers can be formed in three ways:

Catalyst: by incorporating a catalyst into the polymer after the polymer
has been moulded or cast.

Chemical hardener: epoxy resins (ER) are a family of thermoset poly-
mers in which two components are mixed to eventually form a glassy
compound.

Radiation: this process can only be used in thin sections and may cause
material degradation during processing. Thus the applicability is
limited.

2.1.1. Epoxies

Epoxies are thermoset polymers in which the end groups contain the three-
membered epoxide ring (see Figure 2.2.a.), often in a diepoxide struc-
ture (Figure 2.2.b.) where R is commonly bisphenol-A (Figure 2.2.c.).
The epoxide rings are strained due to the equilateral triangle the atoms
form and the resulting intermolecular forces, which makes the epoxy group
highly reactive. The curing agent (commonly called ’hardener’) opens the
epoxide ring and interconnects the polymer chains. The high chemical re-
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(a) (b)
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Figure 2.2.: Chemical structure of the epoxide ring (a), the diepoxide structure (b)
and bisphenol-A (c).

activity and large number of epoxide rings can lead to an extensive network
of connections, leading to high mechanical strength and rigidity.

2.2. Fillers for Polymer based Insulation Material

Polymeric insulation is very common in electrical engineering these days.
For every application it is possible to choose a polymer fitting the require-
ment profile from a large variety of available materials. But the desired
properties are not only influenced by the base polymer, but also by the
fillers and additives that are mixed in. The main difference between filler
and additive is usually the amount of material by weight, compared to the
base polymer. Since the classification varies and is not entirely clear from
literature, and due to the fact that we only use very low fillgrades with
nanoparticles, there is no distinction between filler and additives in the
following.
Fillers are often fine grained particles or fibres, which can be based both

on organic and inorganic materials. Typically these particles and fibres
have a size in the range of micrometers, thus called conventional sized
fillers hereafter. Composites with conventional sized fillers are labelled
conventional filled composites (CFC) below. Filler materials serve many
purposes, for example improving mechanical strength and thermal prop-
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erties. The high loads of silicon dioxide (SiO2) in epoxy used for e.g. cast
resin transformers have the additional benefit of cost reduction, since the
filler material is cheaper than the host material by a substantial amount.

2.3. Materials used

2.3.1. Host material

Base material for the compounds investigated is epoxy resin. The resin
consist of a diepoxide-bisphenol-A type CY231 from Huntsman, which has
a chemical structure as indicated in Figure 2.2. As curing agent we used
an anhydrite hardener (type HY925, also from Huntsman).
The decision to use this epoxy resin system was made because it can

be mixed at room temperature, whereas thermoplastic materials require
elevated temperatures for machining. Reasons for using this specific host
material were the long potting time at room temperature and the easy
availability within the research group. It is also a commonly used epoxy
in the electrical industry in combination with (conventional sized) silicon
dioxide filler.

2.3.2. Filler materials

A list of filler materials used can be found in Table 2.1, electrical properties
are compiled in Table 3.4 on page 54. Aluminum oxide (Al2O3) particles
were chosen because they are commonly used in both the scientiffic commu-
nity and industry. Therefore a large amount of measurement data exists for
comparison. Al2O3 was thus chosen to have a proof-of-concept to build on.
This was necessary since there was no previous knowledge about synthesis
of nanocomposites in our group. It is surprising how few universities did
have the know-how for creating nanodielectrics themselves. Usually sam-
ples are provided by a handful of industry partners, which safeguard their
knowledge well.
Magnesium oxide (MgO) was chosen as filler material because it has

shown to reduce the amount of space charge [62]. Aluminum nitride (AlN)
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and boron nitride (BN) on the other hand have been chosen because of
their high thermal conductivity.
Silicon dioxide (SiO2) was provided in the form of Nanopox R© from the

company Nanoresins in Hamburg, Germany. As conventional sized filler
this material is widely used in cast resin transformers.

2.3.3. Coupling Agent

One major problem with the synthesis of NC is the dispersion of the
nanoparticles. The dispersion of nanoparticles in the host material is of
vital importance for nanodielectrics to unleash their full potential. If the
particles are not dispersed the agglomerations of NP act like particles of
larger size. This would nullify the beneficial effects of nanoparticles. As
mentioned in section 1.1.5, particles smaller than 80 nm tend to agglom-
erate and form larger chunks of particles. The intermolecular forces keep
nanoparticles together. To achieve an even dispersion of nanoparticles in
a host material it is helpful to modify the particle surfaces. This surface
modification – also called surface functionalization – serves two purposes:

1. Keeping the nanoparticles dispersed, hinder reagglomeration.

2. Provide bond between host and filler material.

A silane coupling agent (SCA) in the form of 3-(2,3-epoxypropoxy)propyl-
trimethoxysilane (EPPS) was chosen for surface modification (chemical
structure see Figure 2.3). EPPS consists of an organofunctional group,
a linker, a silicon atom and hyrdolyzable groups. The organofunctional
group is an epoxy group, which can bond to the host material we use,
while the hydrolyzable group can bond to hydroxyl groups on the surface
of our nanoparticles.

2.4. Preparation procedure

The following procedure has been applied for creating nanocomposites with
Al2O3, MgO, AlN and BN particles. It is applicable for all particles with
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Figure 2.3.: Chemical structure of 3-(2,3-epoxypropoxy)propyltrimethoxysilane
(EPPS).

hydroxyl-groups on the respective surfaces. The procedure consists of the
following stages:

• Dispersion of particles

• Surface functionalization

• Mixing of particles with host material

• Evaporation of the solvent

• Casting

• Curing

2.4.1. Particle preparation

The particles are first dispersed in ethanol (C2H6O) by means of ultra-
sonification. The ultrasonic bath helps reducing the surface energy of the
particles. Formic acid is added to set the pH value in order to reach a
higher zeta potential. The ζ potential is a measure for the stability of a
colloidal system, with the isoelectric point at a ζ potential of 0 mV being
the least stable. A detailed description can be found in Appendix D. With
a ζ potential between +25 and -25 mV and utilizing ultrasonication the
nanoparticles disperse very well in ethanol. Due to laser diffraction (see
Appendix A.2 on page 129) we know that after 90 minutes virtually all
agglomerates are broken up.
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Figure 2.4.: Hydrolysis, reaction of EPPS with H2O to form free OH-groups for bond-
ing with the nanoparticles.

2.4.2. Surface functionalization

Surface functionalization introduces chemical functional groups to a sur-
face and is done with EPPS (see page 18). The EPPS molecule, with a
common formula of R(CH2)nSiX3, serves two functions. R represents a
nonhydrolysable organic radical, in our case an epoxide. On the other end
is the alkoxy group X, which can bond to mineral surfaces.
The reaction of the alkoxy groups of the EPPS with H2O is called hy-

drolysis. This is done in order to have free groups for bonding with the
hydroxyl-groups (OH-groups) at the particle surface is illustrated in Fig-
ure 2.4. The condensation of the silanol groups with the OH-groups on the
NP surface or neighbouring hydrolysed EPPS molecules is the subsequent
step.
Vital for the functionalization process is the availability of free OH-

groups on the particle surface. In case of oxides like Al2O3 or MgO the
presence of OH groups on the surface is easy to predict. Alumina for ex-
ample consists not only of an Al2O3-core. Oxidation causes the formation
of an aluminum oxide hydroxide-layer (AlO(OH)) around each particle.
For our nitrides we had to find proof for the presence of OH-groups on the
surface.
The reactivity of AlN powders with water has been reported by Bowen

et al. [63]. A thin aluminum hydroxide shell forms on the surface of the
AlN core at room temperature. When AlN nanoparticles are hydrolyzed,
an amorphous layer composed of AlO(OH) is initially formed on the sur-
face of the AlN particles, which then transforms to Al(OH)3 according to
reactions 2.1.
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2.4. Preparation procedure

AlN + 2H2O → AlOOH +NH3

NH3 +H2O → NH+
4 +OH−

AlOOH +H2O → Al(OH)3 (2.1)

The presence of a boron oxide (B2O3) layer on the surface of BN particles
was validated by X-ray diffraction. Therefore we can conclude that the
modification of BN can be successful as well, since EPPS reacts with the
B2O3-layer covering the BN particles and creates covalent bonds.
One crucial question is how to calculate the exact amount of EPPS

needed for particle treatment? Since many improvements in terms of di-
electric behaviour are attributed to the quality of the interface, it is de-
sirable to have a strong interface [64]. If we don’t add enough EPPS
this could lead to weaker interfaces, because of missing surface groups the
polymer can connect to. The excess of EPPS on the other hand leads to
homoreaction of the SCA molecules and to the formation of a gel. A too
high concentration of this gel in the insulation material can deteriorate
the electrical and mechanical properties of the nanocomposite. Therefore
it is important to find the minimal amount of EPPS needed to ensure a
sufficient surface modification.

m =
4 · π · r2 · l · ρEPPS

4
3 · π · r3 · ρf

=
3 · l · ρEPPS

r · ρf
(%) (2.2)

The approximate amount of EPPS for spherical particles can be calcu-
lated as in Equation 2.2, where r is the average diameter of nanoparticles,
l is the thickness of the SCA layer (see Figure 2.5), while ρEPPS and ρf are
the density of the SCA and the filler material respectively. This is only an
estimation, since we do not know the exact thickness of the EPPS layer.
For our experiments we assumed a thickness of 1 nm for l. Confirmation
comes from experimental data, see Appendix A.3.
The second method to approximate the amount of SCA needed is via

the number of hydroxyl groups on the particle surfaces, since EPPS reacts
with those groups. First it is needed to find out how many hydroxyl groups
are in 1 gram of the filler material. This can be done via thermogravimetric
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r

Figure 2.5.: Schematic of one nanoparticle and the EPPS layer grafted on it.

analysis (TGA) under nitrogen atmosphere. The covalent bonds between
the mineral and hydroxyl groups are breaking up at temperatures ranging
between 720 and 870 K. The mass of e.g. Al2O3 particles is decreased
by 0.312 % in this temperature range. This leads to the conclusion that 1
gram of Al2O3 particles contain 3.12 mg of hydroxyl groups. The number of
molecules can be calculated using Equation 2.3, where NA is the Avogadro
number and v the number of mol. The number of mol can be found simply
with the ratio of the mass of the material to its molar mass (Equation 2.4).
Equation 2.4 can be rewritten as Equation 2.5. For the example with Al2O3

we can calculate the number of OH molecules in 1 gram of nanopowder
then according to Equation 2.6.

N = NA · v (2.3)

v =
m

M
(2.4)

N = NA ·
m

M
(2.5)

N = 6.02 · 1023 · 3.12 · 10−3

17
= 1.104 · 1020 (2.6)

m = v ·M =
N

NA
·M =

40 · 10−18

6.02 · 1023
· 128 = 0.0085g (2.7)

The density of hydroxyl groups per square nanometer can be found us-
ing the surface area of nanoparticles. The effective surface area of Al2O3
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nanoparticles from Sigma Aldrich is 40 m2·g−1. In 40 · 1018 nm2 are
1.104 · 1020 molecules, thus in 1 nm2 2.76 molecules. This means that
1 square nanometer of particle surface contains approximately 3 hydroxyl
groups. The minimum number of EPPS molecules that can attach to the
surface is 1 because the EPPS has 3 hydrolyzable groups per molecule.
Therefore 40 ·1018 molecules are needed to modify 1 gram of Al2O3. Since
the molar mass of EPPS is 128 g·mol−1, the mass can be calculated using
(2.7). The obtained value should be multiplied by a factor of 51, since
we assume that not all EPPS molecules bond with all 3 hydroxyl groups.
According to these calculations the amount of EPPS needed for function-
alizing nanoscale Al2O3 equals 3% of the weight of the nanoparticles used.
Main parameters for calculating the amount of EPPS needed are the sur-
face area of the nanoparticles and the weight loss of TGA under nitrogen
atmosphere between 720 and 870 K.

2.4.3. Mixing

The next step is the high shear mixing of the solution consisting of surface
functionalized particles and the solvent with the epoxy. After the mixing
process with typically 5000 rpm for 15 minutes, the solvent has to be re-
moved. Ethanol has a boiling point of 351.55 K at 1 atm. To ensure quick
evaporation, the solution is put into a vacuum oven (pressure <200 mBar)
at 363 K. Under these pressure conditions the boiling point of ethanol is
below 313 K. The evaporation process still takes between 1 and 4 days,
depending on the amount of solvent in the solution. During this process
the solution has to be mixed manually at regular intervals to prevent sed-
imentation. It is very important that the solvent is completely removed
before curing. As soon as the curing agent is added, the polymerization
starts and the chain-growth would trap the remaining ethanol molecules
in the polymer matrix. This would lead to phase separation, thus cracks
and a very brittle material.
After evaporation of the solvent, the quantitative appropriate amount of

curing agent was added to the solution. The resulting mixture was stirred

1This is an empiric value that has been obtained at Delft ChemTech.
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for another 10-15 minutes with a high shear mixer. The high shear mixer
helps to disperse particles which might cluster together.

2.4.4. Casting and Curing

To ensure the absence of voids, the final mixture has to be degassed. Fi-
nally the epoxy can be poured into the molds and cured at e.g. 413 K for
at least 3 hours for a system based on CY231 with HY925. The samples
were post-cured at 413 K for typically 14 hours.

2.4.5. Validation of the particle dispersion

One of the major problems in creating nanocomposites is obtaining an
even distribution of particles in the host material. The main questions in
this stage of the research were:

• How good is the dispersion of nanoparticles in the solution before
adding the SCA?

• Is the surface functionalization successful?

• Do we have an even distribution of nanoparticles in the epoxy ma-
trix?

• Is the distribution of particles even throughout the sample or do we
observe sedimentation?

Size distribution and the influence of the dispersion method

Objective was to determine the best method for dispersing our nanoparti-
cles. Previous attempts in making samples with nanoscale alumina raised
the question of how good the dispersion is before introducing the particles
into the epoxy resin.
Analyzing the size distribution by means of laser diffraction (see Ap-

pendix A.2) shows that water is the best solvent for our nanoscale Al2O3.
However, due to the difficulties of evaporating water from the composite
later on, it is not the best candidate for our preparation method. Ethanol
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is better due to its lower boiling point, but without appropriate mixing
methods most particles cluster and form agglomerates of approximately
15 µm. High shear mixer, ultrasonic probe and ultraturrax proved to be
inefficient methods for dispersing the particles. With the ultrasonic probe
we also observed a drastic temperature increase of the the solution. This
prevented long mixing times, because the polymer started to boil. The ex-
periments showed that the best method for dispersing the particles is the
use of an ultrasonic bath for sufficient time. After 60 minutes only 10% of
the particles and agglomerates of particles still have an average size larger
than 600 nm. They could be separated from the rest of the suspension.
Another 30 minutes later almost all agglomerates were broken up.
The Al2O3-ethanol-suspension has been shown to be stable as well: after

5 days the results were identical with the fresh samples. Apparently the
particles are not re-agglomerating once they are dispersed in the solvent.

Determining the success of the surface functionalization

With laser diffraction it was not possible to determine if the silane treat-
ment was successful, since there were no visible changes between treated
and untreated Al2O3. EPPS is very small compared to Al2O3-particles,
thus the additional layer on the particle surfaces is not visible due to mea-
surement accuracy. Successful treatment could be indicated with TGA
measurements however, as shown in Appendix A.3.

Particle dispersion within the epoxy matrix

The particle dispersion in epoxy was validated with both scanning elec-
tron microscopy (SEM, see Appedix A.4.2) and transmission electron mi-
croscopy (TEM, see Appendix A.4.1). In Figure 2.6 an Al2O3-epoxy com-
posite with a fillgrade of 2wt.% can be seen. It shows that small clusters of
particles are evenly dispersed throughout the material. Given that the dis-
persion is the same in all three dimensions, we can assume from the TEM
results that samples with 2wt.% Al2O3 have good dispersion of nanopar-
ticles.
Figure 2.7 shows the dispersion of Al2O3 for 5wt.%. There are some
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larger agglomerates, compared to 2wt.%. The overall distribution of par-
ticles is good however, since most particles and agglomerates are below
100 nm. For more details about specimen characterization, see the corre-
sponding Appendix A, starting on page 127.
To discern if problems with sedimentation might arise, a particle concen-

tration profile was created. This was done by thermogravimetric analysis
of top, middle and bottom parts of a cylindrical sample. For details see
Appendix A.3.2. The analysis showed no signs of sedimentation in the
bottom of the sample. We noticed an even distribution of particles along
the vertical axis of the sample instead.
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Figure 2.6.: TEM micrograph of 2 wt.% Al2O3 particles in an epoxy film. The bright
circles larger than 1 µm are part of the sample holder in the background.
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Figure 2.7.: TEM micrograph of 5 wt.% Al2O3 particles in an epoxy film. The bright
circles larger than 1 µm are part of the sample holder.
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CHAPTER 3

THEORY AND MODELLING

True ignorance is not the absence of knowledge, but the refusal to acquire
it.
-Karl Popper

Initial results regarding polymer-based nanocomposites were astound-
ing, since they defied conventional wisdom. Until recently the tendendy
was to assume, that the host material does not change due to the intro-
duction of fillers. It turns out that the presence of the filler material does
change the host itself however. According to this paradigm shift old ideas
to model dielectrics have to be reconsidered and new models devised to
explain nanocomposites.
This chapter contains the theoretical background concerning nanodi-

electrics, as well as models that help understanding them. It starts with a
description of the interactions, bonds and forces at a molecular level, which
are fundamental for understanding nanocomposites. Then four models for
the description of nanocomposites are presented, which are prominent in
literature: the electric double layer, the intensity model, the multi-core
model and the interphase volume model. The lion’s share of Chapter 3 is
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3.1. Conventional Theory – Limitations when dealing with
Nanocomposites

the introduction of the polymer chain alignment model (PCAM), starting
on page 40. This model shares ideas with the multi-core and interphase
volume models and explains the dielectric behaviour of nanodielectrics
bottom-up, starting at the molecular level.

3.1. Conventional Theory – Limitations when
dealing with Nanocomposites

Conventional theories in electrical engineering deal with bulk materials
and macroscopic phenomena. A lot of rules in electrical engineering are
empiric and don’t apply for nanomaterials. Examples of this are rules of
mixture for calculating the permittivity of a composite insulator. There
are two main groups of theoretical approaches to the problem of compos-
ite permittivities: effective medium (or mean field) theory and integral
methods [65]. The former group utilizes average fields or polarizabilities
and induced dipole moments, the latter uses low concentration formulae
and integrate them to higher concentration. Factors taken into account
by conventional mixture rules are volume percentage of the filler, inho-
mogeneities, particle shape, orientation and distribution as in e.g. [66].
According to conventional mixture rules for composites the permittivity
of the compound should lie between the permittivity of the filler and the
matrix material. Nanoscale fillers don’t necessarily show this behaviour
however.
Factors that are not taken into account by laws of mixture are particle

size, surface treatment or structural changes in the material due to the in-
troduction of the filler material. It has been shown how much permittivity
values can differ due to variations of particle size or surface treatment [67].

3.2. Topology of Nanocomposites

This section describes the most important interactions within the complex
systems we call nanocomposites (NC). These can mostly be found between
relatively few molecules, where we don’t have the large numbers of partic-
ipating molecules found in a macroscopic material, which would even out
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individual molecules’ behaviour.

3.2.1. Intramolecular interactions

Within polymer chains covalent bonds are dominant. In this case two
atoms share electrons to complete their valence shell. If one atom has
covalent bonds with more than one other atom, interactions between these
bonds occur. Due to these interactions bonds can only arrange in certain
angles, e.g. 109◦ in case of carbon chains [68]. Interactions can also occur
between neighbouring polymer chains, but they are usually not as strong
as covalent bonds. Intramolecular interactions within filler particles play
no major role in NC.

3.2.2. Intermolecular interactions

Intermolecular interactions are important for polymer based NC, despite
their relatively small energies. A list of bonding distances and energy of
common bonds in polymers is compiled in Table 3.1. They can be divided
in the following categories:

• Coulomb forces

• Polarization forces

• Hydrogen bonds

• Covalent bonds

Coulomb forces

These are purely electrostatic interactions between charges, permanent
dipoles etc. Coulomb forces are considered weak intermolecular forces,
even though the forces between two ions can surpass those of stonger forces
like hydrogen bonds. Attraction is stronger for larger charges and smaller
distance between the charges. Permittivity of the surrounding media is also
important. Coulomb forces have a larger range than hydrogen or covalent
bonds.
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3.2. Topology of Nanocomposites

Table 3.1.: Common bonds in polymers, their bonding distance and energy [69].
bonding partners bond distance in nm energy in kJ/mol
C-C (aliphatic) 0.154 350
C-C (aromatic) 0.140 560

C=C 0.135 610
C-H 0.109 413
C-O 0.143 351
C=O 0.122 708
C-N 0.147 293
C-Cl 0.177 339
C-F 0.131 485
N-H 0.102 389
Si-O 0.164 444

dipole-dipole 0.5-0.8 2-12
hydrogen bond 0.5-0.8 3-25
dispersion forces 0.5-0.8 0,3-4

Polarization forces

Forces between dipoles in atoms and molecules as a result of an applied
electric field are called polarization forces. It does not matter if the dipole
is permanent or induced. Even uncharged molecules can have an electric
dipole, e.g. H2O or HCl. When a non polar molecule is forming a dipole
after applying an electric field it is called induced dipole. In molecules
with covalent bonds a permanent dipole comes into being by asymmetric
displacement of common electron pairs. The dipoles of some molecules
also depend on the surrounding media and change drastically when being
introduced to a different medium.

Hydrogen bonds

An electrostatic bond of a hydrogen atom with an electronegative atom
like oxygen, nitrogen or fluoride is called hydrogen bond. The atoms do
not share electrons however, which distinguishes hydrogen bonds from co-
valent bonds to hydrogen (below). In order to enable a hydrogen bond,
the respective hydrogen atom has to be covalently bonded to another (elec-
tronegative) atom to create the bond. These bonds can occur both inter-
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and intramolecularly.

Covalent bonds

Covalent bonds are considered strong chemical bonds and are characterized
by atoms that are sharing electrons, or between atoms and other covalent
bonds. They can be exploited for achieving certain material properties.
Polymer chains are crosslinked by creating covalent bonds between indi-
vidual polymer chains. Changes in the mechanical properties are directly
related to the degree of crosslinking1 [70], while there is no clear indication
for electrical properties yet [71]. Polymer chains and nanoparticles can
also form covalent bonds, which might have a similar effect as crosslinking
has on the material properties.

3.3. Theories for describing Nanocomposites

Various models and theoretical constructs for describing NC have been
introduced in recent years. What all the models have in common is their
emphasis on the interface between nanoparticle and host material. Some
important models are described here.

3.3.1. Electric double layer

According to Helmholtz an electric double layer forms between a solid and
a liquid phase (see Figure 3.1). For this model one phase has to be mobile.
Unlike in crystalline structures the chains that make up a polymer can
move slightly. Therefore we can assume the polymer to be mobile in NC
for an approximation. The electric double layer is utilized in the multi-core
model, where the electric double layer is superimposed over the particles.
The double layer consists of the:

Stern layer the inner region where ions are strongly bound and the

Outer layer a diffuse region where ions have a higher mobility.

1Degree of crosslinking: amount of covalent bonds between polymer chains
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3.3. Theories for describing Nanocomposites

When a particle is moving the ions within the boundaries of this double
layer travel with the particle. Any ions beyond the boundary do not move
with the particle. This border is called slipping plane. The electric poten-
tial across the outer layer, between the slipping plane and the surrounding
medium, is called ζ potential (for details see Appendix D).
The double layer can form in a NC when surface groups of a particle

get ionized or adsorbed. At the interface betwen particle and host ma-
terial a electric double layer is formed. The charges inside the partice
are either trapped charges, mobile electrons or holes. The formed Stern
layer around the particle consists of dipoles or adsorbed ions of opposite
polarity. Presumably this Stern layer is of molecular thickness and very
high density. The Stern potential (Figure 3.1) has the same polarity as
the Stern layer and is defined by ions which are attracted by the surface
potential of the particle. The outer layer or diffuse Gouy-Chapman layer
is the last layer which lies between the Stern layer and the unaffected host
material. Size and strength of the outer layer are inversely proportional to
the conductivity of the host material.

3.3.2. Intensity model

The intensity model by Lewis is based on the idea that the intensity Iα of
a material property α does not change abruptly [72]. Instead it changes
gradually, over the course of several nm, the interface, as illustrated in Fig-
ure 3.2. Each atom and molecule in the interfacial area will be interacting
with its surroundings via a combination of both short- and long-range
forces [73]. The intensity α can be any physical or chemical property. In
the simplest situation it might be a concentration of a constituent of a sys-
tem, e.g. a molecular, atomic or ionic species or an electron concentration.
Specific examples are the free electron concentration at a hot metal sur-
face in vacuum (Figure 3.3(a)), the oxygen concentration at the surface of
silicon (Figure 3.3(b)) or the normal electric field at a metal-n-type semi-
conductor contact (Figure 3.3(c)). As can be seen from those examples,
Iα doesn’t necessarily stay between the values of material A and B, but
can reach intensities above or below both values.
This model does not offer a description about physical processes hap-
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Figure 3.1.: Illustration of surface potential, Stern potential, ζ potential and the elec-
trical double layer around a particle.

Figure 3.2.: The interface ab between two phases A and B defined by the intensity Iα
of a chosen property α as it changes in passage across it [73].
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Figure 3.3.: Interfacial intensities: electron concentration at a metal vacuum interface
(a), oxygen concentration at silicon-air boundary (b) and electric field at
metal-n-type semiconductor interface (c) [73].

pening at the interfacial area and remains nondescript and very general.
However, it serves as visualisation of the impact of nanoscale fillers on
macroscopic material.

3.3.3. Multi-core model

The multi-core model is a rather complex and flexible theoretical construct,
first proposed by Tanaka in 2005 [74]. It describes the interactions of a
spherical inorganic particle with the surrounding media by means of three
layers [64] as illustrated in Figure 3.4.

Bonded (first) layer consists of molecules that are physically bound to
the particle surface by coupling agents like EPPS. This layer is pre-
sumably only 1 nm thick and formed by covalent, van der Waals or
hydrogen bonds.

Bound (second) layer consists of polymer chains that have strong bonds
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Figure 3.4.: Illustration of the multi-core model [64].
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and interactions with the first layer. Due to the strong interactions
the structure of the polymer is changed in this region, because chains
or parts of chains are aligning perpendicular to the particle surface.
Therefore this layer influences the chain mobility which can reflect
in an increased glass transition temperature. The thickness of this
layer is assumed to be between 2 and 9 nm.

Loose (third) layer is interacting with the bound layer and consists of
polymer chains that see morphological changes due to the filler ma-
terial. These changes can materialize in changes of chain formation,
chain mobility, free volume or crystallinity. This layer can be several
tens of nm thick.

The model is too vague to predict changes of macroscopic properties due
to nanofiller but is a good base for explaining the phenomena in NC. This
model does not conflict with the electric double layer. The electric double
layer can be thought of overlapping with the multi core model rather than
replacing it.

3.3.4. Interphase Volume Model

The Interphase Volume Model by Rätzke tries to correlate the interfacial
region with the increased resistance of NC to electrical treeing, partial
discharges and HV-arcing [76, 77]. It assumes that spherical particles of
uniform average diameter d are dispersed homogenously within the poly-
mer structure. To estimate the volume fraction of the interfacial regions,
dubbed interphase, a mathematical model based on a body-centered crys-
tal lattice unit cell was devised. With this and an assumption of the
thickness of the interfacial zone of e.g. i = 10 nm, the interphase volume
can be calculated as shown in Figure 3.5. It shows that there are certain
maximum values for the volume fraction of the interphase, depending on
the volume fraction and size of the filler material.
This model illustrates very well the influence of the partice size on the

NC. Also it makes clear why we can witness a saturation effect in NC,
i.e. why an increase of filler loadings above 10 wt.% doesn’t significantly
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Figure 3.5.: Interphase content according to the Interphase Volume Model for silicone
rubber with SiO2 nanoparticles and interphase thickness i for average
diameter d of (a) 20 nm, (b) 30 nm and (c) 40 nm [75].
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3.4. Polymer Chain Alignment Model

improve certain properties anymore. An in-depth description about the
interfacial region, like in the multi-core model, is missing.

3.4. Polymer Chain Alignment Model

It has already been firmly suggested that the surface area, thus interfaces
between host material and filler particle, have a profound effect on the
intrinsic and functional properties of a NC. The model presented hereafter
assumes, that surface functionalized nanoparticles can lead to an alignment
of polymer chains. This chain alignment in combination with the filler
material leads to a restructuring of the host polymer. The model is labelled
polymer chain alignment model (PCAM). Aim of the PCAM is to describe
the morphology of NC and consequently derive the impact of parameters
like average particle diameter and fillgrade on the bulk properties.

3.4.1. Philosophy (PCAM in a nutshell)

The idea behind this model is, that the material properties of NC strongly
depend on processes prior to and during polymerization. From experiments
with the surface functionalization (see page 19) we can assume that – under
ideal conditions – one EPPS molecule can connect with the particle surface
during hydrolysis per square nm, as illustrated in Figure 3.6. As long as
no curing agent is involved, the epoxy-groups of the EPPS can’t react
with anything in the proximity of the particle. The intermolecular forces
between the molecules will result in a parallel alignment of the EPPS
molecules, because the molecules try to stay apart from each other as
much as possible. That means that one polymer chain per square nm
could connect with each particle during polymerisation.
During the mixing process of surface modified particles and epoxy host,

bisphenol-A chains will surround the particles but not react as long as no
curing agent is added. When the anhydrite is added, the curing agent at-
tacks the epoxide groups, leading to polymerisation of the polymer chains
and the EPPS on the particle surfaces [68]. In an ideal case, one bisphenol-
A chain will react with one EPPS each. These chains will then align
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Figure 3.6.: Illustration of the reaction of a particle surface area of 1 nm2 with a EPPS
molecule.

perpendicular to the particle surfaces, due to the intermolecular forces be-
tween the chains, analogous to the forces that acted between the EPPS
molecules prior to polymerisation. In between the polymer chains a inter-
penetrating polymer network will form with physical properties unlike host
or particle [78]. This is illustrated in Figure 3.7, where (a) represents the
mineral surface, (b) the covalently bonded interface and (c) the polymer
network altered by the surface modification [79].
A non-modified particle has only low interaction with the host material

(Figure 3.8(a)). Compared to that, a particle with surface modification
would see a restructuring of the surrounding host material. As shown
in Figure 3.8(b), a layer of chains aligned perpendicular to the particle
surface could form. Since polymers often consist of long chains, the area
surrounding these aligned zones would also be affected.
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Figure 3.7.: Illustration of the interpenetrating polymer network at the interface be-
tween particle and host, with (a) being the mineral surface, (b) the cova-
lently bonded interface and (c) the polymer network altered by the surface
modification.
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Figure 3.8.: (a) Particle without surface modification and thus only weak interaction
with the host; (b) Particle with layer of surface modification, resulting
layer of aligned polymer chains, further affecting the surrounding area
thus restructuring the polymer.
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3.4.2. Assumptions and Definitions for this model

In the following, the PCAM tries to explain the influence of nanoscale
filler material on a polymeric host material. To simplify the mathematics
behind the model, some assumptions are made regarding the structure of
the material:

• All particles are spherical

• All particles have the same diameter d

• The particle distribution within the polymer matrix is homogeneous

• The particles are covered by a uniform SCA layer, which allows 1
polymer chain to bond to the particle per 1 nm2

• Polymer chains bond to the particle and align according to inter-
molecular forces, leading to a rigid inner layer (aligned layer) with a
thickness ti

• Another layer is organizing between the well organized inner layer
around each particle, and the unaffected host material, the affected
outer layer with the thickness to

3.4.3. Morphology of NC

Figure 3.9.: Body-centered cubic
unit cell.

An ideal distribution of nanoparticles in a
NC does materialise, when no clusters of
particles can be found. In an ideal compos-
ite all particles would stay as far away as
possible from each other. With this homo-
geneous distribution of particles within the
polymer host, the particles can be thought
of as being arranged similar to atoms in a
crystal structure [76]. Analogous to crys-
tallography we can therefore design a unit
cell for polymer NC. The unit cell is in our
case a box of nanometric dimensions, containing information about the
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3.4. Polymer Chain Alignment Model

spatial arrangement of nanoparticles and the particle density. These unit
cells can be stacked in three dimensional space, describing the arrangement
of particles in the bulk material. A body-centered cubic (BCC) unit cell
(Figure 3.9) can be used to approximate a material with an ideal distri-
bution of NP. In this cell one particle is located on each corner and one in
the center. The length of the cell a depends on the fillgrade per volume
p and the filler size d. Equation 3.2 can be used to calculate a, results
are compiled in Table 3.2. Equation 3.3, which expresses the interparticle
distance b, can be derived via the space diagonal of the unit cell (Figure
3.10). This represents the average distance of a particle to the nearest
neighbouring particle.

p =
VParticles
VBCC

=

π
6 · d

3

(
1 + 8 · 18

)
a3

=
π · d3

3 · a3
(3.1)

a = d · 3

√
π

3 · p
(3.2)

b =

√
3

2
· a− d (3.3)

The interparticle distance was quantified experimentally by measuring
graphs obtained via TEM. Each micrograph was divided in sections and
the average distance between NP and clusters of NP was calculated. The
best agreement could be found for NC with SiO2 nanofiller. Model and
measurement differ by 20 nm, which is 28%. For Al2O3-ER and AlN-
ER the differences between calculated values and experimental results is
larger than 40% (90 nm). This is due to a wider particle size distribu-
tion and more agglomerations, compared to SiO2-ER. Differences become
even larger for specimen with 5 wt.%, due to an increased amount of ag-
glomerations in the respective specimens. NC with SiO2 showed the best
dispersion of NP in terms of both average particle size and interparticle dis-
tance. Interparticle distance between the investigated sections of SiO2-ER
NC differed by a maximum of 30%. In other NC variations of the inter-
particle distance of up to 100% could be found. Since the micrographs

44



3.4. Polymer Chain Alignment Model
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Figure 3.10.: Illustration of the interparticle distance b, body and space diagonal of a
body-centered cubic unit cell.

are two dimensional, while the model estimates for a three dimensional
environment, the values for model and measurement differ. The interpar-
ticle distance b of the cell projected on a 2D plane can be approximated
according to Equation 3.4. This enables to calculate a correction factor
according to Equation 3.5, which is about 30%. Taking the correction
factor into account, the differences between measurement and model for
samples with 2 wt.% are negligible in case of SiO2. However, for samples
with 5 wt.% the difference is even larger, since the interparticle difference
measured was already larger than calculated. The exception is SiO2 with
5 wt.%, which shows very good agreement with the model.

b2D ≈
√

2 · a− d (3.4)

b2D − b
b

=

a ·
(√

2−
√
3
2

)
√
3
2 · a− d

≈ 1

3
(3.5)

3.4.4. Layer Volume Calculation

For an estimation of the volume of the interface layers, the nature of the
interface has to be identified first. Figure 3.7 on page 42 illustrates the
ideal case for an interface. It consists of approximately one EPPS molecule
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Table 3.2.: Theoretical length a of a BCC unit cell for different NC and average dis-
tance between particles b.

Type Fillgrade in wt.% a in nm b in nm
AlN 0.5 497 370
AlN 2 312 210
AlN 5 228 138
AlN 10 179 95
Al2O3 0.5 221 167
Al2O3 2 139 95
Al2O3 5 102 63
Al2O3 10 80 44
BN 0.5 169 126
BN 2 106 72
BN 5 78 47
BN 10 61 33
MgO 0.5 188 141
MgO 2 118 80
MgO 5 86 53
MgO 10 68 37
SiO2 0.5 154 113
SiO2 2 97 64
SiO2 5 71 41
SiO2 10 56 28
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Figure 3.11.: Interparticle distance b as function of fillgrade in wt.% for different filler
materials.

per nm2 particle surface, which is connected to an epoxy chain. Since we
use five times the mass of EPPS that would be needed for covering all
particles with a homogeneous layer (see page 21), reactions betweeen EPPS
molecules on the surface are likely to occur. This leads to EPPS layers with
a thickness in the range of Å, up to some nm. Attached to the modified
surface is the first layer of epoxy chains. Individual epoxy chains have
lengths of some nm and can be up to 100 nm. The intermolecular forces
lead to predominantely parallel alignment of chains close to the particle
surface. This leads to crystalline structure around each particle. With
increasing distance to the surface the material becomes less crystalline, as
illustrated in Figure 3.12.

Aligned and affected layer volume

Volume for inner and outer layer can be calculated with Equations 3.6
and 3.7. Figure 3.13 shows the volume percentage of particles, inner layer,
outer layer and unaffected polymer for a BCC unit cell. For calculations
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Figure 3.12.: Illustration how crystallinity can change from particle to surrounding
polymer. The particle itself can be crystalline or amorphous.

values of 5 nm for the inner and 10 nm for the outer layers are defined.
The thickness of the inner and outer layers is determined by the structure
of the host material, the particle surface and the surface functionalization
of the particles. It was defined with 5 nm, since this is the approximate
length of a bisphenol-A molecule, as shown on page 14.
The two main characteristics of particles, that determine the layer vol-

ume are the average particle diameter d and the volume percentage of the
filler p. The latter is correlated with the fillgrade in weight via the particle
density. Both the particle diameter and fillgrade determine the length of a
BCC unit cell a, and consequently the interparticle distance b (Equations
3.2 and 3.3).

Vi =
8 · π

3

[(
d

2
+ ti

)3

−
(
d

2

)3]
(3.6)

Vo =
8 · π

3

[(
d

2
+ ti + to

)3

−
(
d

2
+ ti

)3]
(3.7)

It can be seen in Figure 3.13, that the volume percentage of inner and
outer layer increases in a linear fashion for fillgrades up to 10% per weight.
AlN particles, which have the largest average diameter d, show the smallest
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(a) Al2O3 particles.
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(b) MgO particles.
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(c) AlN particles.
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(d) SiO2 particles.

Figure 3.13.: Volume percentages of host material, particles, aligned and affected
layers for one BCC unit cell, calculated for various nanoparticles:
Al2O3 3.13(a), MgO 3.13(b), AlN 3.13(c) and SiO2 3.13(d). For this
calculation a thickness of the aligned inner layer ti of 5 nm was chosen,
while the thickness of the outer layer to is 10 nm.

49



3.4. Polymer Chain Alignment Model

interface volume percentage (Figure 3.13(c)). Figure 3.13(d) shows SiO2,
which has the same d as MgO, but a larger interface layer volume (Figure
3.13(b)). This is due to the lower density of SiO2, which in turn leads to a
higher p per volume for the same fillgrade per weight. In case of SiO2 NP
we also see an end of the linear increase at 9% by weight. At this point
the affected layers start to overlap.

Layer interference

For higher fillgrades and a sufficiently small interparticle distance b, the
layers will start overlapping. Overlapping of the outer layers of neighbour-
ing particles will occur if condition 3.8 is fulfilled. As soon as condition 3.9
is fulfilled, inner layers will overlap as well. Overlapping of the inner layers
only occurs at a very high particle density. In order to fulfill condition 3.9,
a fillgrade of more than 35% by weight is necessary for SiO2 NP. For NP
with higher density, the fillgrade to achieve the same effect is higher. The
average diameter d of SiO2 would have to be smaller than 8 nm, to fulfill
condition 3.9 for a fillgrade of 10% by weight.

b < 2 · (ti + to) (3.8)
b < 2 · ti (3.9)

3.4.5. Effects of Chain Alignment

It has been demonstrated, that even small amounts of NP with a suffi-
ciently small average diameter d (d ≤ 25 nm) lead to a significant change
in the material structure. The beneficial effects do not scale with the filler
content, as has been shown experimentally in e.g. [53, 80], or Chapter 4 on
page 59. Hence it is not desirable to restructure too much of the volume
of the base polymer.
The restructuring of the aligned layer is linked with an increased crys-

tallinity. Crystalline areas of polymers have strong anisotropic behaviour
due to intra- and intermolecular forces [81]. Effects of crystallinity in poly-
mers include changes to both electrical and thermal conductivity. From
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HDPE it is known, that an increase of the crystallinity leads to a decreased
AC breakdown strength [82].
Crystalline regions of polymers tend to have a higher resistivity than

amorphous regions. Hence conduction predominantly occurs in amorphous
regions of the polymer [83]. In neat ER conduction is electronic, since holes
and electrons can travel along and between the chains. The introduction
of NP to the polymer matrix can change the conduction paths. It has been
proposed that conductive particles in polymers can actively contribute to
the conduction [57]. As illustrated in Figure 3.14, electrons can approach
the particle between the chains, while holes can travel along them. Con-
sidering an electron flow from the left to the right, electrons should pass
effortless into empty electron states of the particle. This would charge
the particles negatively, consequently attracting positive holes. Holes can
move along the chains from the right to the left, which in turn would result
in an electron-hole recombination focused on the particle.
Figure 3.15 illustrates the recombination from the viewpoint of the band

theory. Polymers that are common in HV engineering are assumed to have
negative electron affinity, particles act as quantum wells [57]. An external
voltage provides the energy needed for the electron to tunnel from the poly-
mer to the particle. This charges the particle negatively, subsequently the
particle attracts positive holes. The holes can also tunnel into the particle,
where they can recombine with the electrons present. The band gap (see
Table 3.3) determines how much energy is needed for recombination. A
band gap in nanoparticles is in general smaller than in an insulating poly-
mer, hence particles will become recombination centres. As indicated in
Figure 3.15, the energy distance between the conduction bands of polymer
and particle gives the energy needed for an electron to tunnel into the par-
ticle. The band gap of the particle defines the amount of energy needed
for recombination and the distance between the valence bands indicates
the amount of energy a hole needs to tunnel into the particle.
As mentioned earlier, not only electrical properties are affected. Phonon

scattering is suppressed in crystalline bisphenol-A ER structures, which
leads to an increase in the thermal conductivity [87].
An increase of NP fillgrade or reduction of NP size, hence an increase

of nanometric crystalline regions, also increases the amount of boundaries
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Table 3.3.: Band gaps and vacuum levels of particles from literature [84, 85, 86].
Type Band gap in eV Vacuum level in eV
AlN 6.3 ?
Al2O3 9.5 ?
BN 5.2 ?
MgO 7.8 0.8
SiO2 1.1 · · · 8.9 ?
TiO2 3.2 4
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Figure 3.14.: Illustration how nanoparticles can contribute to conduction.

between crystalline and amorphous regions within the material. However,
it is unclear how these boundaries alter bulk properties in polymer NC.

3.4.6. Influence of the Material

Structural changes

As hinted on page 47, the combination of filler and host material deter-
mines the aligned and affected layers, thus the structure of the material.
The particle size and amount of hydroxyl groups available on the surface
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Figure 3.15.: Illustration how nanoparticles can contribute to conduction shown at
two different particles: on the left MgO with bandgap of 7.8 eV and
TiO2 on the right with 3.2 eV bandgap and larger distance to the vacuum
level.
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Table 3.4.: Electrical properties of particles from literature.
Type Vol. resist. in Ω

m
Rel. permittivity AC BD strength in kV

mm

AlN > 1014 9 at 1 MHz 17
Al2O3 > 1014 9.8 at 1 MHz 16.9
h-BN 108 - 1013 4 at 8.8 GHz 35
MgO > 1017 5 at 1 MHz 10

SiO2 (fused) > 1010 3.82 at 1 MHz 40

determine how many polymer chains can react with the particle provided
there is adequate surface modification. The length of the aligned layer
depends on the molecular composition of the polymer host. Bisphenol-A
molecules, as shown in Figure 2.2 on page 14, have an approximate length
of 4 to 5 nm. The first layer of bisphenol-A molecules is the most uni-
form. Beyond the distance ti, which equals the length of one molecule,
the intermolecular forces that hold the molecules of the first layer in place
decrease. Crosslinking will occur as well, which in combination with the
decreased intermolecular forces results in a decrease of crystallinity over
distance (Figure 3.12).

Changes due to material properties

The dielectric properties of the filler material have a clear impact on the
bulk properties, despite the low filler content. Dielectric properties of the
particles used are compiled in Table 3.4. The permittivity of the filler
material affects the permittivity of NC, as shown in Chapter 5 on page
71. However, the influence of the aligned layer is more dominant for the
dimension of the bulk permittivity of NC. The low permittivity layers can
significantly decrease the relative permittivity of the material. The quality
of dispersion, hence the quality of the NC, is determined by the solubility of
the filler material. The ζ-potential gives a good indication of how difficult
it is to disperse the particles. A lower ζ potential reflects in more successful
dispersion with the same methods.
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3.4.7. Influence on the dielectric properties of the bulk
material

Short term breakdown strength

Several factors have an impact on the short term breakdown strength. We
noticed a decrease with increasing fillgrade for our ER with conventional
filler. For example the AC breakdown strength of an unfilled epoxy system
CY231 with anhydrite hardener is 32 kV/mm, while CY231 with 60 wt.%
of microscale SiO2 filler sees a reduction to 20 kV/mm [88]. The dielectric
strength of the used fillers is often lower than the dielectric strength of
unfilled epoxy (see Table 3.4). But even with fillers that have a high
dielectric strength the breakdown strength can see a reduction, since the
interfaces are a weak spot.
However, for the low fillgrades that are investigated in this thesis, this

reduction should not be dominant. More dominant in case of NC are
agglomerations. Agglomerations of surface functionalized NP don’t act
simply like a microparticle, due to the polymeric layers in between. In-
stead the particles with the overlapping silane and polymer layers result in
irregular areas for permittivity and conductivity. As illustrated in Figure
3.16, these agglomerates can in turn lead to a field enhancement. This field
enhancement adds up to the applied field strength, subsequently leading
to an earlier breakdown compared to NC with an even particle dispersion.

Resistance to electrical treeing and partial discharges

Due to the strong bonding between surface modified NP and polymer
host, a lot of energy is needed to break the bond in order for the tree
to grow. The length by which an electrical tree grows is in the range
of µm [89, 56]. The interparticle distance b on the other hand is much
smaller in NC (Table 3.2). Hence an electrical tree is forced to interact
with NP and the respective aligned polymer layer, while expanding in
a NC with well dispersed nanoparticles. The tree gets deflected by the
particle, as illustrated in Figure 3.17, and looses more energy as it would
in the unaffected polymer with larger, unmodified particles. Resistance
to partial discharges of NC also benefits from the high energy needed to
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Figure 3.16.: Illustration how agglomerations of nanoparticles can lead to field en-
hancements, compared to a NC without agglomerations.
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Figure 3.17.: Illustration how nanoparticles can hinder electrical treeing, compared to
larger particles.

break the covalent bonds of the aligned layer.

Permittivity

The aligned layer around each particle has a very low real part of the
complex permittivity ε′, due to it’s rigid structure. Affected layers will
also show lower ε′, but not to the same extend. Consequently the ε′ of the
bulk of the host material sees a reduction, because of the volume of aligned
and affected layers in the NC. However, as the fillgrade increases, the
permittivity of the filler material will start to overshadow the permittivity
decrease due to the aligned layers. Hence there will be a minimum value for
ε′ as function of fillgrade, after which the bulk permittivity will increase as
a result of the ε′ of the filler material. Experiments with surface modified
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and non-modified microscale Al2O3 particles showed higher ε′ values for
modified particles, attributed to the better connection (thus interaction)
of host and filler material (Figure 5.4(b) on page 76). This suggests that
the rate at which the ε′ increases after it’s minimum is dependent on the
permittivity of the filler material. However, if the ε′ of the filler is lower
than the host material we would see a different behaviour. In this case
the ε′ of the composite would remain lower than the host material and
converge with the ε′ value of the filler.

Space Charges

The space charge behaviour in NC depends on the particle distribution
and filler material. With an even distribution of surface modified NP,
the NP act as recombination centres according to Figure 3.14. It is likely
that certain filler materials are more efficient recombination centres than
others. However, agglomerations of NP will act as charge traps. The
polymer layers between the agglomerated particles act as bottleneck for
the electron transport, which takes place mainly between polymer chains.
In case of large agglomerations additional interfacial polarization, thus
charge accumulation, will occur as well.

Limitations of the PCAM

The PCAM does not take particles into account, which have a different
aspect ratio than spherical particles. Various types of nanoclay – which
usually have the shape of platelets – or carbon nanotubes and similar
needle-like structures might show different behaviour.
The model is not limited to epoxy resin however. Any combination of a

polymer host material and particles with compatibilizing surface treatment
should behave in a similar fashion.
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CHAPTER 4

BREAKDOWN STRENGTH

The most exciting phrase to hear in science, the one that heralds the most
discoveries, is not "Eureka!" but "That’s funny..."
-Isaac Asimov

The dielectric breakdown (BD) strength is one of the dominant factors
for high voltage design. An evaluation of the viability of NC as high voltage
insulation has to include an assertion of the BD strength. Within the scope
of this work the impact of NP on the short term electrical breakdown
strength was investigated threefold, as a function of:

1. Filler type

2. Fillgrade

3. Filler size

Electrode configuration and voltage form (impulse, AC or DC) have a
profound effect on the measured BD strength [90]. Hence the BD strength
should be accompanied by further information about the conditions under
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Figure 4.1.: Electrode configuration for BD tests.

which it was measured. Therefore this chapter also includes details about
the measurement setup and testing conditions.

4.1. Measurement Setup

The dielectric breakdown strength (BD) was measured by means of a DC
ramp test according to IEC 60243-1 and IEC 60243-2 [91, 92]. The elec-
trode configuration can be seen in Figure 4.1. Dimensions were chosen
such that the field strength is the largest in area A, while it stays at a
minimum in areas B, in order to minimize the risk of flashover. Sample
thickness was typically 0.6 mm. Sample and electrodes were immersed in
oil to prevent flashover. The rate of voltage rise was chosen according to
the aforementioned measurement standards: 500 V/s with negative polar-
ity and a starting voltage of 10 kV. At least 5 samples from each sample
batch were tested, typically 7.

4.2. Sample Preparation

The sample thickness is of considerable interest for BD tests. It has been
shown that the BD strength of thin polymer films increases for decreasing
sample thickness [93]. The increase is not linear but logarithmic, for a
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sample thickness of less than 0.3 mm [94]. This means than when samples
with a thickness of 0.3 mm are tested, a small variation in the sample
thickness can already lead to strong scattering of the measurement results.
The molds for casting and curing the samples were open topped, which
led to variations of the sample thickness between batches of up to 0.1 mm.
Therefore it was decided to use relatively thick samples of 0.6 mm for BD
testing. Variations of 0.1 mm do not lead to significant changes of the BD
strength for thick samples.

4.3. Analysis

The BD data were analyzed using a two-parameter Weibull function, which
is commonly used for the analysis of insulation failure data, in batches of
7 samples on average. Equation 4.1 shows the cumulative distribution
function with E being the BD field strength, F the cumulative failure
probability, η and β the scale and shape parameters respectively. The scale
parameter η represents the electric field strength for which the probability
for a failure is 63.2%. The scale parameter β is analogous to the inverse
of the standard deviation.

F (E) = 1− e(−
E
η
)β (4.1)

The results are presented in form of a probability plot, where the x-axis
shows the DC breakdown strength and the y-axis the unreliability. The
unreliability gives information about the probability of failure for a given
sample type at a certain DC field strength.

4.4. Filler Type

Table 4.1 shows BD data for four types of NC: Al2O3-ER, AlN-ER, MgO-
ER and SiO2-ER. Additionally CFC samples with EPPS modified Al2O3

filler were investigated. The NC are sorted by increase of η compared to
the unfilled epoxy, which serves as reference. The scale parameter corre-
sponds to the BD strength in kV/mm. Figure 4.2 illustrates results for NC
with SiO2 filler, which show the highest BD values measured. Al2O3-ER
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NC had the second highest values (Figure 4.3). Figure 4.4 and 4.5 show
values for AlN-ER and MgO-ER respectively, which have lower values than
SiO2-ER or Al2O3-ER, but in general higher than neat epoxy. The shape
parameter β is relatively low for some composites (β < 5). No correlation
could be found between β and fillgrade, filler type or dispersion. Impurities
and cavities were found in some specimens. These can lead to premature
BD, subsequently increasing the standard deviation for one set of mea-
surements. Therefore the low β reflects inconsistencies during the early
stages of our experiments with the synthesis, rather than material proper-
ties. This interpretation is supported by the consistency of β for MgO-ER
NC, as seen in Table 4.2. These were the last samples that were produced,
thus the manufacturing process was optimized and better controlled.
For subsequent analysis groups of samples were identified, which broke

down because of impurities due to manufacturing, rather than the intrinsic
BD strength. For Al2O3-ER with 0.5 wt.% two populations of samples can
be identified. One that leads to a shape parameter, which is consistent with
samples for 2 and 5 wt.%. The other population was discarded, which leads
to a Weibull-distribution as shown in Figure 4.6. Similar adjustments have
been done for AlN-ER (Figure 4.7) and SiO2 (Figure 4.8).
The influence of the fillgrade is described in the subsequent section.

4.5. Fillgrade

Fig. 4.9 shows the distribution of BD values for NC as a function of fillgrade
for 63.2% failure probability of the samples. This overview shows the
highest short term DC BD values at fillgrades of 2wt.% or less for all
samples. It can be seen that the BD strength is the highest for low filler
content and decreases with increasing amount of filler for NC. The average
BD values of all tested NC for all fillgrades are higher than the values of
the reference samples. Due to problems with synthesizing AlN-ER with 5
% per weight these results are missing.
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Figure 4.2.: Weibull plot for SiO2-ER NC.

Figure 4.3.: Weibull plot for Al2O3-ER NC.
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Figure 4.4.: Weibull plot for AlN-ER NC.

Table 4.2.: Scale and shape parameter for MgO-ER.
Filler Fillgrade η in kV/mm β

MgO 0.5 wt.% 214 6.7
MgO 2 wt.% 168 6.4
MgO 5 wt.% 184 7.3
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4.5. Fillgrade

Figure 4.5.: Weibull plot for MgO-ER NC.

Figure 4.6.: Weibull plot for Al2O3-ER NC with adjusted sample populations.
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4.5. Fillgrade

Figure 4.7.: Weibull plot for AlN-ER NC with adjusted sample populations.

Figure 4.8.: Weibull plot for SiO2-ER NC with adjusted sample populations.
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Figure 4.9.: Weibull scale parameter with confidence bounds for epoxy NC as function
of fillgrade.

4.6. Filler Size

Figure 4.10 shows the distribution of short term DC BD values for BN-ER
as a function of filler size. The horizontal line represents the unfilled base
material. The Weibull scale parameters η in Table 4.3 show the voltage for
63.2% failure probability of the samples. The BD strength is the highest
for a filler size of 70 nm. Here we observe an increase of the BD strength
by more than 40% compared to the base resin. With increasing filler size
the BD strength decreases, until it reaches a level of improvement, which is
within the error margins of the measurement of the base resin, for samples
with an average filler size of 5 µm.
It is apparent that the DC BD values follow a logarithmic relation.
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Figure 4.10.: Weibull scale parameter with confidence bounds for BN-epoxy samples
with 10 wt.% as function of filler size.

Table 4.3.: Weibull parameters for DC ramp BD test on BN-ER specimen with 90%
confidence bounds.
Filler av. size η in kV/mm β η/η0

BN 70nm 231 5.4 141 %
BN 500nm 196 7.5 120 %
BN 1.5µm 180 4.8 110 %
BN 5µm 172 5.8 105 %
none - 163 10.2 100 % (reference)
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4.7. Summary

The increase of the BD strength is inversely proportional to the filler size.
The effective total interface volume within the composites increases with
decreasing filler size.

4.7. Summary

Two interesting observations dominate the DC breakdown behaviour of
the investigated NC:

1. NC show the highest DC BD values for relatively low fillgrades

2. The DC BD values increase for decreasing average filler size

The DC BD characteristics seem inversely proportional to the fillgrade and
filler size in polymeric NC, within certain limits. The highest DC BD values
can be found at 2 and 0.5 wt.% for AlN-ER and the other NC respectively.
Therefore it is reasonable to assume that the optimum filler content from a
DC BD-perspective lies between these values, probably close to 0.5 wt.%,
since fillgrades above 2 wt.% tend to lead to a deterioration of the BD
strength. The shape parameter β is relatively low for some composites,
but no correlation of β with the fillgrade, filler type or dispersion could be
established. Variations of β therefore reflect impurities and cavities, that
were found in some specimens, due to the unfamiliar production process.
From DS in Chapter 5 we will learn that that the presence of EPPS-

modified nanoparticles leads to immobilization of layers around the par-
ticles, which can be interpreted as an increase of crystallinity within the
material. This restructuring of the host material is an important factor
for the changes in BD strength for nanofillers with low fillgrades (Chapter
3).
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CHAPTER 5

DIELECTRIC RESPONSE

It’s not that I’m so smart, it’s just that I stay with problems longer.
-Albert Einstein

Dielectric spectroscopy (DS) is a powerful tool to investigate the dielec-
tric response of insulating materials as a function of frequency. It is a
technique which is sensitive to material changes on the molecular level,
which is important for the investigation of NC. Similar to Chapter 4, this
chapter will show the effect of nanoparticles on NCs. The complex per-
mittivity of NC was evaluated as a function of frequency between 0.01 Hz
and 10 MHz at different temperatures. The results have been evaluated in
terms of influences of the filler material, namely:

1. Filler type

2. Fillgrade

3. Filler size

Temperature and humidity were controlled in the testing environment.
Samples were dried and stored under nitrogen gas, while the measurement
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5.1. Test setup

setup allows to monitor the temperature with a sensitivity of 0.01 K.

5.1. Test setup

The measuring principle is based on the interaction of an external field
with the electric dipole moments in the sample, which is often expressed
by the complex permittivity ε∗ (Equation 5.1) of the material.

ε∗ = ε′ − jε′′ (5.1)

The real part of the complex permittivity is a measure of the amount
of polarization. It is what we know as relative permittivity. The imagi-
nary part is a measure of the losses involved in the polarization processes.
The behaviour of the permittivity, as a function of frequency and temper-
ature, is sensitive to material changes, caused by e.g. ageing processes.
Modifications of the material due to the addition of different fillers can
be investigated. The loss tangent tan(δ) is directly related to the real
and imaginary parts of the complex permittivity (Equation 5.2), where σ
represents the conductivity.

tan(δ) =
ωε′′ + σ

ωε′
(5.2)

A voltage of variable frequency is applied to a sample and the magnitude
and phase of the current flowing through the sample are measured. The
equivalent circuit diagram is shown in Figure 5.1. More details about the
DS setup and measurement can be found in Appendix B.1 on page 145.

5.2. Sample Preparation

Specimens were manufactured according to the synthesis exhibited in Chap-
ter 2. They have typically been cured for 16 hours at 413 K and subse-
quently postcured at 413 K for 24 hours.
It has been shown by experiment that the ambient humidity can alter

the results obtained from dielectric spectroscopy for both NC [95] and
CFC/NMC [96]. To ensure that the tests are reproducible, it is therefore
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5.3. Dielectric Response of Unfilled Epoxy
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measuring 
phase and 
magnitude

Sample

Figure 5.1.: Equivalent circuit diagram of the DS setup.

needed to keep humidity at a well defined level. For this purpose the
samples were dried in an oven at 413 K for 48 hours. Afterwards they
were stored in nitrogen gas (N2) to keep them dry. The measurement
itself was performed in a cryogenic cell under a nitrogen atmosphere.
It is important for the measurement accuracy that the sample thickness

is not too large. The sample thickness for DS should be smaller than
1 mm and was typically 0.5 mm. Since the surfaces of both electrodes
and samples are not perfectly even, it is recommended to metallize the
specimen surfaces to improve measurement accuracy [97]. Al-electrodes
have been applied on the specimen by means of physical vapor deposition.
This Al film of less than 0.5 µm thickness ensures that the surface is on
equal potential and well connected with the measurement setup.

5.3. Dielectric Response of Unfilled Epoxy

The dielectric spectrum of the unfilled epoxy is shown in Figures 5.2(a)
and 5.2(b) as function of frequency, illustrating the real and imaginary part
of the complex permittivity. It indicates a local maximum for frequencies
below 10 Hz around 393 K, which we attribute to an α-relaxation process
at the glass transition temperature. We also see a local maximum in ε′′,
that moves to higher frequencies with increasing temperature. It can be
seen at 1 kHz for 253 K and 100 kHz for 293 C. We attribute this peak
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5.4. Impact of curing time and particle modification
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Figure 5.2.: Real (a) and imaginary part (b) of the complex permittivity of unmodified
epoxy for different temperatures as a function of frequency.

to a β-relaxation process. The β relaxation is attributed to the mobility
of side chains in the polymer. The shift of the β-relaxation peak can be
easily seen in Figure 5.3, where the ε′′ is shown for different frequencies as
function of temperature. The peak shifts from 191 K at 100 Hz to 286 K at
105 Hz. The α-relaxation peak is located at 383 K, but is obscured by the
DC conductivity, which increases greatly above Tg. The location of this
α-peak was confirmed with DMTA (dynamic mechanical thermal analysis,
see Appendix A.5). Relative permittivity for 393 K and 1.15 kHz1 is 3.48.

5.4. Impact of curing time and particle
modification

Figure 5.4(a) illustrates how the curing time can alter the relative permit-
tivity of a MC. The samples are identical in terms of processing, host and
filler materials. Figure 5.4(b) shows the impact of the surface modifica-
tion. Neat ER and Al2O3-ER conventional filled composite (CFC) with
an average particle diameter of 4 µm and a fillgrade of 10 wt.% have been

1The frequency of 1.15 kHz was chosen because at this frequency there is no influence of
DC conductivity, Maxwell-Wagner polarization etc., which makes comparison easier.
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Figure 5.4.: Impact of the curing time (a) on the real part of the complex permittivity
of conventional filled Al2O3-ER with 10 wt.% fillgrade at 293 K as a
function of frequency. The figure on the right (b) shows the impact of
the particle modification on a Al2O3-ER CFC with 10 wt.% fillgrade at
293 K.

produced: one batch of samples with and one without EPPS modification
on the particle surfaces. Figure 5.4(a) shows ε′ of samples that have been
cured for 3 and 16 hours at 413 K respectively. All sample types have been
subsequently postcured for 24 hours at 413 K. We can observe an increase
of the relative permittivity in conventional filled composites with longer
curing time, albeit there was no difference in the frequency dependence
of ε′ values of the unfilled epoxy. The measured values for ε′ of conven-
tional filled composites with modified and unmodified particles are almost
identical for a curing time of 3 hours (ε′=3.7 at 1.15 kHz). With a curing
time of 16 hours the difference between conventional filled composites with
modified (ε′=4.2) and non-modified particles (ε′=3.9) is well pronounced
(Figure 5.4(b)).
One of the things many publications about NC share, are comparisons

to MC. In most cases the chemistry involved in creating the samples with
microscale filler is neglected. It has been shown that surface functionaliza-
tion of nanoparticles is crucial for the properties of nanocomposites [98],
but the influence of surface functionalization on micron sized filler is not
taken into account. In light of the results shown in Figure 5.4, the com-
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5.5. Filler Type

parisons between nano- and microscale filler, without detailed knowledge
of chemical processes involved, have to be taken into consideration.

5.5. Filler Type

Figure 5.5 shows the impact of NP with a fillgrade of 2 wt.% on the ε′

of the NC, as a function of frequency. Nanocomposites with 2 wt.% are
shown, because at this fillgrade the changes due to the nanoparticles are
the most pronounced. This behaviour is explained in Section 5.6, which
discusses the influence of the fillgrade on NC.
The unfilled polymer shows higher values for ε′ than the NC, as illus-

trated in Figure 5.5(a) for 293 K. This can be explained by the immobi-
lization of the layer around the NP. For most of the frequency spectrum
the reduction of ε′ due to the NP seems independent from the frequency.
For the imaginary part ε′′ a peak at 105 Hz can be seen for neat ER and
MgO-ER, which is absent in Al2O3-ER (Figure 5.6(a)). MgO additionally
leads to an increase of ε′′ below 10−1 Hz, which can not be found in the
other composites. Closer inspection of the peak at 105 Hz in Figure 5.7(a)
reveals increased losses for MgO-ER, compared to neat ER, in this region.
At 353 K the ε′ sees an even increase for all samples (Figure 5.5(b)).

Below 10−1 Hz the offshoots from peaks due to Tg, DC conductivity and
Maxwell-Wagner polarization start to show. The imaginary part (Figure
5.6(b)) shows similar behaviour for all specimens at 353 K.
Figure 5.9 shows the ε′′ of Al2O3-ER with 2 wt.% as function of temper-

ature. The β-relaxation process is similar to neat epoxy, but at the peak
is shifted to a slightly higher temperature. AlN-ER shows very similar
behaviour to Al2O3-ER. In MgO-ER the shift is more pronounced, which
reflects in the Arrhenius plot (Figure 5.8). Composites with SiO2 on the
other hand saw a shift of the β-peak to lower temperatures compared to
unfilled epoxy. From the Arrhenius plot the activiation energy for un-
filled epoxy could be determined as 2.79 eV. Activation energies of the side
chains of NC with 2 wt.% have been compiled in Table 5.1 and differ only
marginally.
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Figure 5.5.: Impact of the filler type on the real part of the complex permittivity of
NC with 2 wt.%, for 292 K (a) and 353 K (b), compared to neat ER as
a function of frequency.

10-2 10-1 100 101 102 103 104 105 106

0.00

0.02

0.04

0.06

0.08

0.10

im
ag

in
ar

y 
pa

rt 
of

 th
e 

co
m

pl
ex

 p
er

m
itt

iv
ity

Frequency in Hz

 Al2O3
 MgO
 neat ER

(a) 293 K

10-2 10-1 100 101 102 103 104 105 106
0.00

0.02

0.04

0.06

0.08

0.10

im
ag

in
ar

y 
pa

rt 
of

 th
e 

co
m

pl
ex

 p
er

m
itt

iv
ity

Frequency in Hz

 Al2O3
 MgO
 neat ER

(b) 353 K

Figure 5.6.: Impact of the filler type on the imaginary part of the complex permittivity
for 293 K (a) and 353 K (b), compared to neat ER as a function of
frequency.
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Figure 5.7.: Impact of the filler type on the tan(δ) of the complex permittivity for
293 K (a) and 353 K (b), compared to neat ER as a function of frequency.
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Table 5.1.: Activation energies derived from Arrhenius plot (Figure 5.8).
Filler type Activation energy

none 2.79 eV
Al2O3 2.9 eV
AlN 2.87 eV
MgO 2.79 eV
SiO2 2.85 eV

5.6. Fillgrade

Figure 5.10 shows the ε′ for MgO-ER as a function of frequency for 293 K.
It is apparent that ε′ of most NC is below ε′ of the unfilled polymer. This
is mainly due to the immobilization of the polymer chains in the aligned
layer around each particle. According to these measurements, the influence
of nanoparticles on the bulk properties is the same for the whole frequency
range. The imaginary part ε′′ can be seen in Figure 5.11. The unfilled
resin features a well pronounced peak at 4 · 105 Hz, while it resembles an
even slope for the NC. Values for ε′′ of NC are virtually identical above
101 Hz. Below this frequency ε′′ shows an increase in specimens with higher
fillgrade, while the unfilled resin shows a small decrease.
We observed that ε′ is the lowest for a fillgrade of 2 wt.% for all inves-

tigated NC types, as shown in Figure 5.12. The value of ε′ at 0.5 wt.% is
the second lowest, followed by ε′ at 5 wt.%. Thus the minimum lies prob-
ably at or close to 2 wt.%. The restructuring of the polymer due to the
immobile polymer chains around EPPS modified nanopartices is the most
distinctive here. Above this local minimum the zones of the epoxy which
are affected by EPPS and NP start to overlap. As the volume of filler
material increases, the influence of the material properties of the particles
on ε′ of the bulk material also becomes more pronounced. They start to
overshadow the reduction of the ε′, which is due to the rigid layers around
the nanoparticles. Below the local minimum the amount of rigid aligned
zones is lower, hence the smaller impact on the permittivity.
The relative permittivity of composites with Nanopox is higher than that

of both the unfilled epoxy and the filler material. This can indicate two
things. The particles grown during in-situ polymerization are not modified
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Figure 5.10.: Real part of the complex permittivity of MgO-ER nanocomposites at
293 K compared to neat ER as a function of frequency.
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at 293 K as a function of fillgrade.

with EPPS or any other coupling agent. Therefore the interfacial region
could differ greatly from the layered structures that are indicated for EPPS
modified nanoparticles. The chains could align parallel instead of perpen-
dicular to the particle surfaces for example. Another possibility is that
the in-situ polymerization of nanoparticles also introduces other residues.
These residues seem to be very mobile and increase the relative permit-
tivity by approximately 25%. However, we observe a similar behaviour of
the ε′ as a function of fillgrade, since the samples with 2 wt.% show the
lowest ε′ values for Nanopox-based specimen.
Values for Al2O3-ER NC range between 3.2 and 3.5, being up to 9 %

lower than the unfilled epoxy with 3.5. The addition of modified alumina
fillers with an average diameter of 4 µm on the other hand, result in a
permittivity increase of up to 19 % for 10 wt.% fillgrade. Specimens with
MgO nanoparticles have the lowest values tested, between 2.8 and 3, which
is a reduction by 15 to 19 %, compared to the neat ER.
The ε′ for Al2O3 is between 9.5 and 10 depending on the structure [99].

The ε′ of MgO is around 5. According to conventional mixture rules for
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Figure 5.13.: Comparison of calculated and measured values for Al2O3-ER (a) and
MgO-ER (b).

composites – like the logarithmic Looyenga formula (5.3), or semi-empiric
models (5.4) and (5.5) [100, 101, 102] – the permittivity of the compound
should be higher than the base material. In these formulas εc, εm and
εf represent the relative permittivities of the composite, matrix and filler
materials while φ is the volume fraction of the filler. These rules do not
anticipate changes on the molecular level, thus they don’t apply for very
small filler content and small particles. For example, in specimens with
0.5 and 2wt.% Al2O3-ER the particles occupy only 0.16 and 0.66 % of the
volume respectively.

logεc = φ · logεf + (1− φ) · logεm (5.3)

εc =
(1− φ) · εm · (23 +

εf
3εm

) + φ · εf
(1− φ) · (23 +

εf
3εm

) + φ
(5.4)

εc = εm +
2 · φ · εm · εf

2εm + (1− φ) · εf
(5.5)

The immobilization of the polymer layer is not considered by either
effective medium or integral methods. This immobilization seems to be the
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main factor determining the ε’ of composites with surface functionalized
particles below 10 wt.% fillgrade. Since the conventional approach for
calculating the permittivity of mixtures does not consider this, it is easy to
see why the values calculated with these equations differ from experimental
data, as shown in Figure 5.13.
Experimentally obtained values of the relative permittivity from 2 to

10 wt.% increase in a linear fashion. For MgO-ER the slope appears to
be similar to the values calculated with Equation 5.3, as shown in Figure
5.13(b), however with different y-intercept. Al2O3-ER on the other hand
has no similarity to any of the calculated values (Figure 5.13(a)).

5.7. Filler Size

Figure 5.14 shows the comparison of CFC and NC with Al2O3-filler of
4 µm and 50 nm average diameter respectively. Microsized filler was used
both as-received and with surface modification. It is apparent that per-
mittivity values for samples with modified microparticles are higher than
with unmodified. This is probably due to the better bonds between the
filler and the host material. Opposed to NC we also see frequency depen-
dent changes to the relative permittivity of CFC. Above 100 Hz the ε′ of
samples with unmodified microparticles is lower than in the neat epoxy.
Above 10 kHz it is even lower than for samples with nanoscale filler. Spec-
imens with 10 wt.% see an increase in permittivity compared to those with
5 wt.%. This is due to the high permittivity of the filler material, compared
to the host material. At 1.15 kHz we see an increase of the permittivity
by 9 % for Al2O3-ER with 10 wt.% unmodified filler, while the increase
for specimen with the same amount of EPPS-modified microscale filler is
almost double of that with 19 %. The dielectric loss spectrum shows no
significant changes compared to the spectrum of neat ER.
Figure 5.15 shows the dielectric loss spectra for samples with 5 wt.%

Al2O3 for 293 K. Samples with unmodified particles show the highest
losses, seconded by values for EPPS-modified conventional filled compos-
ites, while NC with modified particles exhibit the lowest values. What sets
both NC and CFC apart from neat ER is the slope starting at 5 · 103 Hz,
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Figure 5.14.: Real part of the complex permittivity at 293 K for composites with
5wt.% Al2O3, compared to neat ER as a function of frequency.

while neat ER has a distinct peak at 106 Hz. For frequencies below 5·103 Hz
the spectra for NC and CFC are very similar to the neat epoxy, apart from
minor differences in magnitude.
Figure 5.16 indicates a direct impact of the filler size on the dielec-

tric properties of BN-ER composites. It shows an increase of the relative
permittivity ε′ with an increase of both the average filler size and temper-
ature. Raising the temperature increases the kinetic energy, which leads
to a movement of the particles on the molecular level. There is a similarity
between neat ER and composites with BN filler of an average size of 70 nm.
The values for ε′ differ by less than 2 % for these two compounds, with
the BN-ER nanocomposite usually having the lower values (Figure 5.16).
For the neat ER samples ε′ has a value of 3.48 at 293 K and 1.15 kHz,

while values for BN that can be found in literature are typically above 4.
For calculations we used a value of 4.48 for BN [103]. The similarity of
results for neat ER and BN-ER with 70 nm particles is probably due to
an immobilization of polymer chains around the particles, which counter
the increased mobility due to the filler material.
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Figure 5.15.: Dielectric losses at 293 K for composites with 5wt.% Al2O3 compared
to neat ER as a function of frequency.
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Figure 5.16.: Real part of the complex permittivity of BN-ER nanocomposites with a
fillgrade of 10 wt.% at 1.15 kHz, compared to neat ER as a function of
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Table 5.2.: Measured values for ε′ of BN-ER NC at 1.15 kHz compared to values
obtained by rules of mixture.

Fillersize in nm Equation number ε′

70 measurement 3.4
500 measurement 3.9
1500 measurement 4.1
5000 measurement 4.3
- 5.3 3.5
- 5.4 3.5
- 5.5 3.6

Mixture rules have been used to predict the relative permittivity of the
composites, specifically (5.3), (5.4) and (5.5). The values calculated did
not agree well with the measurement, as can be seen in Table 5.2.
The measured values for BN-ER composites correspond very well to a

two parameter natural logarithmic function, like (5.6) below, at 1.15 kHz
and 293 K, where da is the average diameter of the filler material. This
function can be written more general in form (5.7), where parameters A
and B are depending on material constants and other factors, e.g. the
permittivity of the host and filler material, as well as the volume fraction
of the filler.

ε′c = 2.64 + 0.1987ln(da) (5.6)
ε′c = A(var) +B(var)ln(da) (5.7)

5.8. Summary

Due to the alignment of polymer chains on the particle surface we see
an immobilization around the respective particles [104]. This reflects in
a low relative permittivity ε′ of this layer. For NC with low fillgrades
we therefore see a reduction of the ε′ of the composite, even if the ε′ of
the filler material is higher than the unfilled resin. At a certain fillgrade,
which seems dependent on the ε′ of the filler relative to the polymer and
the average filler size, the ε′ surpasses the value of the polymer. The size of
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5.8. Summary

the filler plays an important role. Since the volume of interfaces increases
for decreasing filler size at constant weight percentage, the move to smaller
filler results in larger zones of immobilization. The larger the particles are,
the larger the influence of the filler properties become compared to the
changes to the polymer structure and the influence of the immobilized
layers diminishes. This immobilization can be interpreted as formation of
crystalline layers around the particles.
Differences of the imaginary part ε′′ between neat ER and NC can mainly

be seen at frequencies above 103 Hz. Below 1 Hz some NC show increased
losses, but no significant changes. The ε′′ does not change significantly for
NC as a function of fillgrade.
The β-relaxation peak moves to higher temperature for nanocomposites,

but the observed effects are minor. Exception are SiO2 NC, in which the
maximum of the β-relaxation shifts to lower temperatures. The activation
energy of the β-relaxation for NC show only minor differences to unfilled
epoxy, where the activation energy is 2.79 eV.
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CHAPTER 6

SPACE CHARGES

The great tragedy of Science - the slaying of a beautiful hypothesis by an
ugly fact.
-Thomas Henry Huxley

Space charge (SC) measurements provide information about the distri-
bution of the electric field and provide markers for the ageing state of
an insulation material [83]. It is still subject to debate if SC are cause,
symptom, or both for ageing of insulating materials. Nonetheless, since
an increase of the SC density either indicates or causes ageing, SC are
considered a limiting factor for HVDC applications [105]. In this chapter
the SC dynamics and SC profiles of NC are investigated. The space charge
behaviour of NC during voltage application (poling) and after voltage ap-
plication (depoling) is analyzed.

6.1. Measurement Principle

The pulsed electro acoustic (PEA) method was used for measuring the
dynamic SC distribution in flat, solid insulators [106]. Details about the
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Figure 6.1.: Equivalent circuit diagram of the sample configuration and test setup for
space charge measurements with the PEA method.

setup and the measurement technique can be found in Appendix B.2.

6.1.1. Measurement setup

The test setup is illustrated in Figure 6.1. An electric pulse up(t) is applied
to the sample. In case SC are present, this pulse induces a perturbation
force on each charge. Due to this force the charges move slightly, conse-
quently launching an acoustic wave proportional to the charge distribution
in the sample. The acoustic wave can be detected and transformed into
an electric signal by using a piezoelectric transducer. However, the de-
tected signal does not represent the acoustic signal at the sensor, since the
sensor-amplifier system acts as high pass filter. Deconvolution techniques
are used to take this into account.

6.1.2. Measurement process

The measurement process can be divided in four stages: calibration, poling,
depoling and signal processing. Poling, the application of an electric field
to the sample, was typically applied for 1 hour. The data aquisition starts
with the application of the poling voltage and is continuously until the
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6.2. Sample Preparation

end of depoling. All samples reached a steady state within the poling
time. Poling fields were applied of 10, 15 and 18 kV/mm. The voltage
was subsequently switched off to allow the depoling process to start. Since
polarization at electrode-dielectric interfaces is usually a dominating factor
during poling, SC in the bulk of the material can best be seen during the
depoling stage. This stage lasted up to two hours, after which all samples
were charge free. An amplifier bolstered the signal from the piezoelectric
transducer, which in turn could be aquired by an oscilloscope during the
whole measurement process. The signal underwent processing with Matlab
(for details see Appendix B.2).

6.2. Sample Preparation

Polymeric samples for SC measurement were cleaned with ethanol and
dried afterwards. To ensure good connection between HV electrode and
sample and to reduce reflections, a soft semi-conducting layer was applied
between them. The semi-conducting layer also allows the measurement
of charges at the HV electrode. Most of the measurement signal would
otherwise disappear in the HV electrode and only a small part reflected
back to the sensor. At the earth electrode silicon oil was used to improve
the acoustic properties at this interface. Samples were 50 mm in diameter
and ranged in thickness between 0.5 and 1 mm. The pulse width of the
setup was 10 ns with an amplitude of 600 V for samples of less than 1 mm
thickness. For thicker samples a pulse width of 20 ns was chosen with the
same amplitude of 600 V. For electric field strengths close to 20 kV/mm,
surface flashover could occur because the creepage length was relatively
short. A rubber sheet was utilized to increase the creepage length (see
Figure 6.2). This sheet has a hole in the centre, allowing contact of the HV
electrode with the specimen. The sheet also reduces the field enhancement
at the semi-conducting layer.

6.2.1. Spatial resolution

The spatial resolution s can be calculated as in Equation 6.1 with vs be-
ing the sound velocity and ∆T the pulse width. For epoxy with a vs of
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Figure 6.2.: Illustration of the increase of the creepage length by utilizing a rubber
layer.

2650 m/s the spatial resolution can be calculated as 25 µm for a pulse
width of 10 ns. For a pulse width of 20 ns s equals 53 µm.

s = vs ·∆T (6.1)

6.3. Space Charge Parameters

During post-processing of the measurement data, the average amount of
charges in the sample was determined. For this we integrated the absolute
charge value over the sample thickness and divided by the sample thickness
(see Appendix B.2 for details). The average charge value is the parame-
ter on which we focus on during the stages of charge accumulation and
depletion. From the change of the average charge over time during poling
and depoling, the time constant until saturation und discharge could be
derived.
In space charge profiles the charge at the earth electrode is usually dom-

inant, due to its location close to the sensor. This is a parameter which is
easy to quantify and compare. During poling the charges at the electrodes
often overshadow charge in the bulk of the sample. Hence the location
and magnitude of charges in the bulk can be determined best immediately
after the poling voltage has been disconnected (voltage-off measurement).
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6.4. Space Charge Accumulation

6.3.1. Field enhancement factor

The field enhancement factor FE indicates the deviation of the electrical
field distribution from the uniform field distribution along a specimen. It
can be calculated according to Equation 6.2, where Emax is the maximum
field strength in the sample, EDC is the applied DC voltage per mm.
Without any space charges, the field enhancement factor equals zero. FE
is time dependent, since the maximum field strength in a sample changes
during poling and depoling. More details can be found in Appendix B.2.

FE =
Emax − EDC

EDC
(6.2)

6.4. Space Charge Accumulation

Figure 6.3 shows the average amount of space charge in MgO-ER samples
compared to neat ER as a function of time, for a poling field of 15 kV/mm.
All MgO-samples had considerably lower space charge densities than the
reference sample. After 1 hour of poling the amount of charges in the neat
ER sample was three times higher than in any of the MgO-ER-composites.
MgO exhibits faster charge dynamics than the unfilled epoxy. After less
than 15 minutes MgO-ER samples reached their saturation point, while
the neat ER sample was still accumulating charges. For Al2O3-ER NC
we observe a different behaviour, as shown in Figure 6.4. Two of the NC
show a charge growth that exceeds the growth in neat ER, while specimens
with 2 wt.% show results similar to MgO-ER samples. Figure 6.5 shows
the charge buildup in AlN-ER NC. For these specimens with both 0.5 and
2 wt.% show reduced space charge, while 5% samples show an increase.
The preparation of NC with the first batch of BN particles had some

problems. Crimp et al. [107] showed that the stability of hexagonal BN
in a suspension is dependent on the degree of oxidation of the particles.
Layers of B2O3 on the surfaces of the BN-particles used for initial exper-
iments prevented stable suspension formation. Essentially the B2O3 shell
adds another electrical double layer to each particle, subsequently leading
to an increased ζ-potential. BN particles with a high B2O3 content show a
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Figure 6.3.: Growth of average space charge for MgO-ER-composites compared to
neat ER for 15 kV/mm poling field at 293 K (voltage-on measurement).
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Figure 6.4.: Growth of average space charge for Al2O3-ER-composites compared to
neat ER for 15 kV/mm poling field at 293 K (voltage-on measurement).
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Figure 6.5.: Growth of average space charge for AlN-ER-composites compared to neat
ER for 15 kV/mm poling field at 293 K (voltage-on measurement).

significant ζ potential of -60 to -80 mV from pH 6-10, thereby lowering the
barrier to agglomeration. Even at pH 3 the value of ζ is still larger than
-25 mV. Stable, dispersed suspensions have typically ζ potentials between
-25.7 mV and +25.7mV. At lower pH than 3 we observed monopolymer-
ization of CY231, making it impossible to go below pH 3 during synthesis.
Due to these limitations, the suspension of BN and epoxy was not satis-
factory. This lead to an increased amount of agglomerations, as verified
by means of TEM. TEM analysis also showed that the amorphous BN
nanoparticles (average particle diameter 20 nm) were surrounded by a
crystalline B2O3-layer of 3 to 5 nm thickness.
As seen in Figure 6.7, these BN-ER-composites share the fast charge

dynamics of MgO-ER, but the amount of space charges is considerably
higher. After 1 hour of charging the 0.5 wt.% BN-ER sample had double
the amount of space charges that we observed in the reference sample,
matters being worse with 2 wt.% BN-ER (Figure 6.6). Compared to the
other samples, the 2 wt.% BN-ER-composite shows large amounts of space
charges almost immediately after voltage application. For example, after
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Figure 6.6.: Growth of average space charge for BN-ER-composites compared to neat
ER for 15 kV/mm poling field at 293 K (voltage-on measurement).

1 hour of poling at 18 kV/mm, the amount of charges in 2wt.% BN-ER
samples is 10 times higher than in neat ER.
The BN-ER samples investigated in Chapters 4 and 5 were synthesized

with BN particles from a different supplier. Hence the results from BN-ER
from this chapter are not correlated with results in Chapters 4 and 5.

6.5. Space Charge Profiles

6.5.1. Unmodified epoxy

Figure 6.8 shows the voltage-off space charge profile for unmodified epoxy
after poling for one hour at room temperature. The x-axis represents
the normalized thickness of the respective sample. The high voltage elec-
trode is located on the left side, while the earth electrode is located on
the right for all graphs. Some charge accumulation can be observed at
the earth electrode, but no charge buildup in the bulk of the material.
Hence the electrode charge is dominant for the space charge behaviour at
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Figure 6.7.: Growth of average space charge for BN-ER-composites compared to neat
ER for 15 kV/mm poling field at 293 K (voltage-on measurement).

room temperature. At elevated temperatures this changes, as we can see
heterocharge building up in the bulk of the material (Figure 6.9). A di-
rect comparison of the evolution of SC over time, along the thickness of
the sample for a poling field of 18 kV/mm, can be seen in Figure 6.10.
Figure 6.10(a) shows the evolution of charges over time at 293 K, while
Figure 6.10(c) shows charge accumulation at 333 K. A buildup of a large
amount of heterocharge can be seen in the bulk of the material at 333 K.
Behaviour during depoling is illustrated in Figure 6.10(b) for 293 K and
Figure 6.10(d) for 333 K. The heterocharge, which formed during poling
at 333 K, takes two hours to be discharged.

6.5.2. MgO Nanocomposites

Figure 6.11 shows typical space charge profiles for MgO-ER samples. The
amount of space charge is drastically reduced for MgO-ER-composites,
compared to the neat epoxy. For higher temperatures we see the formation
of homocharge in the bulk (Figure 6.12). These charges are smaller than in
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Figure 6.8.: Space charge profiles of unfilled epoxy for different poling field strengths
after 1 hour of poling (voltage-off-profile) at 273 K.
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Figure 6.9.: Space charge profiles of unfilled epoxy for different poling field strengths
after 1 hour of poling (voltage-off-profile) at 333 K.
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(a) 293 K (b) 293 K

(c) 333 K (d) 333 K

Figure 6.10.: Evolution of SC over time along the thickness of the sample, for unfilled
epoxy for a poling field of 18 kV/mm: poling at 293 K (a) and depoling
at 293 K (b); poling at 333 K (c) depoling at 333 K (d).
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Figure 6.11.: Space charge profiles for MgO-ER with 5 wt.% fillgrade for different
poling field strengths after 1 hour of poling (voltage-off-profile) at 293 K.

unfilled epoxy at the same temperature however. The evolution of SC over
time along the thickness of MgO-ER samples with 5 wt.%, for a poling
field of 18 kV/mm, can be seen in Figure 6.13(a) at 293 K and Figure
6.13(c) at 333 K. Comparison of Figures 6.10 and 6.13 shows three things:
MgO-ER samples have an overall lower amount of SC than unfilled epoxy.
At 333 K the difference is more pronounced than at 293 K. Secondly, the
formation of heterocharge at the earth and HV electrode can be seen in
Figure 6.13(c). The heterocharge can also be seen in the voltage-off profile
(Figure 6.12). Thirdly the charge buildup at 333K is slower in MgO-ER,
compared to unmodified epoxy, as evident in Figures 6.10(c) and 6.13(c).
Corresponding plots for depoling are Figures 6.13(b) and 6.13(d). Here we
observe a much faster charge mitigation at 333 K, compared to unfilled
epoxy.
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Figure 6.12.: Space charge profile for MgO-ER with 5 wt.% fillgrade for different pol-
ing field strengths after 1 hour of poling (voltage-off-profile) at 333 K.

6.5.3. AlN and Al2O3 Nanocomposites

After observing the differences in space charge accumulation for Al2O3-
and AlN-ER samples with different fillgrades, the space charge profiles of
these samples were investigated in more detail. Figures 6.14 and 6.15 show
space charge profiles at different field strengths for AlN-ER composites
with a fillgrade of 2 and 5 wt.% respectively. It is apparent that the
charge accumulation at the electrodes is much larger in specimens with
5 wt.%. AlN-ER with 2 wt.% shows charge profiles similar to MgO-ER
(Figure 6.11) in terms of magnitude. AlN with 0.5 wt.%, as well as Al2O3-
ER with 2 wt.% show similar SC profiles as AlN with 2 wt.%. Alumina
filled epoxy with 0.5 and 5 wt.% on the other hand has similar behaviour
as AlN-ER with 5 wt.%. The fillgrade of the NP seems to have only a
minor influence on the space charge intake.
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(a) 293 K (b) 293 K

(c) 333 K (d) 333 K

Figure 6.13.: Evolution of SC over time along the thickness of the sample, for MgO-
ER with 5 wt.% for a poling field of 18 kV/mm: poling at 293 K (a) and
depoling at 293 K (b); poling at 333 K (c) depoling at 333 K (d).
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Figure 6.14.: Space charge profiles for AlN-ER with 2 wt.% fillgrade for different pol-
ing field strengths after 1 hour of poling at 293 K.
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Figure 6.15.: Space charge profiles for AlN-ER with 5 wt.% fillgrade for different pol-
ing field strengths after 1 hour of poling at 293 K.
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Figure 6.16.: Depletion of average space charge for different NC compared to neat ER
for a poling field of 15 kV/mm at 293 K.

6.6. Charge Depletion During Depoling

Similar to the charging behaviour, we also see a fast depletion of space
charges in NC. The average amount of space charge in various NCs com-
pared to the reference can be seen in Figure 6.16. All MgO-ER-composites
were charge free in less than 30 minutes, having very low space charge den-
sities almost immediately. For other NC we observed a fast charge deple-
tion for samples that had a low intake of charges to begin with, e.g. AlN
with 2 wt.%. Samples with higher charge density, e.g. AlN-ER and Al2O3-
ER with a fillgrade of 5 wt.% each, also showed slower charge dynamics
than the unfilled base material.
BN-ER with 0.5 wt.% was charge free after 40 minutes, showing larger

amounts of trapped charges than the reference sample. The BN-ER-
composite with 2 wt.% showed the highest amount of space charges. After
1 hour of depoling with a poling field of 18 kV/mm, the charge was still
40 % higher than the peak value of the 2 % MgO-ER-sample during poling.
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Figure 6.17.: Distribution of the electric field in unfilled epoxy (a) and MgO-ER with
5 wt.% (b) at 333 K.

6.7. Electric Field

Electric field plots have been created for unfilled epoxy and MgO-ER sam-
ples. Since the field enhancement is more distinct at higher field strengths,
the following plots were obtained for poling fields of 18 kV/mm.
Figure 6.17 shows how the electric field distribution changes as result of

a temperature increase to 333 K. Poling field strength was 18 kV/mm. It
can be seen that the 5 wt.% MgO-filled sample (Figure 6.17(b)) has lower
field enhancements than the unfilled epoxy (Figure 6.17(a)). The highest
field enhancement can be found at the earth electrode, as a result of het-
erocharge at this electrode. Values for the field enhancement at the earth
electrode can be found in Table 6.1. MgO-ER also shows heterocharge at
the HV electrode and homocharge in the bulk. Unfilled epoxy on the other
hand has homocharge at the HV electrode, leading to a field reduction.

6.8. Discussion

For AlN and Al2O3, the impact of the surface functionalized nanoparticles
on the space charge behaviour unfolds in combination with TEM analy-
sis. The correlation of TEM analysis and space charge measurement shows
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6.9. Summary

Table 6.1.: Maximum field enhancement for unmodified epoxy and MgO-ER with
5 wt.% at different poling field strengths.

Filler type 10 kV/mm 15 kV/mm 18 kV/mm
unmodified at 293 K 12 % 8 % 16 %

at 333 K 25 % 36 % 58 %
MgO 5 wt.% at 293 K 20 % 20 % 15 %

at 333 K 22 % 26 % 33 %

that the quality of the particle dispersion has a considerable influence on
the space charge behaviour of the nanocomposite. Samples which showed
more agglomerates, also showed increased charge accumulation. This can
be explained by the agglomerates of nanoparticles acting as charge traps.
These charge traps could originate from various mechanisms. One possi-
bility is self-trapping of electrons, which is suspected to occur in polymers.
The field of a free electron can affect the molecular structure in the less
rigid, amorphous regions of a polymer. A moving electron can cause a lo-
cal potential drop. This potential drop can then attract an electron. The
attracted electron is either the electron that established the drop, thus self-
trapping, or an electron nearby [83]. Since agglomerates are zones where
crystalline and amorphous regions interfere with each other and overlap,
electrons find themselves restricted to travel through narrow amorphous
corridors. Agglomerates could also lead to increased interfacial polariza-
tion and thus charge accumulation.

6.9. Summary

Nanocomposites with MgO-filler show a reduced intake of space charges
during poling, compared to unmodified epoxy. At 333 K the field distri-
bution changes considerably. Neat epoxy shows homocharge at the HV
electrode and heterocharge in the centre and the earth electrode. With
MgO NP on the other hand we observe heterocharge at both electrodes
and homocharge in the centre of the sample. The maximum field enhance-
ment at 333 K is 20 % lower in MgO-filled NC than in neat epoxy for
a poling field of 18 kV/mm. The MgO nanocomposites also show slower
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6.9. Summary

charge buildup at 333 K, in combination with faster charge dissipation
during depoling. MgO filled NCs are charge free in less than half the time
unfilled epoxy needs. NC with other fillers showed similar behaviour as
MgO-filled NC for certain fillgrades.
In combination with TEM results it was concluded, that the particle

distribution in NC has a major impact on the SC behaviour of the com-
posite. NC with more agglomerations showed more charges in the bulk,
due to charge trapping and interfacial polarization.
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CHAPTER 7

INDUSTRIAL PROCESSING

What would life be if we had no courage to attempt anything?
-Vincent van Gogh

The introduction of nanotechnology to existing products faces similar
problems that often arise with novel technologies. It is only in certain
cases feasible to simply introduce a new technology to an existing product
and expect an improvement. As an example: if the silica filled epoxy in-
sulation of a cast resin transformer gets replaced by epoxy with nanoscale
silica, the price for each transformer would increase drasticly. This is due
to the fact that the conventional size filler, which is used in large quanti-
ties, is cheaper than the base resin itself. Simply replacing microscale filler
with nanoscale filler would correspond to a decrease in fillgrade. There-
fore the cost would increase twofold: more epoxy is needed to replace the
conventional silica, and nanoscale silica is more expensive than microscale
silica. The improvement in terms of electrical, mechanical or chemical
properties would not justify the steep price tag. Thus, the introduction of
nanodielectrics makes most sense if the properties of the NC are considered
already at the design stage. One cannot expect nanodielectrics to take the
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7.1. Upscaling

industry by storm, since NC have to compete with materials which are
known as proven technology. This is similar to the problems electric cars
face now. They also have to compete with established technology which is
considerably cheaper. But also similar to electric cars, NC do already have
unique advantages. These advantages make NC interesting for products
that reached the limit of what can be achieved by conventional means. At
the time of writing industrial application of NC in power engineering is
scarce, but e.g. HVDC cables with nanoscale MgO filler are being pro-
duced already [46]. For the near future the author expects the following
stages of product development:

NMC (within 3 years) - the first stage will most likely see combinations of
nano- and micro (or meso) scale filler, where the nanofiller is used to
further improve the microcomposite. This has the advantage that it
can be introduced relatively easy into an already existing manufac-
turing process, with only few adaptions.

Tailored materials (within 8 years) - overlapping with the first stage, the
years after introduction of NMC will see NC for special applications,
where the unique properties NC offer can help working around cur-
rent limitations.

NC as standard (within 10 to 20 years) - this stage will be reached when
nanomaterials get cheaper. Also, manufacturing sites need to be
adapted to meet the safety regulations necessary for handling nanopar-
ticles. We will see devices that are designed from scratch, using the
possiblities of NC to full extent.

7.1. Upscaling

The procedure as described in Chapter 2 provides reproducible samples
with a good dispersion of nanoparticles. But it is challenging to introduce
this procedure into running industry processes, for two reasons:

1. The long time the preparation takes.

112



7.1. Upscaling

2. The complexity of the procedure.

Both make it difficult to introduce this process into industry processes,
where large amounts of material have to be cast in a relatively short time-
span. One way of coping with the problem would be to cut time at the
steps that are the most time-consuming. Some ideas to shorten the time
needed for the procedure:

• use of a solvent with lower boiling point

• disconnect particle preparation from the rest of the procedure

• preparation of a masterbatch

• use of in-situ particle preparation, like the sol-gel method

7.1.1. Different solvent

One way of improvement would be the use of a solvent with lower boiling
point. A list of candidates has been compiled in Table 7.1. Acetone and
methanol look promising at first. Acetone has the lowest boiling point of
the candidates. The problem is that preliminary experiments that should
lead to a good dispersion of nanoparticles in acetone failed. None of the
dispersion methods at our disposal (see Appendix A.2.2) could provide a
sustainable suspension of dispersed nanoparticles in an acetone solvent.
Methanol has a lower boiling point than ethanol and seems to dissolve
the agglomerates well. However, methanol is more toxic than ethanol,
10 ml can cause permanent blindness and 30 ml are potentially fatal [108].
Also methanol is too aggressive to use it in the laser diffraction setup
(Appendix A.2). Therefore we could not quantify the quality of the particle
dispersion. Water and toluene have a higher boiling point than ethanol
and are therefore not useful for speeding up this process step. However,
they are useful for an alternative particle preparation process, illustrated
in Section 7.1.2.

113



7.1. Upscaling

Table 7.1.: Examples for solvents that can be used.

Substance chemical formula boiling point in K
Acetone C3H6O 329.68
Ethanol C2H6O 351.55
Methanol CH3OH 337.85
Toluene C6H5CH3 383.75
Water H2O 373.124

7.1.2. Seperate particle preparation

One way of reducing time for the sample preparation process would be
to detach the particle preparation from the rest of the procedure. In this
case a larger amount of particles would be functionalized at once, dried,
and could be easily stored for further use. The outline of the process
can be seen in Figure 7.1. In Figure 7.1(a) the particles are dispersed in
a suitable solvent, e.g. water or toluene (Table 7.1). Then a coupling
agent is added and the solution gets hydrolized in Figure 7.1(b). Surface
functionalized particles become hydrophobic. This leads to clusters of
surface functionalized particles, as illustrated in Figure 7.1(c).
The solvent, unreacted silane and particles without functionalization can

be filtered out, by using a filter with corresponding grain size. This leaves
the agglomeration of functionalized particles in the filter (Figure 7.1(d)).
Due to the functionalization it should be possible to disperse the parti-
cles easily in a polymer, when mixed with high shear methods. Particles
prepared with this method can be stored for longer time and in larger
quantities. Problems might occur with any agglomerations prior to hy-
drolysis. They would be functionalized as a cluster and therefore are very
difficult to disperse in the polymer. That would lead to increased agglom-
erations in the final product. But the main problem is that dry, surface
modified nanoparticles need to be evaluated in terms of nanotoxicity (see
Appendix C). It will be necessary to provide special storage rooms, suit-
able for nanotoxic materials.

114



7.1. Upscaling

SCA

hydrolysis

filtrationclustering

dispersion

solvent
(a) (b) (c) (d)

Figure 7.1.: Alternative particle preparation: (a) dispersion of particles in a solvent,
e.g. water or toluene; (b) surface functionalization by adding silane; (c)
agglomerations of functionalized, hydrophobic particles; (d) filtration

7.1.3. Masterbatch

Alternatively a masterbatch of resin with surface functionalized particles
can be created, as illustrated in Figure 7.2. A masterbatch is the con-
centrated mixture of additives into a carrier polymer during a heating
process, which is subsequently cooled down and cut into granular shape.
This works best with a base resin which is solid at room temperature.
Bisphenol-A resin of the type CY231 would require refrigerated storage
units for example. Otherwise the liquid mixture could start to polymerize
during storage.
To obtain a polymer with the desired fillgrade, a constituent of the

masterbatch needs to be heated up and diluted with neat epoxy. Subse-
quently it can be mixed with a curing agent, cast and cured like a generic
thermoset. There is the risk of introducing impurities during granulation
however. This is only a minor issue, compared to troubles that can arise
with other methods.

7.1.4. In-situ synthesis

Chapter 2 explains the procedure of ex-situ polymerization. An alterna-
tive to this is in-situ polymerization, synthesis of the particles inside the
polymer. One example for in-situ polymerization is the sol-gel method uti-
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7.1. Upscaling

***(a) (b) (c)

(d) (e) (f)

Figure 7.2.: A concentrated mixture of NP in a carrier polymer (a) is cooled down
(b) and cut into granular shape (c), which enables long term storage (d).
After storage the masterbatch can be used by heating up (e) and diluting
with the respective monomer and a constituent amount of curing agent
while mixing (f), before casting and curing.
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7.1. Upscaling

lized by the company NanoresinsTM to create Nanopox R©, the base for the
SiO2-filled NC analyzed in Chapters 4 and 5. Various methods for various
materials are known, e.g. montmorillonite (MMT) in PE [109] or barium
titanate in epoxy [110].
The problem with this method is that by-products of the synthesis re-

main in the system. We attribute the increased relative permittivity we
measured in Chapter 5 to this. Regardless of how the particles are syn-
thesized, some by-product of the reaction will remain in the final product.
Rigorous testing has to show if these by-products impair the dielectric
properties. The reduction of treeing resistance witnessed in certain in-situ
synthesized composites might be the direct result of such by-products [111].

7.1.5. Dispersion in final products

Industry standards, of which ISO 9000 is the most prominent example,
require that the quality of industrial products remains constant through-
out production cycles. The introduction of nanoparticles, which by their
very nature are elusive to measuring systems, raises the question of how to
validate consistent quality. Factors that need to be taken care of include
dielectric properties, the average particle size and dispersion. The average
particle size should be determined by the supplier, while particle dispersion
is rather difficult to quantify. It requires SEM or TEM techniques, which
are rather costly and time consuming. However, if all critical factors dur-
ing particle preparation and mixing are invariable, the particle dispersion
has shown to be consistent (Appendix A). Therefore an in-depth investi-
gation with TEM or SEM to validate the quality of particle distribution
is only necessary at the beginning of a new process. It only needs to be
repeated if there is an indication for changes of the material structure. A
good indication for this is the measurement of the relative permittivity,
since it has been proven to be susceptible to material changes due to the
introduction of nanoparticles (Chapter 5). Therefore regular tests of the
permittivity of the material can be used for quality monitoring. Thermo-
gravimetric analysis can be used to monitor the particle concentration and
filler weight percentage, making it a valuable complementary monitoring
tool (Appendix A.3).
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7.2. Possibilities for the near future

7.2. Possibilities for the near future

7.2.1. Nano-micro composites

NMC are likely candidates of nanodielectrics to be the first to see their
widespread use within high voltage and power engineering. Research in-
terest focuses so far on NMC (also called NMMC) based on epoxy with
nano- and microscale silicon dioxide [112, 32] or titanium dioxide [55].
One example for in-situ synthesized nanoscale SiO2 in an epoxy matrix,

that can be used in conjunction with microscale fillers is Nanopox R©. It
is already mentioned in Chapters 2, 4 and 5. It shows increased DC BD
strength (see Chapter 4) but has also been shown to be more susceptible
to electrical treeing than unfilled epoxy [111].

7.2.2. Field-structured nanocomposites

Aligning of nanoparticles by exploiting the electrorheological effect during
curing can lead to anisotropic electroceramic-polymer composites [113].
The frequency-dependent electrorheological effect was discovered in 1949
by Winslow [114]: the application of an electric field leads to a redis-
tribution of particles in a polymer. Depending on the alignment in the
direction or perpendicular to the applied field, the composites are called
either z-aligned or x-z-aligned.
It has been shown that structuring can enhance the BD strength in

polymers along one axis [115]. Thus field-nanostructuring can be used to
enhance the BD strength in known weak spots. The relative permittivity
can also be altered in one direction, which may provide a platform for
materials with higher energy storage density [116].

7.2.3. Nanofluids

The majority of research on nanomaterials in high voltage and power en-
gineering focuses on solid insulation. Not many people are aware of the
possibilities nanoparticles can offer in liquid insulation materials. It was
already mentioned that transformer-oil based nanoliquids have experimen-
tally shown to have higher positive voltage breakdown levels than conven-
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7.2. Possibilities for the near future

tional transformer oil [59]. Nanoliquids provide interesting new ground
for sustainable solutions as well. Ester based insulation liquids have been
considered for electrical insulation for decades, but shortcomings compared
to conventional transformer oil still prevents widespread application [117].
With the use of nanoparticles it is possible to create alternative insulation
fluids, with properties that combine the advantages of ester liquids with
those of conventional transformer oil.
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CHAPTER 8

CONCLUSIONS

Believe those who are seeking the truth. Doubt those who find it.
-André Gide

An often asked question is, what makes nanocomposites work differently
than the insulation material we use today? The short answer to this ques-
tion is: their surface. As we calculated very small, nanoscale particles
possess a much larger relative surface area than conventional, micro-sized
particles. For nanocomposites it is vital to utilize this increased surface
area by means of surface modification, which makes the nanoscale filler
material compatible with the surrounding medium. We have shown that
the surface modification by a silane coupling agent leads to an alteration of
the surrounding medium. It turns out that this alteration is negligible for
micro-scale filler material at low fillgrades, but is significant for nanoscale
particles. We have shown that for average particle sizes of less than 25 nm
only a small % of filler material is needed to achieve a widespread rear-
rangement of the host material.

In the course of this research, a manufacturing process for creating
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nanocomposites with various filler types was devised. Aluminium oxide,
aluminium nitride, magnesium oxide and boron nitride nanoparticles un-
derwent surface modification with a silane coupling agent, before they were
introduced into an epoxy resin system. An even distribution of nanopar-
ticles is essential for the composite to be considered a nanomaterial. Vari-
ous techniques, like transmission electron microscopy and laser diffraction,
were utilized to investigate the particle dispersion, thus the quality of the
nanocomposite, at every step of the process.
It has been shown how nanoparticles can alter the way the molecular

chains of the surrounding polymer are aligned. According to intermolecular
forces, these chains form layers that surround the individual nanoparticles.
A model has been formulated to describe the morphology of nanocompos-
ites, called polymer chain alignment model, or PCAM. Nanocomposites are
partitioned into four parts in this model:

Particles - with surface modification

Aligned layer - a rigid inner layer, in which molecular chains are perpen-
dicular to the particle surface due to intermolecular forces

Affected layer - a second layer, which represents the transition between
the rigid inner layer and the amorphous host material

Host material - polymer unaffected by the filler material

The PCAM allowed to calculate the distance of a particle to its nearest
neighbour in an idealized nanocomposite. The calculated values were com-
pared to data from transmission electron microscopy. Agreement between
model and measurement is good for specimens with an even distribution
of particles and narrow particle size distribution. With more particle ag-
glomerations and higher variation of the average particle size the deviations
between model and measurement increase.
Short term DC breakdown tests have been performed to assess the di-

electric strength of nanocomposites. Two observations dominate the DC
breakdown behaviour of the investigated materials. The first is that the
nanocomposites show their highest breakdown values at the lowest fillgrade
(or second lowest fillgrade in case of aluminium nitride particles). Increase
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of the fillgrade above 2 % by weight leads to a decrease of the breakdown
values. The second observation is that the breakdown values increase for
decreasing filler size in case of boron nitride filler material.
The relative permittivity of the manufactured nanocomposites, with fill-

grades at and below 10 % by weight, is generally lower than either of the
involved materials. This is a direct result of the low permittivity aligned
layer around surface modified nanoparticles. The rigid layer has reduced
mobility, thus reducing the permittivity of the bulk material due to the
large amount of aligned layers within the nanocomposite. The minimum
permittivity could usually be measured at a fillgrade of 2 % by weight. Fur-
ther increase of the fillgrade would increase the permittivity again, since
the higher permittivity of the filler material becomes more dominant. The
particle size is important for this effect, since the surface area and therefore
the volume of the rigid layers increase with decreasing particle size.
Space charge behaviour, which is important for the design and operation

of high voltage DC equipment, was investigated with the pulsed electro-
acoustic method. It has been observed, that the filler dispersion has an
impact on the space charge dynamics. In nanocomposites with an even
dispersion the space charge density is reduced, compared to the unfilled
polymer. However, as agglomerations increase, a higher charge intake is
the consequence. The only exception are magnesium oxide nanocompos-
ites, which show reduced space charges regardless of the dispersion quality.
This is explained by the agglomerates acting as charge traps. Large ag-
glomerates can also lead to increased interfacial polarization.
The PCAM suggests that the distribution of nanoparticles is important

for the dielectric properties. Increased particle agglomeration can lead
to field enhancements and act as charge traps. It also predicts the real
part of the complex permittivity to be influenced by the rigid aligned
layers, which reduce the bulk permittivity. This has been confirmed by
the measurements mentioned above.
Finally an outlook was given on the possibilities of introducing nano-

dielectrics into industrial processes in the near future. These possibili-
ties include polymer based nano-micro-composites, anisotropic electroce-
ramic polymer composites and nanofluids. The latter can be based on ei-
ther conventional transformer oil or ester based insulation liquids. Nano-
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micro-composites are likely candidates to be the first nanodielectrics in
widespread use in electrical engineering, because they have the potential
to combine advantages of nanomaterials with those of well known materials
with microscale filler.
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CHAPTER 9

RECOMMENDATIONS

I may not have gone where I intended to go, but I think I have ended up
where I intended to be.
-Douglas Adams

The BD tests that have been conducted as part of this thesis are short
term values. For practical applications the long term and ageing be-
haviours are of vital importance. Therefore a series of ageing tests would
be an appropriate continuation of this work.
Tests on samples with BN filler showed a logarithmic correlation between

relative permittivity and filler size. In order to determine how the parame-
ters A and B of this function are affected by other particle properties, more
measurements are needed with different filler materials of various particle
size with an aspect ratio close to 1.
Epoxy solely filled with nanoparticles is too expensive for a lot of indus-

trial applications. NMC with microsized silica filler in combination with a
nanoscale filler is a feasible way of introducing NC into the manufacturing
stage. Thus an evaluation of the dielectric properties of NMC is an inter-
esting prospect. Due to their impact on the space charge behaviour, MgO
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nanoparticles would be a suitable candidate for the nanophase of NMC.
Particles are so far randomly distributed and spherical or almost spher-

ical. In order to achieve the long term goal of tailored nanomaterials, two
things would be important: an investigation of the impact of the filler
aspect ratio and of the alignment of particles on the dielectric properties.
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APPENDIX A

SPECIMEN CHARACTERIZATION

Creating NC is a complex task, as elaborated in Chapter 2. Sophisticated
characterization techniques are needed, to validate that the investigated
specimens are indeed NC. The morphology of the particles was analyzed
by means of X-ray diffraction. Laser diffraction was used for determining
if ethanol is an adequate solvent for the NP we intended to use. It was also
used to investigate which mixing method works best for dispersing the par-
ticles in a solvent. Thermogravimetric analysis was used to investigate the
surface functionalization and the particle concentration in different parts
of the sample. Electron microscopy was used to determine the particle
distribution and average particle size.

A.1. X-ray Diffraction

The morphology of the particles was investigated with X-ray diffraction
(XRD). The intensity I of an X-ray beam gets reduced as it passes through
a material. The decrease is proportional to the distance traversed by the
beam x, as shown in Equation A.1, where µ represents the linear absorp-
tion coefficient. Integration of Equation A.1 gives Equation A.2, where I0
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(a) Al2O3 (b) Al2O3 with 10 wt.%

Figure A.1.: XRD spectra of Al2O3 A.1(a) and AlN A.1(b) particles.

is the intensity of the incident beam and Ix the intensity after the distance
x within the material. This Equation is often written in form of A.3, where
ρ is the density of the material and µ/ρ the mass absorption coefficient.
XRD patterns of as-received powders were obtained at ambient tempera-
ture using a Bruker-AXS D8 advance diffractometer. The 2θ ranges of the
data were from 10◦ to 90◦ with an increment of 0.02◦. Examples are shown
in Figures A.1(a) and A.1(b) for Al2O3 and AlN respectively. The spec-
tra obtained with XRD can be compared to reference spectra to identify
the lattice structure. By means of XRD we identified the crystal lattice
structure of all particle types we used, as compiled in Table 2.1 on page
17.

−dI
I

= µdx (A.1)

Ix = I0 · e−µx (A.2)

Ix = I0 · e−ρ
µ
ρ
x (A.3)
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A.2. Laser Diffraction

Laser Diffraction (LAD) is a widely applied particle sizing technique. It
uses angular light scattering to determine the particle size distribution.
LAD has a broad measuring range and a high resolution (particle diameter
range 0.04 - 2000 µm). Dry samples have to be dispersed in water, ethanol,
cyclohexane or air. The result from the laser diffraction comes in form
of a size distribution and has to be calculated via different mathematical
models from the raw measurement data. It is intended for characterization
of spherical or almost spherical particles. Therefore measurement on non-
spherical particles leads to larger error margins. The instrument we used
is the Coulter LS 230.

A.2.1. Sample preparation

For each measurement 0.2 g of Al2O3 particles were dispersed in 10 g
of ethanol or demineralized water. The particles in water were mixed
by hand for some seconds and an anionic dispersant (sodium-diphosphate
(Na4P2O7)) was added to reduce the surface tension of the particles, thus
keeping the solution stable. In ethanol the particles were dispersed in
various ways:

• Ultrasonic bath for 30, 60 and 120 minutes

• Ultrasonic probe for 5 minutes

• Ultrathurrax for 8 minutes

• Mixing by hand

A.2.2. Results

Figure A.2 shows the particle distribution of Al2O3 in water compared to
ethanol without mixing. About 95 % (wt.) of the particles are smaller than
350 nm in water, with an average particle size of 141 nm. In ethanol only
5 % (wt.) of the agglomerates are smaller than 1 micron, while 95 % are
larger. Most agglomerates of particles are approximately 15 µm. Therefore
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it is needed to disperse the particles by mechanical means. Figure A.3
shows the particle dispersion in ethanol for different methods of dispersion.
Surprisingly, the ultrasonic bath shows to be the best method for particle

dispersion, as can be seen in Figure A.3. After 30 minutes in the ultrasonic
bath about 90 % (wt.) of the particles are below 350 nm, with an average
size of 141 nm, similar to the results of water. After 60 minutes almost all
agglomerates are well dispersed, as can be seen in figure A.4.
The ultrasonic probe is the dispersing method with the highest energy

density in this series of measurement. Drawback of this method is that
the full power of the probe can only be applied for a relatively short time.
When applied longer than 10 minutes, the suspension started to boil. The
size distribution is worse than with the ultrasonic bath: only 30 % of the
particles were below 0.6 µm. Interesting are the two peaks above 0.6 µm,
which indicate that the ultrasonic probe does not simply dissolve the par-
ticles, but also encourages agglomerations of specific sizes. Use of the
ultraturrax high shear mixer results in a distribution which is marginally
better than without mixing, but inferior to the ultrasonic probe. Only
15 % (wt.) of the agglomerates are below 1 micron in size.
Additional tests have been made on Al2O3 treated with EPPS, in order

to see if the ethanol-Al2O3-suspension is stable and can be stored for longer
periods of time. As shown in Figure A.5, the particles showed a good
dispersion in ethanol after 5 days, for both treated and untreated Al2O3.
Since there was no reagglomeration in either sample, we can assume that
the suspension is stable. And even if there would be some agglomeration
after months of storage, this problem can be easily solved by ultrasonic
treatment.

A.2.3. Summary

Analyzing the size distribution by means of laser diffraction showed that
water with sodium-diphosphate would be the best solvent for nanoscale
Al2O3. However, due to the higher boiling point it is not the best candidate
for the synthesis method described in Chapter 2. If the process tempera-
ture is too high during the stage of the solvent evaporation, monopolymer-
ization of the resin can occur. Ethanol is preferred due to it’s lower boiling
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Figure A.2.: Comparison of the Al2O3 dispersion in water and ethanol.
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Figure A.3.: Influence of the mixing method Al2O3 in ethanol.
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Figure A.4.: Influence of the application time of the ultrasonic bath on the Al2O3

dispersion in ethanol.
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Figure A.5.: Influence of the silane treatment on the Al2O3 dispersion in ethanol after
5 days of storage.
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point, but needs a suitable dispersion method, since most particles form
agglomerates of approximately 15 µm. The best method for dispersion
is the use of an ultrasonic bath for sufficient time, typically 60 minutes.
Ultrasonic probe and high shear mixing proved to be inefficient methods
for breaking up agglomerations of NP. With the probe we also witnessed
that the solution started to boil after approximately 10 minutes, which
prevents long mixing times.
After five days of storage no significant re-agglomeration could be mea-

sured, which showcases the stability of the Al2O3-ethanol-suspension. LAD
results after five days were identical to those taken directly after dispersing
the particles.

A.3. Thermogravimetric Analysis

A.3.1. Validation of the surface functionalization

With laser diffraction it was not possible to determine if the silane treat-
ment was successful, since EPPS is too small compared to the Al2O3-
particles. The additional layer on the particle surfaces is not visible due
to the measurement inaccuracy. Surface treatments did also not cause any
observable difference in TEM micrographs. Therefore we utilized TGA for
validation of the surface functionalization.
The thermal degradation behaviour of EPPS for treated and untreated

nanoalumina particles was characterized. The idea was to see if EPPS is
present at the surface of the alumina particles. Measurement was done
in both air and nitrogen gas (N2) atmosphere, with a heating rate of 10
K/min. Figure A.6 shows the effect of the SCA treatment on the degra-
dation behaviour of alumina nanoparticles in air, Figure A.7 in a N2 at-
mosphere.
Aluminum oxide is a very dense and stable material. There is no weight

change up to 470 K. The SCA attached to the particle surface has an
organic chain, which degrades at elevated temperatures. This leads to a
weight loss, which could be observed at treated particles: modified alu-
mina particles have a much higher weight loss than untreated ones. TGA
analysis therefore indicates that the silane coupling agent was successfully
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Figure A.6.: TGA analysis on Al2O3 samples with and without surface functionaliza-
tion. It shows a much higher weight loss for treated particles, indicating
successful surface functionalization.

grafted on the alumina nanoparticles surface.
Another indication for the presence of EPPS on the surface of nanoa-

lumina can be seen in the graphs that depict the existence of individual
elements inside the composite. In Figure A.12(a) on page 140 it can be
seen that Si, the basis of our coupling agent, is present and dispersed
throughout the material. These results were obtained using SEM analysis
with EDS (see Section A.4.2).

A.3.2. Particle concentration profile

In early experiments there were problems with sedimentation of particles
and particle agglomerations on the bottom of the samples due to grav-
itational settling. To investigate if sedimentation is a problem with the
synthesis method, a cylindrical sample was cast. Three parts were cut out
from the top, bottom and centre of the sample. These specimen underwent
thermogravimetric analysis (TGA) with a TGA 7 Thermogravimetric An-
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Figure A.7.: TGA analysis on Al2O3 samples with and without surface functionaliza-
tion. It shows a much higher weight loss for treated particles, indicating
successful surface functionalization.

alyzer by Perkin Elmer. In the course of the TGA analysis the organic part
of the sample is incinerated. The weight of the remaining inorganic parti-
cles can be determined. In case of gravitational settling of the nanoparticles
on the bottom, we should observe the majority of alumina there and only
a small amount on the top of the sample. But as shown in Figure A.8,
results for the three parts of the sample did not differ significantly.

A.4. Electron Microscopy

TEM

1nm  1µm 1mm           1m

AFM

SEM

opt. microscopy

Figure A.9.: Overview of usability of dif-
ferent types of microscopy.

Normal visual light has a wave-
length of 4000 Angstroms (Å).
Therefore, investigating an object
smaller than 0.4 µm is not possi-
ble with conventional optical mi-
croscopy. The typical wavelength
of an electron beam is about 1 Å.
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Figure A.8.: TGA analysis on Al2O3-epoxy sample with 0.5% per weight. It shows
that the amount of particles in top, centre and bottom of the sample
does not change significantly, hence the sedimentation encountered in
the composite is negligible.
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When the light source is changed
into an electron gun, the wavelength becomes 100.000 times smaller.
Therefore the smallest detectable object is much smaller compared to an
optical microscope, as illustrated in Figure A.9. We utilized transmission
electron microscopy (TEM) and scanning electron microscopy (SEM) for
characterizing our NC.

A.4.1. TEM Analysis of NC

Particles

TEM allows us to view at the individual particles in an ethanol suspen-
sion, as shown in Figure A.10. Obtained particle properties are compiled
in Table A.1. The micrograph of Al2O3 (figure A.10(a)) shows the shape
of the crystalline particles being spherical. An average diameter of 25 nm
could be calculated with particle sizes ranging from 10 to 200 nm. MgO
particles show a very narrow size distribution with an average of 22 nm (fig-
ure A.10(b)). The crystalline particles have spherical, egg and truncated
cubic shapes. AlN particles are also crystalline, with spherical, hexagonal
and cubic structures as shown in figure A.10(c). An average diameter of
60 nm was calculated, with a better size distribution than Al2O3. BN
particles are amorphous with spherical and truncated cubic shapes. They
have particle sizes between 4 and 32 nm with 20 nm on average. BN
particles of the first batch exhibited a layered crystalline shell (8-10 lay-
ers) of 2.5-3 nm thickness (Figure A.10(d)), which corresponds to boron
oxide (B2O3). These BN particles caused severe difficulties when trying
to disperse them in a solvent. Later batches of BN were crystalline and
hexagonal, with an average diameter of 70 nm. These particles were easier
to disperse and did not exhibit a thick B2O3 shell.

Nanocomposites

For TEM micrographs of NC, thin films of 20 to 40 nm thickness were
cut out from the bulk material of the respective specimen by means of a
diamond saw.
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(a) Al2O3 particles. (b) MgO particles.

(c) AlN particles. (d) BN particles.

Figure A.10.: TEM micrograph of various nanoparticles: Al2O3 A.10(a),
MgO A.10(b), AlN A.10(c) and BN A.10(d).
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Table A.1.: Particle properties as indicated by TEM analysis
Type Average diameter Shape Structure
AlN 60 nm spherical, hexagonal, cubic crystalline
Al2O3 25 nm spherical crystalline

BN (B2O3) 20 nm spherical, truncated cubes amorphous
BN 70 nm hexagonal crystalline
BN 500 nm platelets crystalline
BN 1.5 µm spherical crystalline
BN 5 µm spherical crystalline
MgO 22 nm spheres, eggs, truncated cubes crystalline
SiO2 20 nm spheres crystalline

(a) TEM micrograph of 2 wt.% Al2O3

particles in an epoxy film.
(b) TEM micrograph of 5 wt.% Al2O3

particles in an epoxy film.

Figure A.11.: TEM micrograph of Al2O3-ER NC.
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(a) Al2O3 with 0.5 wt.% (b) Al2O3 with 10 wt.%

Figure A.12.: SEM micrographs of Al2O3-ER with 0.5% A.12(a) and 10% A.12(b)
per weight with 20.000 times magnification. Quantitative analysis of
the components of our sample shows Al well dispersed in the epoxy.

In Figure 2.6 (page 26) an Al2O3-ER composite with a fillgrade of 2 wt.%
can be seen. It shows that small clusters of particles are evenly dispersed
throughout the material. Given that the dispersion is similar in all three
dimensions, we can assume from the TEM results that samples with 2 wt.%
Al2O3 have good dispersion of nanoparticles. Figure A.11(a) shows a close-
up of an agglomerate. The large circles that can be seen in the micrographs
are from a carbon mesh of the sample holder in the background and not
part of the specimen.
Figures 2.7 (page 27) and A.11(b) (page 139) show the dispersion of

Al2O3 for 5 wt.%. There are some larger agglomerates compared to 2 wt.%,
but the overall distribution of particles is good, since most particles and
agglomerates are below 100 nm.

A.4.2. Quantitative Analysis of NC with SEM

When a specimen surface is irradiated by an electron beam, interaction
between the electron beam and the atoms composing the specimen pro-
duce various kind of information. The electrons generated by the electron
gun are accelerated and irradiate the sample. The electron has a kinetic
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energy proportional to the accelerating voltage. The kinetic energy dissi-
pating within the sample generates characteristic X-ray-signals from the
specimen. These characteristic X-ray generated by irradiating the speci-
men can be analyzed twofold:

qualitative analysis where the elements that constitute the specimen are
identified

quantitative analysis a calculation of their weight concentrations

We used SEM to make a quantitative analysis of our specimen, to in-
vestigate if the samples have the desired weight percentage of nanofiller
and their distribution. This analysis indicates good dispersion of nano-
alumina for surface functionalized particles, as can be seen in figure A.12.
Comparing Figures A.12(a) and A.12(b), for 0.5 and 10 wt.% respectively,
it is apparent that the density of Al2O3 Al-atoms (and therefore Al2O3

particles) is increasing with the fillgrade. Also we noticed that the quality
of the dispersion is fluctuating with the fillgrade. Samples with 2 wt.%
show the best dispersion, while 0.5 % and 10 % show the worst. Rela-
tively large clusters and agglomerates can be found in samples with 0.5 %
wt. The reason for this is that with larger filler content the mixing gets
more effective, since there are more particles who shear along each other.
Therefore the particles get spread out more evenly than in samples with
low filler content, where only very few particles are involved. With fill-
grades of 5 wt.% and higher on the other hand, there might be too many
nanoparticles in the system, which leads to a state where agglomerates are
difficult to avoid. Figure A.12(a) also shows that Si is dispersed evenly
throughout our NC. Si is the basis of our coupling agent and indicates
that the surface modification with EPPS was successful.

A.4.3. Summary

Investigation with TEM and SEM revealed the particle dispersion, average
particle size and what elements are present in our NC. The quality of the
particle dispersion varied in our NC, depending on the fillgrade:

• Particle dispersion is the best in samples with 2 wt.%
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• Particle dispersion in samples with 0.5 wt.% is not ideal, due to the
fact that there are not enough partices to shear among each other
during mixing

• The quality of dispersion degrades for higher fillgrades, due to the
fact that there are too many particles and agglomerations are difficult
to be avoided

Average particle sizes have been identified for Al2O3 (25 nm), AlN (60 nm),
BN (20 nm first batch, 70 nm second batch), MgO (22 nm) and SiO2

(20 nm). Apart from the first batch of BN all particles were crystalline.
Quantitative analysis with SEM confirms TGAmeasurements about sur-

face modification. An even dispersion of Si, basis of the coupling agent
used, could be found in each NC.

A.5. Dynamic Mechanical Thermal Analysis

Due to DC conductivity above the glass transition temperature Tg, it
is difficult to determine the location of the α-relaxation with dielectric
spectroscopy. To verify the location of the α-relaxation and Tg, dynamic
mechanical and thermal analysis (DMTA) in form of a three-point bending
test was utilized. The dynamic Young’s modulus E∗ was measured at 1 Hz
for temperatures between 300 and 460 K, with a rate of rise of 2 K per
minute. Figure A.13 shows the dynamic loss modulus E′′ for unfilled epoxy
(Equation A.4). The maximum of E′′, hence the Tg, lies between 380 and
390 K, depending on curing time and temperature.

E∗ = E′ + j · E′′ (A.4)
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Figure A.13.: Dynamic loss modulus E′′ for unfilled epoxy (18 hours curing at 413 K)
aquired with DMTA at 1 Hz.





APPENDIX B

EXPERIMENTAL SETUP

B.1. Dielectric Spectroscopy

Broadband dielectric spectroscopy (DS) is a powerful tool to investigate
the dielectric response of insulating materials as a function of frequency.

B.1.1. Measurement principle

The measuring principle bases on the interaction of an external field with
the electric dipole moment of the sample, which is often expressed by
permittivity. Simply said a voltage of variable frequency is applied to a
sample and the magnitude and phase of the current flowing through the
sample are measured.

B.1.2. Measurement setup

At Delft University of Technology we use a fully automated measurement
cell from Novocontrol, which allows us to measure the dielectric properties
(i.e. conductivity, permittivity or tan(δ)) continuously as a function of
frequency and temperature. The equivalent circuit diagram can be seen in
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Figure B.1.: Equivalent circuit diagram of the DS setup.

Figure B.1. The sample lies within a cryogenic cell, which can be heated
up to 673 K and cooled down to 113 K with 0.01 K temperature stability.
Usually we are interested in the complex permittivity ε∗ (see equation

B.1) of the material, which relates to a material’s ability to transmit or
permit the electric field.

ε∗ = ε′ − jε” (B.1)

The real part of the complex permittivity is what we know as relative
permittivity, it is a measure of the amount of polarization. The imaginary
part is a measure of the losses involved in the polarization processes. The
behaviour of the permittivity as a function of frequency and temperature
is sensitive to material changes, such as caused by ageing processes or by
the addition of fillers. The complex permittivity is related to the dielectric
loss factor (tan(δ)), according to Equation 5.2 on page 72.

The polarization spectrum

Even though the DS generally yields complex dielectric relaxation spectra,
the data analysis and discussion of the dielectric properties is often based
on the dielectric loss spectra ε”. This has two reasons:

• Dielectric dispersion curves show often more details and make visual
evaluation easier. Every time ε′ varies rapidly - at the resonance
frequency - a peak can be seen in the ε” curve for example.
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Figure B.2.: The polarisation spectrum with orientational, ionic and electronic polar-
isation mechanism.

• Real and imaginary part of ε are interrelated by the Kramers-Kronig
relations (Equation B.2), hence the two spectra are fully equivalent
in terms of information about relaxation processes.

ε”(ω0) =
σdc
ε0ω0

+
2

π

∫ ∞
0

ε′(ω0)
ω0

ω2 − ω2
0

dω (B.2)

The frequency dependent polarization spectrum of a dielectric is the
superposition of all active polarization mechanisms (see figure B.2):

• For very high (i.e. optical) frequencies even electrons cannot keep
up with the changing field, the result is a relative permittivity equal
to 1 with no measurable losses.

• At high frequencies (IR, UV) electronic and ionic polarization shows
up. In most applications we stay well below these frequencies.

• At intermediate frequencies (1 Hz to 100 MHz) orientational polar-
ization is dominating. In this frequency range, molecules, parts of
molecules or molecular chains orient in the changing electrical field.
In this region changes in the material composition can be seen, for
example because of the introduction of filler materials.
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Figure B.3.: The polarisation spectrum as function of temperature with DC conduc-
tivity, α- and β-relaxation.

• At low frequencies two additional mechanisms become visible:

1. Interfacial polarization - the polarization of interfaces between
materials, with a relaxation time in the range of seconds to
hours.

2. DC conductivity - which gives rise to ohmic losses, that show
up in a linear reciprocal relation between ε” and the frequency.
This is especially visible at higher temperature, when the con-
ductivity strongly increases.

The polarization spectrum can also be investigated as function of tem-
perature. This is useful for identification of α- and β-relaxation peaks,
as shown in Figure B.3. However, the α-relaxation can be overshadowed
by the DC conductivity and is especially at lower frequencies difficult to
determine.
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B.1.3. Sample Preparation

It is recommended to deposit electrodes (e.g. Al, Ag or Au) on the sample
surface for an improved interface between measurement setup and sample.
This improves the measurement accuracy, since the surfaces of both elec-
trodes and samples are not perfectly even and the electrode makes sure
the specimen surface is on equal potential [97].

B.2. Space Charge Measurement

For high voltage DC applications, the consideration of space charge (SC)
phenomena is of crucial importance. Accumulation of charges in an insula-
tion system changes the field distribution from Laplacian (Equation B.3)
to Poissonian (Equation B.4). This results in local field enhancements,
which can subsequently result in a dielectric breakdown. In case of polar-
ity reversal this effect ist of utmost importance, since the field generated
by the space charges adds up to the applied field [83].

dE(x)

dx
= 0 (B.3)

dE(x)

dx
=
ρ(x)

ε0εr
(B.4)

Space charge measurements provide the electric field distribution inside
the insulating material. They can also give an indication of the ageing
state of the insulation. If the space charge distribution ρ is known, the
electrical field can be calculated using Equation B.4.
Reasons for SC are manifold. The conductivity σ of most materials

depends on the temperature and the electric field. Thus a temperature
gradient results in SC accumulation, consequently influencing the electric
field distribution. Crystalline and amorphous regions of the same mate-
rial have different conductivities and permittivities. Since an insulation
material is never perfectly homogeneous, this inhomogeneousities can lead
to a distortion of the electric field. SC also accumulates at interfaces,
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both insulator-insulator and insulator-electrode interfaces. In general ev-
erything that leads to a distortion of the electric field because of a change
in conductivity also leads to SC. Therefore SC will accumulate in insu-
lation stressed with HVDC voltage, which will contribute to the electric
field, since there are always conditions that lead to conductivity changes
in practice.
In case of insulator-electrode interfaces the terms homocharge and het-

erocharge are commonly used (see Figure B.6). Description of these types
of charge can be found on page 156.

B.2.1. Measurement principle

Early SC measurement consisted of cutting an insulating material in slices
and measuring the charge on each slice. But this destructive method is
outdated for a long time, modern SC measurement setups are generally less
destructive for the specimens. Commonly used methods can be divided in
three groups according to their excitation method:

Electric electron beam method (EBM), pulsed electro acoustic method
(PEA)

Pressure laser induced pressure propagation (LIPP), piezoelectric induced
pressure wave propagation (PIPWP), pressure wave propagation (PWP)

Temperature laser intensity modulation (LIM), thermal pulse method
(TPM), thermal step method (TSM)

Methods using acoustic waves were favoured over those exploiting ther-
mal waves, since the need for numerical signal processing to retrieve the SC
distribution is much higher for the latter. PEA was eventually favoured
over laser induced acoustic methods since the reproducibility is higher.
Laser induced methods use the electrode material as laser target, consum-
ing it in the process. Another advantage of PEA is that the electrical
activation circuit is decoupled from the measuring circuit. Thus a sample
breakdown does not necessarily damage the measurement setup.
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Figure B.4.: Equivalent circuit diagram of the sample configuration and test setup for
space charge measurements with the PEA method.

B.2.2. PEA Setup

In this work, the pulsed electro acoustic (PEA) method was used for
measuring the dynamic space charge distribution in flat, solid insulators
[118, 105]. An equivalent circuit diagram is shown in Figure B.4, proper-
ties are compiled in Table B.1, elaborate description can be found in [106].
An external electric pulse up(t) is applied to the sample. In case SC are
present, this pulse induces a perturbation force on each charge. Due to
this force the charges move slightly, consequently launching an acoustic
wave, which is proportional to the charge distribution in the sample. The
acoustic wave can then be detected and subsequently transformed into an
electric signal by means of a piezoelectric transducer.
The piezoelectric sensor usually consists of polyvinylidenefluoride (PVDF)

or lithium niobate (LiNbO3). An acoustic termination is required to avoid
reflections of the acoustic waves. A material with the same acoustic prop-
erties as the sensor is used for this purpose in combination with a material
which is able to dampen (absorb) the acoustic waves. The pulse can be
superimposed to an applied DC voltage U0. In this case a decoupling ca-
pacitor C and a resistor R have to be placed in series to the pulse and DC
source respectively, as indicated in Figure B.4. Typical pulse values used
in this thesis are 600 V for the amplitude with a pulse width of 20 ns.
However, the detected signal does not represent the acoustic signal at
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Table B.1.: Properties of the PEA setups used in this work.
Insulation material Epoxy
HV electrode diameter in mm 14.5
Maximum voltage in kV 20
Pulse source Discharge cable generator
Switching element Solid-state switch
Rise time in ns 4
Pulse width in ns 10 or 20
Spacial resolution for epoxy 25 µm or 53 µm
Sensor PVDF-β foil (9µm)
Amplifier Two 23dB Amp each
Temperature range 290 K to 343 K

the sensor, since the sensor-amplifier system acts as high pass filter. De-
convolution techniques are used in this work to take this into account.

Sample preparation

Diameter of the samples used was 50 mm. Starting with 13 kV we wit-
nessed that the relatively low surface resistivity of some samples lead to
surface flashovers. Flashover could be prevented by increasing the creepage
length. This was done by using a rubber sheet with larger diameter. This
sheet was covering the sample plus large parts of the sample holder, with
the exception of the area below the HV electrode, which was connected
to the sample via a semiconductive layer. The latter also acts as acoustic
dampening.

Measurement procedure

The measurement process can be divided in four stages:

• Calibration

• Poling

• Depoling

• Signal processing
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Calibration and the actual measurement are sometimes done on different
samples. This is only necessary for samples with a high SC intake and
shall ensure that no charge package leftover from the calibration process
can distort the measurement data. This was not necessary in our case.
Poling is the application of the electric field on the sample. The voltage

was applied for typically 1 hour, or until a steady state was reached, and
the SC profile was saved. The voltage is subsequently switched off and the
depoling process starts. Since interfacial polarization is usually a dominat-
ing factor during poling, SC in the bulk of the material can best be seen
during the depoling stage. This stage lasts until all SC have disappeared,
with most samples tested being free of SC after approximately 1 hour.
The electrical signal received from the measurement setup is not a pre-

cise representation of the SC profile. Three effects have to be taken into
consideration [106]:

1. The RC filter (see Figure B.4) distorting the pressure signal

2. The conversion via PVDF foil is frequency dependent

3. Any charge with a width smaller than the spatial resolution s (Equa-
tion 6.1 on page 94) is still measured as a charge packet with a width
of s

These effects combined are called the system response H. Post processing
with MATLAB was done to correct the measured signal, the program did
the following:

• Subtraction of the noise

• Deconvolution

• Correction of the attenuation

• Two integration steps to calculate the electric field and potential
distribution
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B.2.3. Evaluation of Space Charge Evolution

After signal processing the obtained SC profiles need to be analyzed. Var-
ious evaluation parameters can help doing so and are outlined below. A
more detailed description of the evaluation parameters can be found in
[119] and [106].

Field Enhancement factor FE and location of the maximum field xFE

Jeroense introduced the field enhancement factor FE as in equation B.5,
where Emax is the maximum field strength in the sample, U is the external
DC voltage and d the sample thickness [106]. Since SC phenomena are time
dependant, FE is a function of time. In this thesis we usually look at the
static field enhancement factor, where the SC have reached their steady
state. This represents the worst case scenario for the insulating material.

FE =
Emax − UDC

d
UDC
d

(B.5)

For an application not only the magnitude of the field enhancement
is important, but also it’s location xFE . In solid materials it is generally
favoured to see the maximum field enhancement in the bulk of the material
instead of the interfaces.

Space Charge Profile

In a homogeneous sample space charges form at the interface at first, due
to the injection and extraction of charges. In time the charges spread out
into the bulk of the insulating material. The shape depends on the type
of charge: usually homo- or heterocharge (see below). Figure B.5 shows a
typical space charge profile that can be retrieved after 1 hour of poling.

Average Space Charge

Apart from identifying isolated charge packages, the average amount of
space charges Qav can be calculated. In order to calculate this value, the
absolute charge value over the sample thickness υ has to be integrated first.

154



test object
with

space charge distribution
HV electrode

Earth electrode

C

R

up(t)

U0

Figure B.5.: Typical space charge profile of neat epoxy. The Y-axis shows the amount
of space charge, the X-axis represents the location of the charge. On the
left border of the graph the interface between high voltage electrode and
sample can be seen. On the right side is the interface between ground
electrode and sample. In this case we have heterocharge at the ground
electrode.
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Subsequently this value is divided by the sample thickness (Equation B.6).
Qav is the parameter on which we focus on during the stages of charge
accumulation and depletion.

Qav =

∫ υ
0 |Q(x)| dx

υ
(B.6)

Type of Charge

Beside the magnitude and location of SC, it is also important to know the
polarity of the charge during application of the voltage, compared to the
adjacent electrode:

Homocharge is the accumulation of SC near an electrode of the same
polarity (Figure B.6(a)). This situation is common when charges
are injected faster at the interface than that they are transported
through the bulk of the insulation. Homocharge increases the stress
in the insulating material, while reducing the stress for the interface.

Heterocharge is SC accumulation near an electrode with the opposite
polarity (Figure B.6(b)). This occurs only if the bulk material trans-
ports the charge faster than it can be extracted at the interface.
Heterocharge increases the stress at the interface, while reducing the
stress for the insulation material. Thus heterocharge is more critical
for an insulation system than homocharge.

Additionally to the aforementioned charges, lumped charges were wit-
nessed in polymeric insulation for fields higher than 100 kV/mm [41]. Due
to limitations of our test setups, field strengths of this magnitude are out
of the scope of this thesis.

Description of Space Charge Dynamics

SC dynamics are governed by three processes: injection, transportation
and recombination. The time dependency of the SC distribution is usually
divided in two sections in terms of analysis: Formation of SC during poling
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Figure B.6.: Illustration of the accumulation of (a) homocharge and (b) heterocharge.

and decay of SC during depoling. Since most insulation systems have dif-
ferent time constants for formation and decay, this is a valid classification
and utilized in this work.
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APPENDIX C

HEALTH AND SAFETY ISSUES

The processes that apply for ultrafine particles may be applicable for
nanoparticles as well, with the exception of nanoparticles which surface
has been coated to prevent agglomeration. There are three modes de-
scribed for particles in [61]:

Large particles > 2000 nm are described as being in coarse mode and
are subject to gravitational settling.

Small particles < 80 nm these particles are in agglomeration-mode and
therefore short lived, because they agglomerate to larger particles
very fast and form a mixture of large and intermediate particles.

Intermediate particles > 80 nm and < 2000 nm are described as being
in accumulation mode and can remain suspended in air for days to
weeks. They can be removed from air via dry or wet deposition.
The term accumulation mode reflects that particles of this size can
accumulate in living cells over weeks, months or even years.

Therefore the biggest threat comes rather from intermediate than small
particles. Since these particles can stay for weeks in air, and since bacte-
ria and living cells are able to take up this nanosized particles, the basis
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for bioaccumulation in the food chain is given. Major targets where this
particles usually accumulate are lungs, bones and the brain. Studies in-
vestigating the toxicity of carbon nanotubes showed that, once they reach
the lungs, they are much more toxic than carbon black and can be more
toxic than quartz. This is considered a serious occupational health haz-
ard in chronic inhalation exposures [120, 121]. Toxicity of TiO2 on the
other hand has not been found to be dependent on particle size or surface
area [122, 123]. Studies have demonstrated that nanotoxicity is extremely
complex and depends on a multitude of factors like material, size, shape,
charge, area or reactivity. It seems that the aspect ration of the par-
ticles has significant effect on the toxicity. CNT have shown the same
pathogenicity on mice as asbestos fibers, presumably due to their needle-
like shape [124]. CNT should therefore be considered toxic to humans and
strict industrial hygiene measures should be taken to limit exposure of
humans to CNT [125].
As soon as nanoparticles are mixed into a given host material, they

are bond to the material on a molecular level and pose low to no threat.
Dangerous is the time between breaking the agglomerates and introduc-
ing the surface-treated particles into a host material. During this time
according safety measures are necessary [126]. It has been shown that wet
cutting of NC with CNT does not lead to airborne nanoparticles emissions
above background level, but that dry cutting generates significant quan-
tities of nanoscale and fine particles [127]. Interestingly, the study found
no evidence of CNTs, either individual or in bundles, in microscopy of the
collected samples for either wet or dry cutting.
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APPENDIX D

ZETA POTENTIAL

The ζ potential can be calculated by determining the electrophoretic mo-
bility and then applying the Henry equation. Given a number of particles
inside a solution, the development of a net charge at the particle surfaces
affects the distribution of ions in the surrounding interfacial region, thus
increasing the concentration of counter ions close to the surface, forming
an electric double layer according to Helmholtz (description see section
3.3.1 on page 33) around each particle. This double layer consists of the:

Stern layer the inner region where ions are strongly bound and the

Outer layer a diffuse region where ions have a higher mobility.

When a particle is moving due to e.g. gravitational settlement, the ions
within the boundaries of this double layer travel with the particle. Any
ions beyond the boundary do not move with the particle. This border is
called the surface of hydrodynamic shear or slipping plane. The electric
potential at the slipping plane is called ζ potential (see Figure D.1). The
ζ potential gives an indication of the stability of a colloidal system1.

1colloidal system: a system where one of the three states of matter (gas, liquid, solid)
is finely dispersed in one of the others.
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Table D.1.: pH values for a zeta potential close to the isoelectric point of the used
particles.

particle pH value needed
Al2O3 4
AlN 4
MgO 3
BN 2

The general dividing line between stable and unstable suspensions is
at either +30 or -30 mV. Particles with a ζ potential more positive than
+30 mV, or more negative than -30 mV, are considered stable. The ζ
potential of 0 mV is called isoelectric point, the point where the solution
is the least stable. The pH is an important factor for the ζ potential.
A ζ potential value without a quoted pH is virtually meaningless. The
particles we use are stable at pH 7. In order to break up the agglomerates
more easily, the pH had to be adjusted. Table D.1 shows the pH values
for reaching the isoelectric point for the nanoparticles the synthesis was
applied to in the course of this work.
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LIST OF SYMBOLS AND
ABBREVIATIONS

Abbreviation Description
AC Alternating current
AlN Aluminum nitride
Al2O3 Aluminum oxide

AlO(OH) Aluminum oxide hydroxide (Diaspore)
BCC Body-centered cubic (unit cell)
BD Dielectric breakdown
BN Boron nitride
CFC Conventional filled composite

(MW)CNT (Multi-walled) Carbon nanotube
DC Direct current
DS Dielectric spectroscopy

EPPS 3-(2,3-epoxypropoxy)propyltrimethoxysilane
H System response of the PEA setup

LAD Laser diffraction
LiNbO3 Lithium niobate
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Abbreviation Description
MC Mesocomposite
MgO Magnesium oxide
MMT Montmorillonite
NC Nanocomposite
NMC Nano-micro-composite
NP Nanoparticle
NSC Nano-meso-composite
PA Polyamide
PC Polycarbonate

PCAM Polymer chain alignment model
PE Polyethylene
PEA Pulsed electro-acoustic method

PMMA Polymethyl methacrylate
PNC Polymer nanocomposite
PTFE Polytetraflourethylene
PVC Polyvinyl chloride
PVDF Polyvinylidenefluoride
SC Space charge
SCA Silane coupling agent
SEM Scanning electron microscope
STM Scanning tunneling microscope
TEM Transmission electron microscope
TGA Thermogravimetric analysis
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Symbol Unit Description
a nm Length of body-centered cubic unit cell

Am,el m2 Area of the measuring electrode
b nm Interparticle distance
d nm Average particle diameter
E kV/mm Breakdown field strenth

F(x) % Failure probability of x
Iα various Intensity of α
JSS A ·m−2 Steady-state value of the current density
Qav C/m3 Average amount of space charge

tan(δ) - Loss tangent
Tg K Glass transition temperature
vs m/s Sound velocity
α various Material property (Intensity model)
β - Weibull shape parameter
ε0 C2 · s2 · kg−1 ·m−3 Permittivity of vacuum
ε∗ - Complex permittivity
ε′ - Real part of ε∗

ε′′ - Imaginary part of ε∗

εr - Relative permittivity
η various Weibull scale parameter
ω Hz Angular frequency
σ S ·m−1 Conductivity
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Atom, dimensions in Ångstrom

Sun, mean radius 1.392 x 10  km (109 x Earth),
Distance to Earth 1.496 x 10  km

6

8

Polymer insulation

Molecules, dimensions in nm

Nanoparticles, dimensions in tens of nm

Microparticles, dimensions in tens of µm

Crusades, inadvertent use of 
carbon nanotubes

ITER, Cadarache, France

Transformer and HV line
Computer tomography

Solar Cells
Burj Khalifa, 828 m

Mt. Everest, 8.848 m

Ionosphere 350 km
Mesosphere, 90 km

Sputnik 1, launched at 
October 4th, 1957

Moon, mean radius 1,737.10 km,
Lunar distance (LD): 384,403 km

Stratosphere, 50km
 

Troposphere, 14 km
Ozone layer, 13 ... 20 km above earth
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