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Abstract—Unlike traditional robots, soft robots can
navigate narrow and complex environments while
interacting safely and compliantly with their surroundings.
The potential of these abilities motivates the development
of algorithms that can accurately assess environmental
interactions, making soft robots more autonomous. There
is growing interest in estimating external loads in soft
robots by matching precise shape data with mechanics
models. This approach aims to enhance the robots’
ability to adapt to unpredictable forces and environments,
improving real-time decision-making and responses. In
this article, we propose a novel approach for simultaneous
shape and force estimation of tendon-driven slender soft
robot-based solely on tendon displacements and tensions.
Our approach introduces a kinetostatic model for slender
soft robots based on the geometric variable-strain method,
builds upon the Cosserat rod theory. The length of the
threadlike actuators (tendons) is defined as a function of
the deformation of the soft robot. By solving the inverse
problem using this kinetostatic model and the length and
tension of the tendons, we can estimate both the external
force and the shape of the soft robot simultaneously. We
validate our approach with an experimental prototype,
achieving accurate force and shape estimation results.
This method efficiently integrates actuation and sensing in
a small and integrated form, which can be highly beneficial
for applications requiring compact designs.
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[. INTRODUCTION

the design of robotic systems. Thanks to their compliant
nature, soft robots complement their rigid counterparts by en-
abling safe interaction with humans and delicate environments,
navigating through otherwise unreachable or confined spaces,
and exhibiting greater resilience to external impacts. With ad-
vancements in materials, estimation algorithms, and control
techniques, the capabilities of soft robots continue to expand,
offering new possibilities for innovation in robotics [1]. Many
works about soft robots have focused on developing models that
describe the kinematics of these robots (i.e., robot’s shape) given
actuation inputs and external loads applied to the robot [2], [3].
It is well-known that external forces significantly influence the
shape of these robots, making it essential to understand these
forces to accurately predict the robot’s shape. Consequently,
force estimation becomes crucial for soft robots, enhancing
safety, precision, and functionality in tasks, such as human-robot
interaction, delicate handling, surgery, and tactile exploration.
It supports advanced control, compliance regulation, and suc-
cessful task execution by ensuring effective interaction and
complementing shape sensing [4].

Typically, the robot’s shape under various conditions is
sensed using several distributed sensors integrated along its
length [5], [6]. Different approaches for shape sensing esti-
mation have been proposed. For instance, in [7] and [8], the
pose (position and orientation) of certain markers is utilized for
shape estimation, while in [9] optical fiber Bragg grating (FBG)
sensors are employed.

In recent years, researchers have focused on estimating ex-
ternal forces applied to soft robots. Initially, the emphasis was
on estimating the load under the assumption that the force is
applied at the robot’s tip. To address this, some studies have
attached small load cell sensors at the tip of the robot [10], [11].
Other works propose to use six-axis load readings from a force
sensor placed at the robot’s base to estimate the force at the
tip [12]. However, these approaches have the drawback of using
bulky load cells, which are unsuitable for miniaturizing the size
of the soft manipulators. Instead of sensing tip forces directly,

S OFT robots are increasingly becoming a crucial element in
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some research suggests investigating intrinsic tip force sensing
for push—pull style continuum robots [13], [14]. These methods
enable a significant reduction in the robot’s size by using it as
a multiaxis force sensor, which measures the reaction forces
in the joints. In this context, Alkayas et al. [15] introduced an
innovative technique for estimating the shape and tip forces of
concentric tube robots by analyzing the displacements of the
tubes and their reaction forces.

Other approaches utilize vision-based force estimation that
first estimates the deformation of the continuum robot and then
estimates the force using model-based methods [16] or 3-D
curvature methods [17]. Although these approaches have proven
to be efficient solutions for estimating tip forces, they require
complementary vision systems, which increase the weight and
complexity and are not suitable in scenarios with limited or
cluttered visibility.

In addition, shape and tip force sensing has been extensively
applied to catheter robots in minimally invasive surgery. For
instance, Hasanzadeh and Janabi-Sharifi [18] proposed using a
quasi-static model of a continuum robot to estimate the force at
the tip based on the pose measurement of the catheter tip using
an electromagnetic tracking system. Similarly, Khoshnam et al.
[19] estimated the tip force by measuring the curvature of the
flexible rod using a camera. To advance the development of
small, flexible continuum robots for medical interventions [20],
researchers have integrated FBG sensors for shape and force
estimations, as demonstrated in [21] and [22].

Recent works have demonstrated that shape and force are
coupled and should, therefore, be estimated simultaneously
using statistically principled approaches. For instance, a prob-
abilistic approach is explored to estimate tip force in [23]. To
generalize these methods, researchers have moved beyond the
tip force assumption to estimate multiple discrete loads along the
continuum robot backbones [24], [25]. Moreover, simultaneous
shape and distributed load estimation along a Cosserat rod were
presented in [16] and later extended to tendon-driven continuum
robots in [26]. In this direction, Ferguson et al. [27] proposed a
method for simultaneous estimation of continuum robot shape
and external loads using continuous batch estimation on a gen-
eral robot model with actuation inputs. Although these methods
have demonstrated excellent results in estimating distributed
forces, they require expensive and bulky tracking devices with
limited range and portability, and they suffer from occlusion
problems. This motivates the exploration of different estimation
methods using alternative sensing principles.

Significant progress has been made in cable-driven actuation
for both actuation and shape estimation. Cable-driven actuation
is one of the key mechanisms in soft and continuum robot [28],
enabling compact and efficient actuation. Several studies have
explored shape sensing based on tendon length, as demonstrated
in [29] and [30]. By using multiple passive strings or tendons and
measuring their lengths, these works estimate the shape of the
continuum robot. Recent works [31], [32] proposed a dynamic
model for cable-driven continuum robots, where the robot’s
morphology and driving state are determined solely using the
cables measurements. Similarly, Wang et al. [33] collected
multidimensional force/torque and cable tension data from the
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continuum robot. However, very few works have addressed the
problem of estimating shape and forces simultaneously only
using cable measurements, such as length and tension.

In learning-based approaches, Feng et al. [34] utilized cable
tension and position as inputs to a neural network, proposing a
method for estimating the tip contact force of continuum robots.
While learning-based methods have shown promising results
in various scenarios, they face challenges in generalizing to
different conditions and fail when encountering new forces not
considered during training. This limitation motivates the devel-
opment of model-based methods for enhanced generalization
capabilities.

In this context, to the best of the authors’ knowledge, the
only work to date that employs model-based approach and
actuation readings for simultaneous shape and force estimation
is presented in [35]. This work introduces an efficient method
based on a precise model of a notched continuum surgical robot
using the beam constraint model. The robot consists of multiple
segments connected by compliant beams that bend only around
a single axis perpendicular to the backbone, assuming no axial
compression, elongation, or twisting deformation. While these
assumptions may be reasonable for certain types of continuum
robots, they become less applicable to slender, soft robots,
which are the focus of our work. The main contributions of
our work, compared with existing approaches in the literature,
areas follows.

1) We propose a method for estimating shape and force-
based solely on actuation readings, eliminating the need
to integrate sensors into slender soft robots similar to [34]
and [35]. Unlike [34], our approach generalizes to var-
ious force types and positions without requiring time-
consuming training. In addition, it extends model-based
methods, such as [35], to soft robots capable of bend-
ing, twisting, and elongating simultaneously. This is
achieved using a kinetostatic model based on the geo-
metric variable-strain (GVS) framework, accommodating
multiple deformation modes within a unified approach.
To the best of the authors’ knowledge, this is the first
model-based estimation method for slender soft robots
relying solely on actuation readings.

2) We present a precise static modeling method for
soft robots, capable of accurately predicting their 3-
D morphology, including bending, torsion, and elonga-
tion/compression deformations—crucial for estimating
external forces in 3-D space. Our approach also accounts
for friction between tendons and guide holes, gravita-
tional effects, and the influence of external loads.

3) We conduct sensitivity and resolution analyses of our
approach with respect to sensing measurements and
modeling errors to ensure its reliability in real-world
applications.

4) We experimentally validate the accuracy of our model-
based force-sensing method by applying 1-D and 3-D
point forces at various locations in both planar and out-of-
plane deformations, addressing the challenge of estimat-
ing forces tangential to the robot’s backbone. Finally, we
compare our results with simpler models, emphasizing



7880

Marke

Load Cells

Load cell markers

| Servo motors I

Amplifiers
Modules

Fig. 1. Tendon-driven soft robot prototype.

the importance of incorporating bending, twisting, and
elongation strains to enhance force estimation, particu-
larly for out-of-plane deformations.

[l. DESIGN OF A SOFT ROBOT UTILIZING TENDONS FOR
INTEGRATED SENSING AND ACTUATION

The proposed mechanism (see Fig. 1) features tendon-driven
actuation, which effectively drives slender soft robots while also
incorporating sensing capabilities for shape and force estima-
tion. The system primarily consists of four components: a slen-
der soft robot equipped with tendons, servo motors connected
to pulleys to generate pulling movements for actuation, force
sensors positioned between the motor systems and the tendons
to measure their tensions, and the markers at the base of the
tendons to measure the length of the tendons.

The slender soft robot comprises a 25 cm long conical ma-
nipulator with a circular cross-section fabricated with silicone
(Smooth-On Mold Star 30 TM). In addition, several 3D-printed
rigid rings are mounted along the soft manipulator to ensure the
tendons are properly routed through them. This design choice
helps to minimize friction between the tendons and the soft
manipulator, enhancing the overall efficiency and performance
of the system. The soft manipulator is equipped with three
straight tendons that extend from the base to the tip of the soft
manipulator. The tendons are phased 120° apart, enabling 3-D
bending in all directions.

We use tendons made of Kevlar fiber, with a diameter of
0.5 mm, which exhibit negligible elongation within the oper-
ational range of our application. We tested them in the range
of 0—15 N and observed no measurable elongation. This range
is sufficient for our application; therefore, these tendons were
selected for our experiments. It is crucial to note that, for our
method, the tendons must not elongate to avoid influencing the
friction direction and the measured length within the robot. The
tendons are driven by servo motors (Blue Bird BMS-A922+)
connected to pulleys, generating the pulling movements needed
to actuate the system. Each tendon is attached to a commercial
uniaxial force sensor (Micro S-type Load cell B313-20 N)
that measures the tension forces in the tendons resulting from
external loading. Each load cell is mounted on a 3D-printed part
that allows it to slide with negligible friction through a linear rail.

IEEE/ASME TRANSACTIONS ON MECHATRONICS, VOL. 30, NO. 6, DECEMBER 2025

TABLE |
GEOMETRIC AND TECHNICAL PROPERTIES OF THE SYSTEM COMPONENTS

Soft Manipulator

Radius at the base 12.5 mm
Radius at the tip 5 mm
Length of manipulator 250 mm

Material Smooth-On Mold Star 3
Actuation

Motors Blue Bird BMS-A922+
Tendons routing Linear
Number 3

Sensing

Load cell

Micro S-type (B313-20N)
Number of cells 3
Tension routing

Proximal radius, 73, 14 mm

Distal radius, r¢ 6.5 mm

Range X €[0,L]

Tendon 1 y=20

z=r(X)

Tendon 2 y = —r(X)cos(n/6);
z = —r(X)sin (7w/6)

Tendon 3 y = r(X)cos(n/6);

z = —r(X)sin (7w/6)

Actuator routing: (X) = r, — (r, — R)X/L.

Every cell is connected to a HX711 amplifier module, which
has been thoroughly calibrated to measure the tendon tension
accurately. A highly precise camera system is used to monitor
the various positions of the system through reflective markers.
The camera system records the position of markers attached
to the load cells to measure the variation in the length of the
actuators. Although this measurement could be obtained from
the servomotors, we opt for the tracking system due to its higher
precision, with an accuracy of less than 0.1 mm. Furthermore, the
positions of three markers located at the midpoint, three-quarters
point, and the tip of the manipulator are recorded with the track-
ing system to verify the accuracy of our method in estimating
the shape. The technical and geometric properties are provided
in Table I.

Ill. PROBLEM FORMULATION

In this section, we summarize the essential components of the
GVS model used for simulating the dynamic response of a soft
robot [36].

A. Kinematics of the Robot

A slender soft body can be modeled as a Cosserat rod, a contin-
uous stack of rigid cross-sections parameterized by a curvilinear
abscissa X € [0, L], where L is the length of the rod (see Fig. 2).
The homogeneous transformation matrix corresponding to a
coordinate frame attached to these cross-sections is defined as
the directed spatial curve g(e) : X — g(X) € SE(3)

g(X) = ﬁf ﬂ (1)
where 7(X) € R? is the position of the local frame, while
R(X) € SO(3) provides the orientation of the local frame
relative to the spatial frame. Strain £ and velocity 1 twists of
the body are defined by the partial derivative of (1) with respect
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Fig. 2.

Schematics of the manipulator with a single actuator.

to space (-) and time (+)
g(X)=g&  9(X)=gn &)

where (o) indicates the isomorphism between R® and se(3). The
relation between screw strain and velocity is established through
the equality of the mixed partial derivatives in space and time

n' =& —aden 3)

where ad,) is the adjoint operator of se(3) (see the Appendix).
Space integration of (2) (first part) and (3) provides

~

g(X) = exp (X)) 5 n(X) = Ady /O " Adgéds @

where Adg is the adjoint representation of g and €(X) is the
Magnus expansion of £(X ). The GVS approach employs a finite
set of strain bases to discretize the continuous strain field. The
states of the system are introduced as generalized coordinates
that span the strain bases

§(X) = c(X)g + £ (X) (5)

where ®¢(X) € R is the matrix function whose columns
form the basis for the strain field and g € R™¢, where n,
being the DoFs, is the vector of generalized coordinates for the
chosen basis function. Equation (5) can be substituted into (3),
eventually leading to the definition of geometric Jacobian

X
n(X) = Ad;(lx)/o Adg®edsq = J(q,X)q.  (6)

Equations (4)—(6) are computed recursively by employing a
quadrature approximation of the Magnus expansion €2 (see the
Appendix), as detailed in [37].

B. Statics and Actuation Model

Projecting the equilibrium equations of the Cosserat rod [38]
using the geometric Jacobian through D’Alembert’s principle
leads to the standard equilibrium form

Kq=B(q)T + F(q) @)

where K is the generalized stiffness matrix, B(q) is the gener-
alized actuation basis, T is the vector of applied tendon tensions,
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and F'(q) is the generalized external forces. We have
L
K = /0 P[NP dX (8a)
L np
F(q) = /0 JTMAd,'GdX + kzl TiAd Fr (8b)

where X is the screw elasticity matrix of a cross-section, n,, is the
number of external point wrench, MAd;' G is the distributed

external force due to gravity, M = pdiag(.J,, J,, J., A, A, A)
is the screw inertia density matrix of the cross-section (p is
the density, A is the cross-sectional area, and .J, is the sec-
ond moment of area), gy is the rotational component of g,
G = [OTaz;]T, where a is the acceleration due to gravity in the
global frame, and JF, is the kth external point wrench, expressed
in the global frame. For more comprehensive details about the
implementation of the different components of (7), readers may
refer to [39].

We now proceed to derive the generalized actuation basis and
the formula for the length of the threadlike actuators. Consider
the ¢th disk. The transformation matrix from the global frame
to the frame at the rod’s centerline corresponding to the disk
is given by g; (see Fig. 2). Hence, the position vector of the
actuator at the disk location is given by [r], 1]T = g;[dT, 1]T
being d; = [0, y;, 2;]7 is the local (cross-sectional) position of
actuator. The kinematic equation relating the change in length
of the actuator (y) with the state of the manipulator q is given
by

ndfl

y(@) =Y lrip—mil =1 ©)
=1

where ng is the total number of disks and [* is the reference
length of the actuator (when g = 0). The contact between the
disks and the actuator involves friction, which can lead to
tension loss. Hence, accurate modeling of tension loss at these
contact points is crucial. To quantify this, we use the Capstan
equation [40]
Tits

— 6_“@;
T;

—1 T
¢i = cos” (—vp, VR,) (10)
where i is the coefficient of friction, ¢ is the disk index, and
vy, and vy are unit vectors in the actuator directions on both
sides of the guiding disk, expressed in the local frame (see Fig. 2)
—RT Ti—1 — T - T

vy, = RITA T gy = RE T
l7i1 — 74l

C i =l

(11
Hence, the resultant actuation force at the location of the
actuator on disk 7 is (f;) is given by

fi=vr,Ti+vpTin (12)

where f; can be considered a point force acting at the contact
point. Notice that at the tip, 7;; = 0. Using (10) and (12), we
compute the point wrench on the manipulator’s centerline at the
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disk’s location

_(dix (ULi +URi€_‘L¢i) —ui g,
i ( v, +vp,e t e fiem ™ T (13)

&,

i

Hence, the generalized actuation matrix is given by

Blg) =Y JT®,,. (14)

i=1

If there are 7, actuators, then ®,, = [®,, , Py, ,,...
®,, .. ], where ®,, . corresponds to the actuation basis of jth
actuator.

C. Forward Kinematics Problem

In this section, we present the problem formulation for deter-
mining the robot’s shape in equilibrium, given specific actuator
lengths and external forces applied to the robot. We use the
soft robot model (7), which describes the statics of the system,
along with the equation describing the length of the threadlike
actuators y. The proposed approach is able to compute the
generalized coordinates g° that define the manipulator’s shape
and tendon tensions T'° such that the actuator length y°(q°)
match the measurements y and satisfy the static equilibrium
model. Given the estimated generalized coordinates vector q°,
we can define the error for the length measurement as

e(q’) =y (¢°) —v. (15)
Then, we define the following minimization problem:
minT,T" ||e(qe)||% (16)
s.t. Kq* = B(¢°)T* + F(q*)

where the problem involves unknown variables g° and 7T°°.

D. Shape and Force Estimation Algorithm

We present the problem formulation to estimate the shape and
external forces of slender soft robots using tendon displacement
y and tension 7. Similarly to the forward kinematics problem,
this approach estimates the generalized coordinates g¢ and ex-
ternal forces F'* such that the actuator length y¢(q°) matches
the measurements y"™ and satisfies the static equilibrium model.
We define the following minimization problem:

{minqv,w le(a®)II3

s.t. Kqt = B(q*)T + F*(q") (17)

where the unknown variables of this minimization problem are
the g° and the magnitude of the forces (n, + 7n,), and we have
a system of equations of n, plus n, constraints, assuming that
the external force’s location is known. It is important to have
enough actuators to estimate n,, forces, in principle nq > 1.

Remark 1: Notice from (8b) that by estimating F'* under the
assumption that we know the force locations, we can compute
J fAd; , based on ¢, and we only have to estimate . This
can be esxpressed as n,, forces of 1-D multiplied by a magnitude
that we need to estimate. For example, a 3-D force can be
decomposed into three 1-D forces for estimation.

IEEE/ASME TRANSACTIONS ON MECHATRONICS, VOL. 30, NO. 6, DECEMBER 2025

IV. SIMULATION RESULTS

In this section, we assess the estimation approach and its sen-
sitivity to various measurements and parameters using a series of
numerical simulations. In those simulations, a 0.25 m-long soft
conical manipulator featuring a Young’s modulus of 0.66 MPa, a
density of 1121 kg/m3 , aPoisson ratio of 0.5, and a static friction
of the tendons coefficient of 0.3 is considered. The circular
cross section of the manipulator and the routing of the tendons
were selected to match the experimental prototype (see Table I).
The bases of our system are a constant Legendre polynomial
basis for twisting, fourth-order Legendre polynomial basis for
the two bending directions (y and z) and third-order Legendre
polynomial basis for the elongation, resulting in a total of 15
DOFs.

We apply forces to the tip of the soft manipulator for different
tendon lengths (forward kinematics problem) and compare the
results with the estimation problem solution. In addition, we
examine the sensitivity of our estimation algorithm to various
factors to ensure its reliability in real-world applications. These
factorsinclude 1) inaccuracies in length measurement, 2) inaccu-
racies in tension measurement, and 3) inaccuracies in modeling
friction in the tendons where we modify the friction coefficient
. In the first analysis, we employ a single tendon (Tendon 1
of Table I) under a vertically downward force (negative global
z direction). Then, we are using one tendon to estimate one
unknown in a planar deformation. The objective is to estimate
simultaneously the shape and the magnitude u,, of the force,
assuming that F; = [0,0,0,0,0, 1]7u,, of (8b). To assess its
sensibility, we introduce an error of +1 mm, +2.5 %, and
+15 % for the length measurements, tension measurements,
and the friction coefficient, respectively. Fig. 3(a) shows the
estimation and the range of sensitivity for different forces —25,
—75, and —125 gF for a range of increment of actuator length
€ [—0.02, 0] m. It can be noted that friction uncertainty impacts
estimation performance similarly to tension uncertainty. This
is because friction uncertainty can be effectively viewed as a
loss of tension, as previously mentioned. The trend differs for
the length case because an uncertainty of =1 mm has a greater
impact compared to y = —0.02 m. The results show an average
error of 12%, with a maximum error of 17% compared to the
real force value in the case where there are inaccuracies in length
measurement. In addition, the results indicate an average error
of 8% with a maximum error of 10% in the case where there are
inaccuracies in tension measurement and friction modeling.

In the second analysis, we employ a three-tendon manipu-
lator (tendons routing of Table I) under a 3-D tip force. In
this case, with measurements from three tendons, we can es-
timate all three components of the force. The objective is to
estimate simultaneously the shape and the force magnitudes
Up = [Up,, Up,, Up,], assuming that F; = [0,0,0,1,0,0]"u,,,
F>=10,0,0,0,1,0]"u,,, and F3 =10,0,0,0,0, 1]7wu,,. In
this case, we divide the amounts of uncertainties over the number
of tendons and create all positive and negative combinations
for each of the three tendons, resulting in 27 cases. Fig. 3(b)
shows the estimation uncertainty ellipsoids for each applied
force created from the 27 uncertainty combinations mentioned
earlier. The colors represent the average estimation errors across
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the 27 uncertainty combinations. It can be seen that, as concluded
in the single-tendon case, uncertainties in tension and friction
have almost the same effect on the estimation performance. This
means that variations in the tension and friction coefficients
significantly affect the value of F),, making its estimation a
more challenging task. We observe that average errors from
inaccuracies in length measurements range from 4-8%, while
errors due to inaccuracies in actuator tension measurement and
friction modeling range from 12% to 16%.

We also performed a resolution analysis of our estimation
method along each of the three external force directions. We
have assumed that the tension sensor has a resolution of 4 %%
of the tension measurement, and we examined how this sensor
resolution affects the estimation of the different components of
the 3-D force. Specifically, we identified the minimum increment
in every force component that produces a detectable change in at
least one of the tension components considering the mentioned
resolution of the sensor. We have done this analysis through the
whole range of forces used in this section. We found that the aver-
age resolution for each component across the full range is as fol-
lows: [A,, Ay, A] =[3.72+£3.6, 0.36 £0.16, 0.46 £ 0.2] g.
We can see that the standard deviations are quite high compared
to the average values, indicating that the resolution strongly
depends on the robot’s configuration. Moreover, these results
indicate that the resolution of the F), component is worse than
that of the other components, as only average changes around
4 g can be detected, whereas in the other directions, changes as
small as 0.5 g are detectable. This highlights the challenge of
achieving accurate force estimation in soft robots, particularly
along the robot’s backbone. Although the forces are expressed in

the global frame, the base frame orientation of the system causes
the F,, component to project significantly along the backbone.
As a result, accurately estimating F), becomes more difficult.
Note that the resolution in different directions depends on the
base frame orientation, as it is influenced by both the robot’s
backbone orientation and the direction of gravity. However,
these effects can still be analyzed using the same formulation
by choosing a different base frame orientation.

These results validate the proposed approach, which allows
for the estimation of 1-D and 3-D forces, along with their shapes,
using one tendon and three tendons, respectively. Hence, as
highlighted in Section III-D, to estimate n,, forces components,
asufficient number of tendons n,, is required, such that n, > n,,.
For instance, for the estimation of a 2-D force in the planar case,
at least two tendons are needed to estimate the force components
along each direction. Finally, the results show that introducing
inaccuracies in the friction coefficient and measurements still
enables precise force estimation, yielding an error of around
10% for the single-tendon (1-D) case and up to 15% for the
three-tendon (3-D) case.

V. EXPERIMENTAL RESULTS

In this section, the proposed estimation method is tested on
the soft robot manipulator described in Section II. We tested
the estimation method across various scenarios, conducting
multiple trials where a single point 1-D/3-D force was ap-
plied at different locations, assuming the force’s position was
known. For each experiment, we calculate the root-mean-square
error (RMSE) for the three markers positioned in different
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points along the manipulator to quantify the error in shape
estimation.

A. Static Model Identification

The accuracy of the force estimation produced by our method
is highly dependent on the manipulator properties, such as
Young’s modulus, density, and tendon friction. Therefore, it is
essential to accurately identify these values. To achieve this, we
divided the process into two steps. First, the properties of the
link (equivalent density and Young Modulus) are estimated by
placing various weights at the tip without actuating the system.
We then seek optimal parameters to minimize the difference
between the real measured marker positions and those obtained
using our kinetostatic model. Once these properties are deter-
mined, the tendon friction is calibrated by applying different
tensions to the tendons and minimizing again the real measured
marker positions and that obtained using our kinetostatic model.
We validate the proposed model using the same basis utilized
in the simulations, specifically the Legendre polynomial basis,
with a total of 15 DOFs. The proposed identification method is
based on the measurement of the three markers located at the
midpoint, three-quarters point, and the tip of the manipulatorin N
sets of different experiments. A similar approach was presented
in [41] to identify the parameters of the model. We define the
error for the measurement in the mth marker and the snapshot
kth as

k

el (¢")

(18
where p¥, and p’ei m epresent the marker positions measured and
those estimated by the static model, respectively. Consequently,
we define the following minimization problem:

=ph(¢") — Pl

N
mingeeo Y [le* (@)
k=1

s.t. qu,e _ B(ql,c)Tl _ F(ql,e) -0 (19)

Kq"* - B(q")T" — F(q"*) =0
where e = [e] ,el,....e] |7, n,, is the number of markers,
and O represents the parameters to be identified. In our case,
these parameters are the equivalent density and Young’s modulus
of the manipulator, as well as the static friction in the tendons.
Then, material properties for the prototype were identified,
yielding a Young’s modulus of 1 MPa, adensity of 1340 kg/m?,
and a friction coefficient of the actuators 0.4. The proposed
model, using the obtained parameters, results in an average rms
error of 5 mm, which is approximately 2% of the total length of
the manipulator. These parameters and the proposed basis will
then be used for the estimation approach in the experiments.

B. Shape and Force Sensing Method

To test our proposed shape and force sensing method, we
conducted a series of experiments, which include: 1) using a
single tendon to estimate the magnitude of the force in the
direction of gravity for both planar and 3-D deformations, 2)

IEEE/ASME TRANSACTIONS ON MECHATRONICS, VOL. 30, NO. 6, DECEMBER 2025

using three tendons in 3-D deformation to estimate the 3-D force
applied at the tip, and 3) estimating a distributed force along the
robot.

1) Estimation 1-D External Point Forces: We now consider
planar deformation using a single tendon (Tendon 1 of Table I)
to estimate the magnitude of the force in the direction of gravity.
In this case, the gravity force is known, and we estimate the
magnitude of the applied force, assuming that the force location
is known. During the experiments, we use different calibrated
weights, which are attached to one of the rigid rings. For forces
applied at the tip position, we use weights of 13, 18, 23, 28, and
33 g. For forces applied at intermediate points, we use weights
of 65 and 120 g. We carried out several experiments where
forces are applied at three points along the manipulator, X :
the midpoint of the manipulator, three-quarters along its length,
and the tip. Notice that the location of the force affects in (8b)
the computation of J {Ad;;. However, the problem inversion
remains similar regardless of the location of the force, assuming
that we know the location.

Moreover, we also use a single tendon not in the same plane
as the force to create out-of-plane deformation (Tension 3 of
Table I) to estimate the magnitude of an external point force in the
direction of gravity while producing 3-D deformations. Table II
presents the results for various point forces with different mag-
nitudes and locations where the applied forces u,,, the estimated
forces u,, the error in the force estimation €, and the RMSE
error in shape estimation are represented. Fig. 4 illustrates the
deformation of the manipulator and the reconstructed shape
achieved through our estimation method for different cases. The
results show for the case of planar deformation, the average
accuracy in force estimation is around 10%, and the average
RMSE is approximately 12 mm. In the case of 3-D deformations,
the average accuracy in force estimation is around 8%, and the
average RMSE is about 10 mm, similar to the 2-D case.

2) Estimation 3-D External Point Forces: We also validate
our approach with a more intricate scenario involving the appli-
cation of 3-D forces. Utilizing the three-tendon actuated robot
detailed in Table I, we employ a device shown in Fig. 5 to apply
various 3-D tip forces. The magnitude of the force is determined
again using calibrated weights, while its direction is derived from
the vector between the tip marker and another marker positioned
at the upper part of the pulley, defining the force vector. We use
in this case a weight of 65 g. We demonstrate in this section that
with three actuators, we can estimate the three force components
applied to the tip. Table III presents the results for different
3-D forces applied to the tip and Fig. 5 illustrates the shape
of the manipulator. These results demonstrate an average force
estimation accuracy of approximately 15.8% and an average
RMSE of about 15 mm.

3) Estimation Distributed Force (Gravity): Finally, we tested
our algorithm in order to estimate a distributed force along the
soft robot for various configurations. It is important to note that
accurately applying and measuring truly distributed loads for
ground-truth purposes is challenging. Then, we assume that
the magnitude of the gravity force is unknown and aims to
estimate it. The objective is to simultaneously estimate the
shape and the magnitude wu,, of the gravity, assuming that G =
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TABLE Il
EXPERIMENTAL RESULTS ESTIMATING 1-D EXTERNAL POINT FORCES
Planar deformation X;=LJ2 Xy =3L/2 Xyp=1L
TN T90 | 345 | 478 | 0.54 | 447 | 585 || 20 | 328 | 454 | 256 | 444 | 69 136 | 170 | 195 | 297 | 3.11 | 342
v (mm) S| <110 | <188 | 917 | 92 | -17.3 || 208 | 565 | -123 | 3.0 | -456 | 138 50 | 492 | 492 | -18 | -15 | -16
u}, (gF) 65 65 65 120 | 120 | 120 65 65 65 120 | 120 | 120 13 18 23 23 | 28 | 33
up (gF) 62.5 59.7 58.6 130.1 129.1 115.1 65.2 64.2 69.2 105.6 117.9 130.7 15.3 20.0 239 219 | 24.1 27.8
€u, (%) 39 9.7 9.8 8.5 7.6 4.1 0.3 1.3 6.4 11.9 1.8 8.9 17.6 11.3 4.0 5.0 13.9 15.9
RMSE (mm) 129 9.65 11.0 214 18.1 11.5 15.1 13.2 12.5 10.9 11.5 12.1 10.1 9.3 7.8 54 4.2 4.6
3-D deformation Xy=LJ2 Xy =3L/2 X;=1L
T (N) 1.38 2.72 4.18 248 4.15 7.61 1.3 2.8 4.8 1.9 34 5.1 4.86 5.1 52 1.2 14 0.9
y (mm) 3.5 -11.9 | -19.0 -1.5 -16.7 -29.9 -0.2 -9.0 -19.5 -1.3 -8.7 -16.9 =245 | 245 | -245 0.6 0.8 0.9
u; (gF) 65 65 65 120 120 120 65 65 65 120 120 120 13 18 23 28 33 18
up (gF) 663 | 589 | 69.6 | 1265 | 1084 | 1339 || 70.1 | 66.6 | 59.6 | 1219 | 117.1 | 108.6 || 112 | 161 | 182 | 288 | 359 | 184
eu, (%) 20 | 94 | 71 55 97 | 116 || 79 | 25 8.4 1.6 24 9.5 139 | 106 | 21.1 | 28 | 90 | 22
RMSE (mm) 7.8 9.6 5.6 9.1 72 12.9 124 11.7 11.4 12.7 11.8 11.3 10.5 8.0 11.1 11.3 10.8 12.5
Planar deformation: !

3D deformation:
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Fig. 4. Shape estimation for 1-D external point force under both planar and 3-D deformation.
TABLE Ill
EXPERIMENTAL RESULTS ESTIMATING 3-D EXTERNAL POINT FORCES
3-D tip force 1 2 3 4 5 6 7 8
T (N) [0, 2.50, 0] [3.12, 4.87, 1.59]T [2.80, 7.30, 2.41]T [2.60, 0.86, 5.60]7 [0.30, 2.79, 0.30]7 | [1.34, 5.72, 0.92] [0.80, 0.6, 2.9]T [4.70, 1.60, 2.70]T
y (mm) [-2.6, 4.9, —6.6]7 | [2.2, —10.2, —16.4]7 | [4.8, —19.7, —15.9]T | [-2.3, —18.9, —0.5]7 | [-1.3, 2.2, —9.4]T | [-5.4, 6.5, —11.7]T [~0.5, —13.9, 7.7]T [~16.5, 5.8, —13.1]7
uy, (2F) [18.7, 52.7, 34.8]T | [26.5, 53.0, —28.0]" | [26.1, 56.2, —21.8]T | [-19.7, —63.6, 17.1]7 | [19.6, 57.0, 25.6]7 | [14.7, 56.4, 31.8]" | [-18.0, —64.0, 17.3]T [29.5, 50.5, 27.9]7
up (gF) [26.9, 58.4, 35.5]7 | [14.7, 52.2, —21.9]T | [33.6, 51.4, —30.7]T | [~14.2, —70.0, 15.6]7 | [22.7, 52.5, 23.9]T [4.8, 51.2, 31.5]T [~19.4, —55.7, 16.9]7 [23.5, 40.2, 19.9]7
eu, (%) 15.0 20.0 19.2 13.6 8.7 16.9 12.1 22.1
RMSE (mm) 9.6 10.53 16.25 20.8 227 142 22.1 9.1
TABLE IV
EXPERIMENTAL RESULTS ESTIMATING DISTRIBUTED FORCE (GRAVITY)
T (N) 0.88 1.50 2.01 2.64 334
y (mm) 0 -3.61 | -6.57 | -11.68 | -16.2
u;‘, (KgF) 1 1 1 1 1
up (KgF) 0.92 1.04 1.1 1.01 0.97
ot o o1 €u,, (%) 8.4 3.7 10.9 1.3 2.55
Wy, ', - RMSE (mm) | 642 | 2.15 | 3.14 | 597 | 928
Z 0 % = 0 =
z Yo, 2 2 B
0.1 0.1 ° 0.1
| ~ 01 0.1 | 01
O o L T T O o increasing the structural complexity of continuum robots.

y (m)

2 (m) @ (m)

Fig. 5.  Shape estimation for the case of 3-D external point forces.

Q

[0,0,0,0,0, —9.81]Tup of (8b). To achieve this, we conducted
five experiments with different tendon actuation configurations
(see Table IV). These results indicate a high accuracy in estimat-
ing the force and the shape of the manipulator, with an average
force error of less than 5% and an RMSE of less than 10 mm.
4) Comparative Study of Model-Based Approaches for Soft
Robot Estimation: The estimation-based methods in the lit-
erature enable robots to acquire sensing capabilities without

Model-based methods require precise modeling of slender soft
robots to accurately estimate their shape and external forces.
Most existing model-based estimation approaches are sim-
plified and based on constant curvature, piecewise constant
curvature [42] assumptions, or on polynomial curvature [43].
However, very few have successfully accounted for all strain
components simultaneously. To demonstrate the importance of
using more complex models to precisely estimating external
forces, we compare our method based in GVS, which considers
bending, twisting, and elongation together, with a model that
incorporates polynomial curvature in 3-D (3D-PC) and another
that includes polynomial curvature in 3-D along with elongation
(3D-PC+E). The experimental results, presented in Fig. 6, show
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Fig. 6. Comparative results using different model-based approaches.
(a) Our method based in GVS. (b) 3D-PC+E. (c) 3D-PC.
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Fig. 7. Force estimation during dynamic tests.

the outcomes of the model-based approaches applied to the
experiments of 1-D external point forces for both planar and
out-of-plane deformations.

The results indicate that the proposed method achieves an
average error of approximately 10% while the other methods
exhibit errors of up to 30% in planar deformation and up to
50% in the 3-D case. In both cases, the findings highlight the
importance of accounting not only for bending in 3-D but also for
elongation to accurately estimate both the force and the shape.
The 3-D deformation case further demonstrates that, in addition
to elongation, incorporating twisting deformation is crucial for
achieving high accuracy in the estimation.

C. Force Estimation During Dynamic Tests

In this section, we conducted an experiment in which the
proposed approach was applied to estimate a 65 gF force applied
at the middle of the soft robot while the system was in motion.
In this experiment, the system is actuated using a single tendon-
driven mechanism. We vary the actuator’s length at different
speed rates and also keep it static for certain periods. The results
are shown in Fig. 7.

The average error during the static phase is 3%, while during
the dynamic phase, the error increases to an average of 12%
. In both cases, the method successfully estimates the force;
however, its accuracy significantly decreases when the system
is moving. In addition, in the first dynamic phase, the tendon
is actuated with a reference speed of 3.5 mm/s, whereas in the
second phase, it moves at 2.5 mm/s. As a result, the error in the
second phase is lower despite the system being in motion. As
expected, the estimation error increases as the dynamic effects

IEEE/ASME TRANSACTIONS ON MECHATRONICS, VOL. 30, NO. 6, DECEMBER 2025

30 T ‘ T
— Simulations 1 tendon  ISimulations 3 tendons | Experiments 1 and 3 tendons
S 1 1
N—" L 4
— 20
o
=
)
o 10+ i
(]
=
o
&

0
Fig. 8. Deviations errors obtained in the experimental and simulated

data.

of the system become more significant. This is because our
approach does not explicitly account for dynamic effects. In
addition, we also validated the real-time capabilities of our shape
estimation approach, achieving an average computation time of
0.167 £ 0.0463 s per sample. If faster performance is required
for real implementations, then the method’s speed could be
improved by using the previous solution as the initial guess,
adjusting the convergence tolerance, and optimizing the code
for real-time calculation.

VI. DISCUSSION AND CONCLUSION

The aim of this study is to develop a novel method for
estimating the forces and shape of slender soft robots. A key
advantage of this method is its ability to utilize the tendons’
length and tension directly for estimating both shape and exter-
nal forces, eliminating the need for supplementary systems or
bulky devices. Through multiple simulations, we illustrated the
sensitivity of the proposed method to inaccuracies in length and
tension measurements, as well as to inaccuracies in modeling
friction in the tendons. Moreover, the method has been validated
experimentally, demonstrating its effectiveness in estimating the
force with an error of less than 10% for the 1-D case and around
15% for the 3-D case.

These values fall within the acceptable range in the soft
robotics literature, particularly when using sensors embedded
in the structure of the soft robot instead of a tracking position
system. Specifically, if we compare our results with the only
previous work that estimates force shape using only actuation
measurements [35], we observe similar trend. This works report
experiments for estimating 1-D external point forces for 98, 196,
and 294 mN resulting in an average error of 6%. This error is
within the range obtained in our study for 1-D external point
forces (around 8%). For the case of 3-D external point forces, this
is the first time such estimation has been reported in experiments
using only actuation readings. While the error is slightly higher,
it aligns with the sensitivity analysis conducted in Section IV.
Fig. 8 presents both experimental and theoretical results on the
same graph, showing the mean and standard deviations to clearly
illustrate the errors and similarities between the experimental
and simulated data.

For shape estimation, the error was less than 15 mm, which
is 6% of the length of the prototype. The results also show that
by increasing the number of tendons, more information can be
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obtained, enabling the estimation of more complex forces. In
addition, we did not observe higher tension introducing larger
estimation errors. This is because the tendons operate within a
range where they do not experience elongation. If the tendons
were to elongate due to high tension values, this elongation
would need to be included in the model, as it would affect the
measured length within the robot and alter the friction direc-
tion, thereby introducing additional errors into the estimation
algorithm. While the method has shown good accuracy and
significant potential for applications requiring compact designs,
it does have certain limitations that could be addressed in future
research. The first limitation concerns the method’s sensitivity
to both the precision of sensor measurements. This suggests
that improving the accuracy of the method would require to
improve some parts of the prototype and use higher resolution
measurements employing high-quality sensors that offer precise
measurements with minimal noise and very high precision.
Moreover, it would be beneficial to develop more accurate
friction models.

The second limitation involves the assumption of knowing the
force’s position, which can restrict the method’s applicability
in certain scenarios. To address this, our future research will
explore the integration of additional tendons to estimate more
variables. Moreover, in future work, we plan to test this approach
on more complex systems, such as chains of soft-rigid robots
or soft robots that require modeling with multiple elements
due to discontinuities in strain caused by discontinuous internal
actuation or multiple point external forces.

APPENDIX
BASIC FORMULAE

Adjoint operator of se(3)

B k 035 ) (w033 6x6
e = |5 ) i3dneo = (v W ) € R
Adjoint map of SE(3)

R 0343 6x6
Adg(x) = <?R R ) € R

Exponential map of SE(3)

1 ~2 1 . ~3
” (I —cos(0)) Q2 +@ (0—sin (0))

where 0 is ||k||. Moreover, fourth-order Zannah quadrature ap-
proximation of Magnus expansion

exp (ﬁ) =1+ Q+

V3n?

h
Q;(h) = 5 (Eis1 +&in) + Tad&zlﬁizz

where subscripts “z1” and “22” refer to quantities evaluated at
the first and second collocation points: X; + (1/2 F /3/6)h.
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