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ABSTRACT
Explanations can help users to better understand why items have
been recommended. Additionally, explanations for group recom-
mender systems need to consider further goals than single-user
recommender systems. For example, we need to balance group
members’ need for privacy with their need for transparency, since
a transparent explanation might pose a privacy hazard. In an online
experiment with real groups (n=114 participants: 38 groups of size
3), we seek to understand which factors influence people’s privacy
concerns when a single explanation is presented to a group in the
tourism domain. In particular, we study the direct effects of three
factors on privacy concern: a) group members’ personality (using
the ‘Big Five’ personality traits), b) specific preference scenarios
(i.e., having minority or majority preferences compared to two
other group members), c) the type of relationship they have in the
group (i.e., loosely coupled heterogeneous, versus tightly coupled
homogeneous). We find that for personality two traits, Extroversion,
and Agreeableness, each significantly affects the privacy concern.
Moreover, having theminority or majority preferences in the group,
as well as the type of relationship people have in the group, have a
strong and significant influence on participants’ privacy concern.
These results suggest that explanations presented to groups need
to be adapted to all three factors (personality, type of relationship,
and preference scenario) when considering the privacy concern of
users.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI;
User studies; • Information systems→ Recommender systems.
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1 INTRODUCTION
Explanations can be regarded as additional information that accom-
panies the recommendations and serves various goals, such as to
explain the way the recommendation engine works (transparency),
help users make good decisions (effectiveness), and increase users’
confidence in the system (trust) [40]. Many studies have demon-
strated the benefits of adding explanations to automated recom-
mendations. For instance, Herlocker et al. [14] found that adding
explanations to recommendations can significantly improve the
acceptance rate of the recommendation and the satisfaction of the
users thereof. Sinha and Swearingen [36] found that transparent
recommendations can also increase the user’s trust in the system.
These results were replicated in various domains and using different
explanation methods. The majority of research focused on single-
user scenarios. However, when explaining recommendations to a
group of users, an additional aspect, privacy, becomes relevant as
well. This aspect requires a trade-off between a) generating effective
explanations to group members and b) keeping each group member
comfortable by not disclosing private preferences to other group
members. For example, a person who is in a staff group, which in-
cludes the manager, might not feel comfortable that an explanation
discloses that the Bulldog coffee-shop (a cannabis store) has been
recommended to the group since (s)he likes it.

Early works [17, 31] about explanations of recommendations
tailored for groups limited their focus on justifying the selected
aggregation technique.1 Quijano-Sanchez et al. [35] investigated
how group dynamics (e.g., user’s personality, tie strength between
users, etc.) affects the perception of explanations. They speculated
that group members might feel an intrusion to their privacy if their
personal preferences are disclosed to other group members in the
explanations. Besides, findings from previous works suggest that

1Group recommendations are, in most cases, generated by aggregating group mem-
bers’ individual preferences (or recommendations) with methods called aggregation
techniques.
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there may be some individual differences in the levels of partici-
pants’ privacy concern about disclosing their information [21, 33].
To this end, in this paper, we study privacy concerns in explanations
of group recommendations.

We investigate the relationship between factors identified in
the literature and individual privacy concerns. The first factor we
investigate is users’ personality, modeled using the Five Factor
Model (FFM, often referred to as the Big5). Furthermore, related
work [1, 16, 30] indicates that there are two more factors that have
an influence on participants’ privacy concerns: relationship type
(both relationship strength and equality of positions) and preference
scenario (whether the active user’s preference is in the minority or
majority compared to others’ preferences within the group).

Specifically, we investigate the following research question:

How do people’s personality, their relationship type in the group,
and preference scenario affect their privacy concern regarding
group recommendation explanation?

Our results indicate that the following variables have a signif-
icant impact on the participants’ privacy concerns: two facets of
personality (Extraversion and Agreeableness), preference scenario,
and relationship type. These findings will inform the design of
group explanation approaches in order to minimize privacy issues.

The next section presents related work in explanations for group
recommendations with the focus on the work that discusses privacy
aspects in group explanations. In Section 3, we develop a conceptual
model of the relationships between the three aforementioned fac-
tors and privacy concern. In Section 4 we present two pre-studies
that were needed in order to validate two factors for the main study:
1) sensitive information types and 2) questionnaire items measuring
the construct of privacy concern. In Section 5 we describe the main
user study performed to evaluate the developed model. Then, we
describe the results and discuss implications for adapting the level
of privacy to these three factors in Section 6. We summarize our
results and their implications in Section 7, and conclude with plans
for future work in Section 8.

2 RELATEDWORK
We provide an overview of existing research related to explanations
in group recommender systems. We also discuss privacy aspects in
explanations for groups, which arise in these scenarios.

2.1 Explanations for group recommendations
Although there are many studies on group recommendations, only
a few of them focus on generating explanations. The generation
of explanations for group recommendations depends on how the
group recommendations were generated in the first place. One ap-
proach to generate group recommendations, called aggregated mod-
els, aggregates individual preferences (e.g., existing ratings) into a
group model. Group recommendations are then generated based on
the group model. Another approach to generate group recommen-
dations is called aggregated predictions. It aggregates individual
item-ratings predictions and recommends to the group items with
the highest aggregated scores [11]. Explanations based on these

approaches reveal the underlying mechanisms of the employed
social choice-based preference aggregation strategies [20, 34, 43].

Similarly, Quijano-Sanchez et al. [35], extended work on gener-
ating and personalizing explanations by including the social factors
of personality and tie strength between group members involved
in the recommendations decision-making processes. They showed
that adding the social component to explanations increases users’
likelihood to accept the recommendations. However, it is important
to note that personalization may cause privacy concerns, especially
when including social aspects. For example, this kind of explana-
tion might damage friendships, by telling users that someone in the
group does not trust them or offend users, by telling them that their
preferences are taken into account less, due to their personality
[35].

The existing works on generating explanations for group recom-
mendations primarily consider the need for transparency, e.g., to
clarify the reasoning and data behind a recommendation to help
users better understand how the recommender system works and
why a specific item has been recommended [42]. However, when
generating explanations for groups, privacy becomes of great rel-
evance as well. The work of Herzog and Wörndl [16] highlights
the need for privacy in a group context, as it found that there was
a greater amount of interaction with distributed displays when
people were interacting on their individual devices rather than on
a shared public display. For example, when using a shared public
display to enter sensitive data, privacy was a concern for many
participants.

2.2 Factors influencing privacy concern in
groups

Social science and psychology scholars have noted that privacy
might be more situation-specific than dispositional. They argued
that privacy concern in a specific situation is more understandable
than it is in the abstract [3, 8, 28, 37, 38].

Xu et al. [45] defined privacy concern as consumers’ concerns
about a possible loss of privacy as a result of information disclosure
to a specific external agent (e.g., a specific website). We adapt the
definition for groups as:“(each) group member’s concerns about
a possible loss of privacy as a result of the group recommender
system presenting an explanation to the whole group”.

We reviewed the literature to identify which factors may influ-
ence privacy concern in group recommendations. Privacy concern
has to the best of our knowledge not been investigated for group
recommendations. Therefore, we reviewed the extensive literature
on privacy concern for users interacting online or with service
providers, to identify which personal and situational factors could
affect a user’s privacy concern (e.g., [2, 9, 19, 22]).

We identified three factors relevant to explaining group recom-
mendations, namely: personality, relationship type, and preference
scenario.

2.2.1 Personality. Personality theories (or trait theories) suggest
that personality traits, referring to an individual’s stable, long-term
psychological attributes, would have a potential impact on peo-
ple’s privacy perception. The association between personality and
behavior is widely discussed in behavioral research. In terms of
online information privacy, a large number of personality models
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have been studied, including the Big Five personality model (en-
compassing five dimensions/traits: Extraversion, Agreeableness,
Conscientiousness, Neuroticism, and Openness) [2, 19, 24, 26]. Ta-
ble 1 summarizes the correlations between each of these traits and
concern for privacy in different domains. We see that two traits,
Agreeableness and Neuroticism, are significantly related to privacy
concern. While we see a significant effect for Extroversion in the
E-commerce domain, the results across domains are inconsistent
and all the correlations are weak.

2.2.2 Relationship type. Results of a previous study in group rec-
ommender systems suggest that people’s privacy concerns would
also be affected by the types of relationships within the group.
Herzog and Wörndl [16] investigated different user interfaces for
tourism group recommendations among two group types; primary
groups (i.e., groups in which members shared a close relationship,
such as family), and secondary groups (i.e., groups which are often
created in goal-focused situations, such as colleagues). They found
that primary groups felt more comfortable when sharing a display
and revealing their preferences to other group members. In con-
trast, secondary groups preferred to use separate devices in order
to specify their preferences individually.

2.2.3 Preference scenario. When having a minority preference or
opinion, there is a chance that people may want to conform to the
norm. Conformity is defined as a change in opinion, judgment, or
action to match the opinions, judgments, or actions of other group
members [12]. For instance, a person could express an opinion to
match the opinions of others in the group, even though they might
believe differently [1, 30]. Consequently, if they think differently
from the rest of the group, they may not want their preferences
disclosed by the recommender system either.

Similarly, Najafian et al. [33] investigated which information
people would like to disclose in explanations for group recommen-
dations in the music domain. Their results suggested that when a
person differs in their preferences, they were sensitive to the sys-
tem disclosing their personal information. These findings suggest
that people’s privacy concerns could be influenced by whether a
person’s preferences are in the minority compared to those of other
group members (or not).

3 RESEARCH MODEL
In the previous section, we identified three factors that could af-
fect privacy concern in the group, namely: personality, relationship
type, and preference scenario. In this section, we are developing a
conceptual model to understand the relationship between those
factors.

Figure 1 depicts the conceptual model, which includes a well-
established connection (personality -> privacy concern) and two
new connections that may also apply in the context of groups
(relationship -> privacy concern and preference scenario -> privacy
concern). We examine this conceptualization through the proposed
theoretical lens of privacy in groups.

Figure 1: The conceptual model of disutility enhancers and
reducers for disclosing personal information in group expla-
nation.

3.1 Personality
Related work shows that two personality traits, Agreeableness and
Neuroticism, are related to privacy concern.

Agreeableness. Agreeableness is a trait related to the likeability
and social conformity of individuals. Highly agreeable individuals
have been found to trust others and to be less suspicious of their
environment or other individuals [7]. Although warm and trusting
in their social interactions, agreeable individuals are apprehensive
of deviant behaviors [5]. Because privacy invasion is deviant so-
cial behavior, some argue that individuals with this trait are more
concerned about their privacy than are others (e.g., [2, 19]). On
the other hand, some other studies argue, agreeable individuals are
less likely to appraise others’ actions as potentially harmful when
faced with privacy threats (e.g., [24]). Hence, their tendency to trust
others and to be less suspicious of their environment should reduce
their level of privacy concern [19]. The results from Table 1 indicate
that there is an ambiguous effect of agreeableness in the literature.
Even though all the mentioned studies found a significant effect of
this trait on privacy concern, the direction was not consistent. This
leads us to the following hypothesis,

H1a: Agreeableness will influence individuals’ privacy concern
regarding the presented explanation to the group.

Neuroticism. Neuroticism reflects how individuals react to stress-
ful conditions. It is sometimes referred to as emotional instability, or
if reversed as emotional stability (e.g., [2]). In the remainder of the
paper, we will use the term “neuroticism” as it is the most widely
used one. Individuals with this trait are described by terms such
as anxious, depressed, stressed, suggestible, volatile, and fearful
[13]. We conjecture that a person with a higher level of anxiety and
fearfulness should be more nervous about disclosing their personal
information and have a greater privacy concern. As can be seen
in Table 1, a significant and positive effect of neuroticism on pri-
vacy concern was found in multiple domains. This leads us to the
following hypothesis,
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Table 1: Personality and online information privacy

Independent variables Dependent variables Online [24] Finance [2] Ecommerce [2] Health [2] Location [19]
Extroversion 0.04 ns -0.11* ns -0.03
Agreeableness 0.17* 0.14** 0.14** 0.12* -0.22**

Conscientiousness 0.13 ns ns ns 0.12*
Neuroticism - 0.12* 0.11* 0.22*** 0.05 (Stability)
Openness

Concern for privacy

- ns ns ns 0.11*
Notes: * p < .05, ** p < .01, *** p < .001, ‘ns’ p > .05.

H1b: Neuroticism will influence individuals’ privacy concern
regarding the presented explanation to the group.

We will investigate the influence of these traits on privacy concern
in the context of the tourism group recommendation (we included
all the personality traits in our model).

3.2 Relationship type
The second factor that has been shown to be related to privacy con-
cern is the relationship people have within the group. Wang et al.
[44] distinguish between positionally homogeneous and positionally
heterogeneous groups. In positionally homogeneous groups, such
as friends or a group of strangers (e.g., a tourist group), the posi-
tion of members is equal. In heterogeneous groups, such as family
groups, the position of members is unequal. They also distinguish
between tightly-coupled (strong relationship: members are close
and intercommunication is important) and loosely-coupled (weak
relationship: members are relatively estranged, and intercommuni-
cation is less frequent and less important) groups. Based on these
two dimensions, Wang et al. [44] define four different group types:
tightly-coupled homogeneous (e.g. a friends’ group), loosely cou-
pled homogeneous (e.g. a group of strangers like a tourist group),
tightly-coupled heterogeneous (e.g. a family group), and loosely
coupled heterogeneous (e.g. a staff group including managers). In
this study, we only opted for two group types in order to reduce
the number of independent variables. We chose to *study* the two
extreme cases: “tightly coupled homogeneous” and “loosely cou-
pled heterogeneous”, in order to investigate whether there is any
merit in modelling relationship type in relation to privacy concerns.
In the first one, people have a strong relationship and the posi-
tion of members is equal, in the second one people have a weak
relationship, and the position of members is unequal. Hence, we
conjecture,

H2: The relationship type people have in the groupwill influence
their privacy concern regarding the presented explanation to the
group.

3.3 Preference scenario
The third factor that has been shown to be related to privacy con-
cern is when a person’s preference is in the minority or majority
compared to others’ preferences within the group. As previously
mentioned, people often conform to the group to avoid being dis-
liked and express an opinion that matches the one of the rest of the
group even though they might think differently [1, 30]. Hence, we
conjecture,

H3: Preference scenario (having minority or majority prefer-
ences in the group) will influence individuals’ privacy concern
regarding the presented explanation to the group.

4 PRE-STUDIES
Before starting the main study we needed to (1) verify that the expo-
sure of personal information in the explanations actually does raise
privacy concerns in participants (pre-study 1) and (2) validate the
instrument for measuring the privacy concern, which we adapted
from related work (pre-study 2).

4.1 Pre-study 1: Group Explanation
Private information can fall under one or more of the following
nine categories: location, medical, drug/alcohol, emotion, personal
attacks, stereotyping, family or other associations, personal details,
and personally identifiable information [4]. We selected the follow-
ing subset which is relevant to the domain of tourism: location,
drug/alcohol, emotion, personal details, and personally identifiable
information. Some of this information is used in current tourism
recommender systems, for example Mohamed et al. [32] use users’
current location and emotion/mood, or Cheng et al. [6] consider
user personally identifiable information (e.g., gender, age, race) to
recommend personalized travel places to visit. In order to verify
that the exposure of personal information in the explanations actu-
ally does raise privacy concerns in participants, we ran a study. We
asked ten colleagues from a computer science faculty to indicate
how privacy sensitive each type of information, specifically in the
context of an explanation given to the whole group, would be on a
5-point Likert scale ranging from 1 (non sensitive at all) to 5 (very
sensitive). In addition, we provided an example from the explana-
tion for each type of information. For instance, for the Drug/alcohol
category (e.g., you will love the Bulldog coffee-shop, a cannabis store),
for the Emotion category (e.g., you are sad), for the Personal details
category (e.g., your sexual orientation, LGBTQ+), for the Personally
Identifiable Information category (e.g., your birth-date), and for the
Location category (e.g., your current location). The mean score was
above 3 (out of 5) for all the types. This result suggests that the
information used in the explanations is likely to provoke privacy
concerns.

4.2 Pre-study 2: Establishing Construct Validity
Before we could measure the user’s privacy concern regarding the
presented group explanation, we needed to establish the validity
of the instrument’s items. We used confirmatory factor analysis
(CFA), which can establish both the convergent (the question items
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are actually measuring a single construct) and discriminant validity
(the question items are actually measuring different constructs).
A rule of thumb for CFA is to have at least five participants per
questionnaire item [23]. For 8 items, the minimum number of re-
quired sample size for our study is therefore estimated to be 40.
The participants for this purpose were recruited using Prolific.2 We
used results from 40 participants, after removing 5 participants who
failed an attention check. The question items for measuring privacy
concern were adapted for the purpose of our main study from pre-
vious instruments developed for measuring consumer information
privacy in online contexts [21, 27]. We adopted a 5-point Likert
scale ranging from 1 (strongly disagree) to 5 (strongly agree). The
values for both the CFI 3 and TLI 4 were above 0.95. The value of
the Standardized Root Mean Square Residual (SRMR) was below 0.5.
These values indicate a very good fit [23]. The question items with
low squared loading values were removed from the final instrument
(3 out of 8 items were removed).5 The remaining items were:

• P1) The system disclosed, in this group explanation, infor-
mation about me that I consider private.

• P2) All things considered, this group explanation would
cause serious privacy problems.

• P3) To me, it is the most important thing to keep my privacy
intact from the group members of the group I am in.

• P4) The system shows, in this group explanation, more in-
formation about me than I am comfortable with.

• P5) This group explanation is revealing too much personal
information about me to the other group members.

5 EXPERIMENT
In this section, we describe an online between-subjects study that
investigates which factors influence the group members’ privacy
concern regarding the information disclosed in the presented group
recommendation explanation.

We had two experimental manipulations (relationship type and
preference scenario), an observed variable (personality), and a de-
pendent variable (privacy concern). The relationship type variable
takes the value of 1 for participants who are in a “loosely coupled
heterogeneous group” (e.g., staff group including a manager), and
0 when they are in a “tightly coupled homogeneous” group (e.g.,
friend group). We controlled the preference scenario variable by
setting its value to 1 for the member with minority preference (i.e.,
Carol in the scenario description in Section 5.1) and to 0 for the
members that are in majority in terms of preferences (Bob and John
from the scenario description).

We used the Big Five Inventory (BFI) to assess the personality
on the five factors of Openness, Conscientiousness, Extraversion,
Agreeableness, and Neuroticism [18]. It is composed of 44 items
with a 5-point Likert scale ranging from 1 (strongly disagree) to 5
(strongly agree).

2www.prolific.co [July 2020].
3The Comparative Fit Index evaluates the model fit by analysing the discrepancy
between the conjectured and the null model.
4The Tucker–Lewis index is preferable for smaller data samples and it indicates how
much the conjectured model improves the fit relative to the null model.
5This decision is made on the basis of squared loading, using the recommended
threshold of 0.50 [23]).

For the qualitative analysis, we distinguish between high and
low for each trait. First, we aggregate all question items for each
trait. Then after normalizing, we split the scores into two bins
around the normative mean value for that trait as obtained in a
large data-set of adult American Internet users [39]. With several
question items, validated in the pre-study 2 (see Section 4.2), we
measured the group members’ privacy concern about a possible loss
of privacy as a result of the group recommender system presenting
an explanation to the group.

5.1 Procedure
In the previous section, we validated both the example explanation
that we use in our user study and the question items for the main
variable that we are measuring, privacy concern, in this user study.
Herewe introduce the online studywe designed to evaluate people’s
privacy concern regarding a presented group explanation in the
real groups.

We designed an online between-subjects experiment in which
participants were randomly assigned to form either a) a tightly
coupled homogeneous group or b) a loosely coupled heterogeneous
group. The group size was set to three, similar to previous studies of
group recommendation [15, 29]. This was executed in two phases:
1) setting up groups, and 2) evaluating privacy concern.

Setting up groups. In this phase participants who see the ad-
vertisement and would like to participate in our study click on the
provided link and are redirected to our ‘‘sign up’’ page. For each
group, the experiment is initiated by one person, which we will
refer to as an inviter as they are requested to invite the other two
members.

Step 1: While inviters sign up, they need to invite two other group
members based on the group type we assign to them. For example
for the “loosely coupled heterogeneous” type, they are requested
to form a group where the position of members is unequal, the
members are relatively estranged, and intercommunication is less
frequent and less important (e.g., a staff group including a manager).
By entering the potential group members’ names and emails, an
invitation email is sent to the invitees.

Step 2: When the two invitees get the invitation email they have
a week to accept the invitation. Once both invitees accept the
invitation, all group members get an email containing a link. This
link which contains group members’ information redirects them to
the second phase (evaluating privacy concern), corresponding to
that group.

Evaluating Privacy Concern. When all the group members
are redirected to the second phase, they go through the following
steps:

Step 0: Participants are shown a description of the scenario and
the explanation for the recommended point of interest (POI) as can
be seen in the following example.

18



UMAP ’21, June 21–25, 2021, Utrecht, Netherlands S. Najafian et al.

The defined scenario:
Imagine that you and your group members have a plan
to visit a place in Amsterdam together. A tourism
app makes recommendations for your group based on
all group members’ individual preferences.
Carol has different tastes (preferences),
compared to the other two group members. The
recommended place is Carol’s favorite. The app
has recommended the Bulldog coffee-shop to visit
for your group which will explain why it made this
recommendation for all of you as follows.

Names and ages will be adapted in the following explanations
based on users’ inputs. Apart from that, it is the same for all the
participants.

The presented explanation:
“The "Bulldog coffeeshop” (cannabis store) has been recom-
mended to your group since Carol will love it! The coffee-shop
isn’t the primary preference of Bob and John, but they are okay
with it. Their preferences will be taken into account in the next
recommendations. Besides, Carol is feeling quite sad today, and
we know that she really wants to visit the coffee-shop and won’t
be talked out of it easily.
It’s a good recommendation geographically – it is close to all
three of you. Carol is at Vondelpark, only a minute’s walk from
the coffee-shop. Bob and John are at SoHo (LGBTQ+) bar, five
minutes from the coffee-shop. You can all meet there in 10
minutes.
Since you’re all above 18 years in age, you can buy cannabis
at the coffee-shop (Carol is 29, Bob is 28, and John is 35).”

Step 1: Participants are asked to fill in some demographic-related
questions as well as a set of questions to assess their personality
traits.

Step 2: Participants are asked to answer a set of survey ques-
tions related to their privacy concern regarding a shared explana-
tion within the group in the defined scenario (the same questions
validated in Section 4.2). We also include three attention check
questions. At the end of the survey, participants are given the op-
portunity to freely express their opinions regarding the key factors
that can influence their privacy preferences for a shared explanation
in an open-ended question and the information they considered
private.

6 RESULTS
To investigate the effects of different factors on the dependant
variable, privacy concern, we built a structural equation model
(SEM) upon the data collected with our questionnaire by using
the R library Lavaan 6. All questionnaire items are modeled as
ordinal variables. SEM is able to analyze the effects in an integrative
structure where we can associate all the desirable effects.

6http://lavaan.ugent.be/, October 2020

The resulting SEM model (Figure 2) shows how type of rela-
tionship, preference scenario and personality influences privacy con-
cern. Based on the final results we removed two question items
(P1 and P2; which were validated in Section 4.2) with low squared
loading values and three question items (P3, P4, and P5; see Sec-
tion 4.2) remained valid to measure group privacy concern. The
model has a good model fit: chi-square(205) = 340.423, p = .000;
root mean squared error of approximation (RMSEA) = .047; 90%
CI : [0.026, 0.059], Comparative Fit Index (CFI) = .880, Turker-Lewis
Index (TLI) = .808.

6.1 Participants
To determine the required sample size, we performed a power
analysis [10] of a medium-sized effect (0.5 SD) with a power of 85%
in a between-subjects experiment. It showed that a minimum of 100
participants are needed in total. This was inline with the suggested
minimum sample size for SEM in Knijnenburg and Willemsen [23].

The participants for this paper were a convenience sample re-
cruited through university networks. 114 participants (38 groups of
3 people) voluntarily joined our study (Age: Mean = 31.8, SD = 7.7;
Gender: Female = 47%, Male = 53%). Half of the participants were
assigned to form a loosely coupled heterogeneous group (19 groups)
and the other half a tightly coupled homogeneous group (19 groups).
By design,7 among those one-third of participants (38 participants)
were assigned to have minority preferences in the group and two
third majority preferences (76 participants). All responses were
included in the data analysis due to successful attention checks.

6.2 H1. Effects of Personality
Here we discuss the effects of the two personality traits we hypoth-
esised would have an effect on privacy concern:

H1a. Agreeableness. We found that the Agreeableness trait in our
participants has significant effect on their privacy concern (p < .01).
The positive sign (coefficient=0.47) indicates that people who scored
high on Agreeableness perceived higher privacy concern rather
than people who scored low on this trait. Thus, we can accept
hypothesis H1a: Agreeableness will influence individuals’ privacy
concern regarding the presented explanation to the group.

H1b. Neuroticism. We found no significant effect of participants’
score on the Neuroticism trait on the participants’ privacy con-
cern. We argue that one possible reason that we did not find an
effect could be the distribution of scores on this trait in our sample.
Only 19 participants scored high on this trait in comparison to 95
participants with a low score on this trait.

6.3 H2. Effects of Relationship
We found that people’s relationship type within the group has a
significant effect on their privacy concern (p < .001). Specifically,
the negative sign (coefficient=−0.90) indicates that participants in
a tightly coupled homogeneous group (e.g., friend group) perceived
a lower privacy concern, compared to participants in a loosely
coupled heterogeneous group (e.g., staff group). Thus, we can accept
hypothesis H2: The relationship type people have in the group will
7Recall that in each group, one participant preferred the POI and this was in contrast
with the preferences of the other two group members who constituted the majority.
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Figure 2: The structured equation modeling (SEM) results. Numbers on the arrows represents estimated coefficients (and stan-
dard error) of the effect. Significance levels: *** p < .001, ** p < .01, ‘ns’ p > .05.

influence their privacy concern regarding the presented explanation
to the group.

6.4 H3. Effects of Preference Scenario
We found that having the minority or majority preferences in the
group has a significant effect on people’s privacy concern (p < .001).
Specifically, the results are consistent with conformity: the posi-
tive sign (coefficient=0.97) indicates that people having minority
preferences perceived higher privacy concern rather than people
having majority preferences. Thus, we can accept hypothesis H3:
Preference scenario (having minority or majority preferences in
the group) will influence individuals’ privacy concern regarding
the presented explanation to the group.

6.5 Post-hoc Analysis
The results from related work for the trait of Extraversion were
weak and inconsistent. Given that we included all the personality
traits in our model, we are able to report the results for Extraversion
here for further comparison. Extraversion reflects people orienta-
tion and pleasure in social interactions. Descriptions of this trait
include being talkative, bold, assertive, sociable, and demonstrative
[13]. We found that the Extraversion trait in our participants has a
significant effect on their privacy concern (p < .01). The positive
sign (coefficient=0.44) indicates that people who scored high on
Extraversion perceived higher privacy concern rather than people
who scored low on this trait. We argue that a possible reason that
we found a significant and strong effect could be the distribution
of scores on this trait in our sample. We had a similar number of
participants who scored high and low on this trait.

6.6 Qualitative feedback
We asked the participants to motivate their responses. In this sec-
tion, we analyse their comments to better understand whether
the three factors (personality, relationship type, and preference
scenario) influenced privacy concerns differently for the five in-
formation types (Location, Drugs, Emotion, Personally identifiable
Information, and Personal Details). The users’ feedback was anal-
ysed using closed/fix coding [25]. They were coded based on one
or more information categories (among the five information cate-
gories) users mentioned in their comments. For example, we coded
the comment: “The description indicates both that I would love a
cannabis cafe, and that I am very sad. I consider both statements
to be way too personal and private!” for the category of Drugs and
the category of Emotion. Then we divided these categories based on
our three main factors: their relationship type, preference scenario,
and their personality. All participants’ comments were considered
in this analysis. Following we describe the results in detail.

Location. Personality. 31% (17 out of 54) who scored high on
Extraversion, and 31% (6 out of 19) who scored high on Neuroticism
expressed privacy concern in their comments regarding disclosing
their current location. Also, 25% (18 out of 72), who scored high
on Agreeableness showed privacy concern about revealing their
current location. Conversely, only a few participants, about 5% of
participants who scored low on these three traits, showed privacy
concern regarding this type of information.

Relationship type. 21% (12 out of 57) of participants who were in
a loosely coupled group expressed privacy concern about revealing
their current location. From the participants in a tightly coupled
homogeneous group, only half of this number of participants ( 10%,
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6 out of 57) expressed privacy concern for disclosing their current
location to the group.

Preference scenario. 21% (8 out of 38) of participants who had
minority preference within the group expressed privacy concern in
their comments regarding disclosing their current location. Fewer
participants (16%, 12 out of 76), who had majority preferences,
expressed privacy concern for this type of information.

Drug/alcohol. Overall, participants expressed less concern about
disclosing this type of information.

Personality. The highest number belongs to participants who
scored high on Extraversion: 15% (8 out of 54). A comparable num-
ber of participants who scored high on Agreeableness and Neuroti-
cism expressed concern about disclosing this type of information,
both 10%.

Relationship type. 17% (10 out of 57) of participants who were in
a loosely coupled group expressed privacy concern about revealing
drug/alcohol information. From the participants in a tightly cou-
pled homogeneous group, only 2% (1 out of 57) expressed privacy
concern for disclosing this type of information to the group.

Preference scenario. 18% (7 out of 38) of participants who had
minority preference within the group showed privacy concern in
their comments about disclosing drug/alcohol information. A small
proportion of participants about 8% (6 out of 76) of participants,
who had majority preferences, showed privacy concern for this
type of information.

Emotion. Personality. Participants showed more concern about
disclosing their emotional state in the group. The highest number
belongs to participants who scored high on Neuroticism: 47% (9
participants out of 19). Besides, 37% (20 out of 54) of participants
who scored high on Extraversion showed concern for this type
of information in their comments. Fewer participants about 18%
(13 participants out of 72), who scored high on Agreeableness,
expressed this concern.

Relationship type. 28% (16 out of 57) of participants who were
in a loosely coupled group expressed privacy concern about re-
vealing their emotion. From the participants in a tightly coupled
homogeneous group, about 17% (10 out of 57) of the participants
expressed privacy concern for disclosing this type of information
to the group.

Preference scenario. 34% (13 out of 38) of participants who had
minority preference within the group expressed privacy concern in
their comments regarding disclosing their emotional state. Fewer
participants about 10% (8 out of 76), who had majority preference
within the group expressed privacy concern for this type of infor-
mation.

Personally identifiable information (age). Personality. 30%
(16 out of 54) of participants who scored high on Extraversion
showed concern about disclosing their age within the group. Be-
sides, 25% (18 out of 72) of participants who scored high on Agree-
ableness showed concern for this type of information in their com-
ments. From participants who scored high on Neuroticism, 19% (4
out of 19) stated this concern.

Relationship type. 26% (15 out of 57) of participants who were in
a loosely coupled group showed privacy concern about revealing
their age. From the participants in a tightly coupled homogeneous

group, about 10% (6 out of 57) showed privacy concern for disclosing
this type of information to the group.

Preference scenario. 24% (9 out of 38) of participants who had
minority preference within the group expressed privacy concern in
their comments regarding disclosing this type of information. Fewer
participants, about 14% (11 out of 76), who had majority preferences,
expressed privacy concern for this type of information.

Personal details (LGBTQ+). Personality. The highest number
of participants who showed concern about disclosing this type
of information to the group were the ones who scored high on
Agreeableness: 26% (19 out of 72). For participants who scored
high on the two other traits, Extraversion and Neuroticism, fewer
participants showed concern for this type of information in their
comments (10%).

Relationship type. 28% (16 out of 57) of participants who were in
a loosely coupled group showed privacy concern about revealing
their sexual orientation. From the participants in a tightly coupled
homogeneous group, fewer participants, about 5% (3 out of 57),
showed privacy concern for disclosing this type of information to
the group.

Preference scenario. 31% (12 out of 38) of participants who had
minority preference within the group showed privacy concern in
their comments regarding disclosing this type of information. Fewer
participants, about 10% (8 out of 76), who had majority preferences,
showed privacy concern for this type of information.

6.7 Discussion
Personality. We found that participants who scored high on

Agreeableness or Extraversion were more concerned with informa-
tion privacy. This was further supported by the qualitative com-
ments from participants. The comments indicate that participants
who scored high on Agreeableness were concerned more about
their location, age, and sexual orientation information than about
other types of information (about 19% of these participants). In
contrast, the highest concern for participants who scored high on
Extraversion was about their emotional information (about 37% of
these participants). This was similar for participants who scored
high on Neuroticism (about 47% of these participants), who showed
more concern about their emotional information. As a guideline
for designing explanations, we should adapt which information is
disclosed depending on the personalities in the group. Different
personality traits varied in terms of which information they found
sensitive.

Relationship Type. The highest number of participants, who
showed concern about sexual orientation and emotional informa-
tion were in a loosely coupled heterogeneous group (about 28% of
these participants). The highest number of participants, who were
in a tightly coupled homogeneous group showed concern about
only emotional information (about 17% of these participants). We
should adapt to the loosely coupled heterogeneous group for all
five information types.

Preference scenario. The highest number of participants who
showed concern about emotional information had minority prefer-
ences (about 35% of these participants). This was about location in-
formation for the participants who had majority preferences (about
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16% of these participants). Minority preferences matter a little for all
information types, but in particular for emotion. We should adapt
to people with minority preferences in particular when disclosing
emotion.

Information Type. Among the five types of information we in-
cluded in the explanation, the highest number of participants showed
concern for the emotional information. Information regarding par-
ticipants’ age came second with regards to the concern. Surpris-
ingly, Drugs appear to be the least important to adapt to (18% max).
This might be related to the cultural background of our partici-
pants. As our participants mainly live in the Netherlands, maybe
in the Netherlands people are less sensitive in disclosing this type
of information. In the future, it would be interesting to study the
relationship between the nationality/where participants live and
their concern for different types of information.

Setting up groups. Recruitment of groups participants is a chal-
lenge when aiming to control for the group type. The challenge
increases when recruiting heterogeneous, loosely coupled groups,
in particular with a leader. A recommendation for future studies is
to first ask the participants from a “higher” position, rather than to
recruit organically or to request participants in “lower” positions
to recruit others. We received feedback from several participants
that it is difficult for them to ask a person in a higher position (e.g.,
their boss) to form a group with them.

6.7.1 Limitations. In this section, we discuss the limitations of our
study.

Firstly, we measured participants’ privacy concerns for a hypo-
thetical scenario rather than their actual preferences. This might
cause people not to be able to imagine the situation very well.
Although we used actual groups and participants’ answer to the
open-ended question shows their high engagement in the study,
asking participants to imagine sharing their information still might
lead to different results than actually sharing it.

Secondly, we defined the scenario in such a way that we expected
to maximize the privacy concern. In future studies, we plan to study
the effect on different information types in more detail. Besides, in
our study we studied preference in relation to a single POI which
was sensitive due to being a coffee shop. Different results might be
found for other types of preference scenario.

In addition, participants were recruited from universities world-
wide through our professional networks. This sample may not be
representative of the general population. For example, an effect for
the personality trait of Neuroticism might be found in a sample
that controls for the balance of high and low scores on this trait. Or
the sensitive information is probably less sensitive culturally for
the majority of the members of this sample.

Our work could also benefit from the larger sample size. In this
study, we considered a bare minimum for relatively simple SEM
models (100 observations). Besides, we relied on the independence
of the data points in our model.

Finally, this study was conducted in the context of recommen-
dations for tourism. This domain was suitable for studying group
recommendations, as it is relatable for many participants. However,

the results may differ in domains where preferences are less sub-
jective in nature or differ in terms of their level of investment or
risk [41].

7 CONCLUSION
In this paper, we investigated and found an effect for three factors
that influence participants’ privacy concern regarding an expla-
nation of a tourism group recommendation: relationship, prefer-
ence scenario, and personality. Relationship type has a strong and
significant effect on privacy concerns. The results showed when
participants are in a tightly coupled homogeneous group perceived
lower privacy concern compared to a loosely coupled heteroge-
neous group. Besides, the preference scenario also has a strong and
significant effect on privacy concerns. Participants being in the mi-
nority preference-wise perceived higher privacy concern compared
to group members who were in the majority preference-wise. For
personality we found the expected effect of the personality trait of
Agreeableness on privacy concern. However, we did not find the
hypothesized effect of the trait of Neuroticism. Additionally, we
found an effect on the trait of Extraversion. Both Agreeableness
and Extraversion had a positive effect on privacy concern, meaning
that an individual that shows high levels of Agreeableness or Ex-
traversion would perceive higher privacy concern. Moreover, the
participants’ comments suggested that there are individual differ-
ences with regards to which information to disclose in relation to
the three factors.

8 FUTURE DIRECTIONS
Our results suggest that there is merit in modeling factors that
influence privacy concern for users of group recommender systems.
In this section, we outline the implications of our findings and offer
suggestions for future work.

Individual (privacy) user modeling. The qualitative comments
from participants demonstrate that individuals perceive privacy
concerns differently, e.g., depending on different personality traits
participants varied in terms of which information they found sensi-
tive. Further work is required to investigate the different informa-
tion types, in a granular way – allowing us to study when people
prefer to disclose or hide the different types of information.

Group (privacy) user modeling. In this study, we saw a tension be-
tween the preference of the person being in the minority preference-
wise and the rest of the group who was in the majority. E.g., when
one user wants to hide their location, but the other two users do
not. Our next research steps will therefore build on the work of
preference aggregation strategies (e.g., [11, 30]), and study how to
reconcile these differences in privacy concern when generating
explanations to the entire group.

These should lead us ultimately to design and automatically gener-
ate privacy-preserving explanations for group recommendations
adapted to all three factors (personality, type of relationship, and
preference scenario).
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