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SUMMARY

Positron Emission Tomography (PET) is one of the most relevant medical imaging tech-
niques utilized for cancer detection and tumor staging. The success of PET relies on the
high sensitivity and accuracy to detect and quantify molecular probe concentrations, in
the order of pmolL−1. Although there are several positron-emitting molecular probes
available, the 18F-fludeoxyglucose (18F-FDG) contributes remarkably to the high PET
specificity and sensitivity. Since the success of PET imaging is strongly connected to
the 18F-FDG, this imaging technique is also known as FDG-PET.

In FDG-PET imaging three elements are key:

• the molecular probe,
• a PET scanner,
• and an image reconstruction algorithm.

The molecular probe is the contrast enhancement agent, which is administrated to the
patient and absorbed by the target volumes. The emitted radiation produced by electron-
positron annihilation is detected by the PET scanner, and the detection information is
utilized to reconstruct a volumetric probe distribution.

In essence, a PET scanner is a large acquisition system composed of thousands of
channels that detect coincident γ-photons generated during electron-positron annihi-
lations. Typically, a single detection channel is composed of a scintillation material and a
photodetector. The scintillation material absorbs the γ-energy and emits light photons
that produce digital or analog signals in the photodetectors. Nowadays, novel silicon-
based photodetectors known as silicon photomultipliers (SiPMs) have been adopted as
the next-generation photodetectors for PET applications.

In order to further improve the FDG-PET molecular sensitivity and specificity, next-
generation instrumentation requires a more accurate time estimation of the detected γ-
photon. Since in time-of-flight (TOF) PET the reconstructed images have an improved
signal-to-noise ratio (SNR), which depends on the γ-photon timemark precision. Addi-
tionally, increasing the detection sensitivity improves the statistical quality of informa-
tion utilized during the image reconstruction process.

This thesis introduces the basic concepts of molecular imaging and the key elements
of FDG-PET in chapters 1 and 2. A comprehensive theoretical analysis on the utilization
of the scintillation light information for γ-photon timemark estimation is presented in
chapter 3. Several estimation methods, such as maximum-likelihood estimation (MLE)
and best linear unbiased estimation (BLUE) are presented, as well as a performance
comparison with respect to the Cramér-Rao lower bound. Additionally, a detailed study
is performed to determine the conditions that allow to reach the Cramér-Rao lower bound.

Currently, FDG-PET imaging equipment is not equally available worldwide and one
of the reasons is the high costs involved. Often, the design and implementation of TOF-
PET instrumentation requires application specific integrated circuit (ASIC) designs, which
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increases the complexity of the design and required long prototyping phases. Chapter 4
describes the design, implementation, and characterization of TOF-PET instrumenta-
tion based on off-the-shelf components, configurable time-to-digital converters (TDCs)
implemented on field-programmable gate arrays (FPGAs), and analog SiPMs (A-SiPMs).
The proposed solution achieves TOF precision with a full-flexible, fast-prototyping, and
ASIC-less designs.

Recently, digital SiPMs (D-SiPMs) emerged as a next-generation photodetector for
PET applications. In particular, the multichannel digital SiPM (MD-SiPM) architecture
integrates single-photon avalanche diodes (SPADs), TDCs, and a readout logic into a
monolithic CMOS photodetector. This type of photodetector confines all the measure-
ment devices and circuits within an integrated solution. Therefore, it allows a direct sys-
tem integration of a large number of channels since only digital signals are required for
its operation. However, D-SiPM research and development requires long development
and integration cycles due to the high complexity involved. Chapter 5 describes an in-
dividual building block and full-system comprehensive analysis of a monolithic array of
18×9 MD-SiPMs. Additionally, it describes in detail the methods developed for multi-
ple TDC systems. In chapter 6, the system integration of MD-SiPMs for building PET
detector modules is explained. The challenges of utilizing complex photodetectors for
building PET modules, attachment of scintillator matrices, and digital readout strategies
are described in a comprehensive manner.

Finally, a conclusion of the PET technologies investigated throughout this thesis is
given. In addition, an outlook of newer detection methods based on Cherenkov-PET
and the corresponding requirements and eventual advantages is discussed.
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2 1. INTRODUCTION

Health care systems count on high-quality medical devices as essential tools for di-
agnosis and treatment of patients. Innovation in medical technologies improves health
quality by providing more accurate systems, enabling new features and modalities. For
example, in the recent past new hybrid imaging techniques such as positron emission
tomography / X-ray computed tomography (PET/ X-ray CT), which is widely utilized for
cancer diagnosis and treatment follow-up, emerged as an essential medical device uti-
lized in oncology [1].

However, advanced medical devices are not equally available worldwide. According
to a survey performed by the world health organization (WHO), only 10 % of the coun-
tries have at least one positron emission tomography (PET) scanner unit. Although many
countries did not provide data, this survey showed a high correlation between income
level of a country and the availability of high-technology medical equipment [2].

Ideally, scientific research cannot only lead to innovation and technology transfer to
industrial partners. Also, it can drive the medical technologies to cost-effective solutions
that are available to a wider public, in addition to a broad dissemination of the latest
achievements in the field.

1.1. MEDICAL IMAGING
Medical imaging techniques are a set of tools that allow medical doctors to study the
human body in a noninvasive way. In other words, medical imaging acts as “the eyes
of the medical professionals” that observe structures inside the human body, as well as
functional and molecular behavior [3].

Examples of medical imaging modalities are X-ray CT, magnetic resonance imaging
(MRI), PET, and ultrasound imaging (UI). There is not a superior or a universal medi-
cal imaging modality. Depending on the type of diagnosis or disease under study, one
modality performs superiorly over the other ones. Nowadays, modern medical imaging
systems combine several modalities into a single device in order to realize multimodal
imaging systems, such as PET/CT.

1.1.1. STRUCTURAL AND FUNCTIONAL IMAGING
Structural imaging techniques allows to obtain medical images in terms of anatomical
composition of tissues and skeletal information of the patient’s body. On the contrary,
functional imaging techniques enables the observation of physiological processes in the
patient’s body, such as cardiac pump function, organ flood flow, etc. [4, 5]. Nowadays,
it is difficult to strictly classify medical imaging modalities into either structural or func-
tional. Since the imaging technique of a single modality can potentially work as func-
tional or structural depending of on type of medical study [6–8].

The first medical imaging modality was X-ray planar imaging [9]. As in any imag-
ing systems, there must be one-to-one correspondence between a point in the object to
be estimated and a point on the image sensor (see Figure 1.1). In clinical X-ray planar
imaging this correspondence is achieved by utilizing a point-like X-ray source. This im-
age modality operates in transmission mode because the X-ray penetrating power allows
to image the inner structure of the body (see Figure 1.1).

Later, tomographic studies emerged as a powerful tool in order to obtain three di-
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X-ray source

patient

X-ray detector

Figure 1.1: Forming process of a planar X-ray image.

mensional (3D) information of the patient’s body. For instance, in clinical X-ray CT the
patient’s body is placed between a rotating pair formed by a collimated X-ray source and
an array of radiation detectors (see Figure 1.2). Since the radiation passes through the
patient’s body, a full 3D inner image can be reconstructed from the projection data [3]. A
fan-beam of X-rays is generated by the source and directed towards the detectors. Sub-
sequently, axial scanning is also required in the case of a whole-body study, which is
realized by moving the scanning bed, in order to obtain volumetric data (see Figure 1.2).
In helical X-ray CT acquisition mode, the scanning bed’s movement is continuous [3].

In clinical X-ray CT, image contrast is limited by the X-ray linear attenuation of the
different types of tissues of the patient’s body. In the case of soft tissues, it is difficult to
observe large contrasts, since the X-rays’ attenuation difference between several types of
soft tissues is not substantial. Typically, X-ray CT is utilized to observe structural changes
in the patient’s body, such as lesion assessment and trauma evaluation [9]. In addition,
the utilization of X-ray CT in cardiology as a functional modality, particularly to deter-
mine cardiac infarct size, was already verified [6, 7].

Another relevant tomographic modality is MRI. This modality relies on a physical
principle called nuclear magnetic resonance (NMR). In MRI, a net body magnetization
is produced by placing the patient’s body into a strong magnetic field, which is typically
1.5 T to 3 T [10]. It is possible to image the body by exciting regions selectively utilizing
gradient coils and measuring the response signals with receiving coils [3]. Since MRI of-
fers a better image contrast of soft tissues, it is widely utilized for musculoskeletal studies
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X-ray CTscanner

axial direction

rotating
X-ray source

rotating
X-ray detectors

Figure 1.2: Schematic of an X-ray computed-tomography rotation system.

[11]. However, functional brain imaging in MRI was demonstrated few decades ago and
nowadays it is widely utilized [8, 12].

1.1.2. MOLECULAR IMAGING
Since the mid-90s, molecular imaging has evolved as a set of tools and techniques that
allow to visualize and quantify in vivo biological process at cellular and molecular level
by utilizing specific molecular probes.

Molecular imaging enables temporal and spatial visualizations of molecular probes’
distributions, which has been engineered in order to target specific cellular processes
[4, 13, 14]. Functional and molecular imaging are linked to each other because of the
relation between physiology and cellular processes. However, the main difference lies
in the objective of molecular imaging that is the observation of cellular processes at a
required molecular sensitivity.

Molecular probes are the image contrast enhancement agents utilized in molecular
imaging. Any molecular probe must fulfill some requirements that:

• are biocompatible,
• reach the target and accumulate with enough concentration,
• and stay in the target during the imaging study without significant concentration

reduction.

Nuclear medicine and in particular small-animal PET imaging have played a substantial
role in the development of new molecular probes [5].

The main requirement of any imaging modality that is enabled to perform molecular
imaging is to have enough molecular sensitivity. In order to qualitatively understand
the trade-offs involved in the molecular sensitivity of a given image modality, a generic
example of a molecular medical study is explained as follows:
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• Firstly, a molecular probe is delivered to a patient and awaited until enough probe
is accumulated into a target lesion.

• Later, an X-ray CT scan of the patient is performed and a structural image is ob-
tained. Figure 1.3 shows an axial slice of the whole structural tomographic study.

• Lastly, the patient is exposed to a molecular imaging modality that measures and
estimates the spatial and/or temporal distributions of the delivered molecular
probe (see Figure 1.3, which depicts an axial slice of the molecular tomographic
study).

This example would correspond to a PET/X-ray CT study, in which the structural infor-
mation is estimated by a CT scanner and the molecular probe distribution is measured
by a PET scanner.

Some of the delivered molecular probe reaches the target lesion; however, some
probe, which adds undesired background counts, is absorbed by the tissues A and B
(see Figure 1.3). In addition to the aspecific probe background, the imaging system itself
adds noise counts that may also increase depending on the aspecific probe distribution.

structural axial slice molecular axial slice fusion of the slices

tissue A

tissue B

Vx
Vy

Vz
Target lession

Figure 1.3: Representation of the molecular-imaging study example.

Under the previously defined conditions (see Figure 1.3, where Vx,Vy, and Vz rep-
resent the voxel dimensions), we can integrate the measured counts of the voxels that
contain the target lesion as Ctl. The counts in the lesion voxels accumulate specific and
aspecific probe distributions’ counts, as well as the corresponding noise counts of the
molecular imaging modality. Also, we can estimate measured counts on a same size
of voxel area but outside that target lesion, which is enclosed by the aspecific molecular
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probe distribution, as Cbg. Additionally, we can consider Ctl and Cbg as random variables
that follow Poisson statistics:

Ctl ∼ P (λctl) (1.1a)

Cbg ∼ P (λcbg), (1.1b)

where P (λ) is a Poisson distribution with mean value λ.
In order to obtain a more accurate estimation of the molecular probe concentration,

a volume-of-interest (VOI) estimation method can be utilized instead of a voxel-based
method [13, 15]. Here, we chose a voxel-base method in order to preserve the simplicity
of the qualitative explanation. Molecular sensitivity is defined as the minimum amount
of probe, which is detectable when background signal is present, per unit volume [5, 13,
14]. In order to define molecular sensitivity, we define the Cdiff as

Cdiff =Ctl −Cbg, (1.2)

and propose to test the following hypothesis:{
H0 : E(Cdiff) = 0

Ha : E(Cdiff) > 0
, (1.3)

with a significance level α. Since we are testing the detectability of the imaging modality
scanner, H0 is defined as the absence of signal. The minimum value that it is considered
as signal is the (1−α)th percentile of the Cdiff’s cumulative density function (CDF) in a
voxel area of aspecific probe distribution (see Figure 1.4). And it is expressed as follows:

Cmin =Cdiff|[CDF(Cdiff) = 1−α∧λctl−cbg = 0]. (1.4)

And finally, molecular sensitivity S, which is typically expressed in moles per liter, is
given by

S = Cmin

NAVvox
, (1.5)

where Vvox is the total volume of the voxels that enclose the target lesion expressed in
liters, and NA is the Avogadro’s constant.

tissue A
Cdiff

PDF(Cdiff|λctl−cbg = 0)

Cmi n α

Figure 1.4: Hypothesis-testing representation of the molecular sensitivity example.

The background counts Cbg limits the minimum amount of detectable signal and
they depend on the following aspects:
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• The properties of the molecular probe and type, such as small molecules,
nanoparticles, engineered proteins, etc. [14].

• aspecific probe distribution on the subject under study.
• Background noise specific to the imaging modality, which depends on the instru-

mentation performance.

By analyzing the qualitative example, the trade-offs involved in the minimization of
Cmi n in terms of instrumentation performance, which is the scope of the thesis, can be
determined. For example, in the case of small lesions the spatial resolution of the scan-
ner influences directly on the partial volume effect that decreases Cdiff and increases Cbg

because of the lack of resolution. However, small resolution scanners require to collect
more counts in order to keep the same uncertainty in the counts per voxel, which follow
Poisson statistics [13, 16].

Estimating the molecular sensitivity quantitatively requires a more complex analy-
sis that depends on many conditions related to the scanner hardware settings, image-
reconstruction parameters, VOI delineation method, amount of delivered molecular
probe, result observation of clinicians, type of medical or preclinical study, etc. [15, 17].
Therefore, for a given imaging modality the molecular sensitivity is expressed in a wide
range of values (see Table 1.1, which is a comparisons summary of molecular imaging
modalities) [5, 13, 14].

Several medical imaging techniques are qualified for molecular imaging, such as
MRI, PET, single-photon emission computed tomography (SPECT), UI, and optical
imaging (OI). However, PET is the most relevant molecular imaging technique because
of its ∼pmolL−1 molecular sensitivity range and large tissue penetration (see Table 1.1)
[4, 5, 13, 14, 18, 19].

Furthermore, another central feature of a molecular imaging system is the quanti-
tative accuracy in estimating the molecular probe concentration. Because in medical
applications such as treatment monitoring in oncology, which requires accurate com-
parison between current and previous studies, accurate molecular probe quantification
is mandatory.

1.2. POSITRON EMISSION TOMOGRAPHY
PET is an emission-mode tomography modality meaning that the patient is emitting the
signals that are detected by the PET scanner, instead of being placed between the source
and the detector system (see Figures 1.1 and 1.5). Another essential aspect of PET is
electronic collimation, which is a detection method of electron-positron annihilations
(see Figure 1.5)[20].

In PET, the patient is delivered with a molecular probe that is labeled with a positron-
emitting radioisotope, such as 18F-fludeoxyglucose, 18F-FDG, or 62Cu-labeled copper(II)
pyruvaldehyde bis(N4-methylthiosemicarbazone), Cu(PTSM) (see Figure 1.5) [19, 21]. In
the case of a PET study performed within the scope of oncology, the delivered molecu-
lar probe, which typically is 18F-FDG, is utilized to detect cancer cells since they absorb
abnormal quantities of 18F-FDG. The high molecular sensitivity of PET makes this imag-
ing modality unique in tumor detection and cannot be replaced by any other imaging
modality in this field (see Table 1.1) [1].
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≈180°

γ-511 keV

γ-511 keV

PET scanner ring detector

Figure 1.5: Diagram of the basic principle of PET.

When the 18F radioisotope of the 18F-FDG molecule emits a positron by means of β+
decay. The positron travels a relatively short distance, which is known as positron range,
before it encounters an electron where they combine to form a positronium (see Figure
1.5) [20]. This state lasts about hundreds of picoseconds before the electron-positron
annihilation takes place. The result of the electron-positron annihilation is the emission
of two γ-photons, which are emitted back-to-back (see Figure 1.5) [20].

The detection of the back-to-back simultaneous emission is known as electronic col-
limation, and this property is utilized to obtain image projections without the need of
a physical collimator. In the case of single-photon emission computed tomography
(SPECT) noncollinear low-energy γ-photons are detected. Therefore, a physical colli-
mator, which is made of a high-density material, is required. In SPECT, the presence of
the collimator significantly reduces the molecular sensitivity in comparison to PET (see
Table 1.1) [20].

In PET, as well as in SPECT and X-ray CT, the volumetric spatial information is es-
timated from the projection data by an image-reconstruction algorithm. In the case of
CT, the voxel information corresponds to X-ray attenuation level. In the case of PET or
SPECT, the voxel information corresponds to molecular-probe concentration.

Another important aspect of the electron-positron annihilation is that the two γ-
photons are emitted with the same energy, which is 511 keV, this is demonstrated by
applying the conservation principles [1]. 511 keV γ-photons can be detected directly by
a PET scanner ring, which is the case of the annihilations A2 and A3 (see Figure 1.5).
However, in the annihilation A1 there is a Compton interaction in the patient and one
511 keV γ-photon losses energy and deviate from its trajectory (see S1 in Figure 1.5) [20].
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PET image quality is intrinsically limited by the physics of electron-positron annihi-
lation. This limitation lies on two main aspects:

• positron range
• and non-collinearity of 511 keV γ-photons.

The positron range depends on the kinetic energy that a positron has when it is emit-
ted. This energy follows a continuous probability density function (PDF) with a parame-
ters called the energy endpoint that depends on the positron-emitting radioisotope. For
example, 18F has an endpoint energy of 640 keV. The positron range also depends on the
medium where the positron is emitted and the presence of a magnetic field, which is the
case of PET/MRI.

The high detectability of the 511 keV γ-photons and the specificity of the 18F-FDG are
main reasons of the high molecular sensitivity of PET. Additionally, the accurate calcula-
tion of PET in detecting positron counts per voxel is reason of its excellent quantitative
capabilities in molecular probe estimation.

In order to conclude the basic explanation of PET imaging, we invite the reader to
consider a PET scanner as a single-positron counting machine. Because in principle with
a given probability, it is capable of detecting single positrons. High timing resolution in
the 511 keV γ-photons detection, which is known as coincidence resolving time (CRT),
is required in order to estimate the position of the electron-positron annihilation by the
direct time-of-flight (TOF) method. However, because of the limitations related to the
molecular sensitivity and CRT, several counts must be detected in order to identify a sig-
nificant change in the molecular probe concentration. Furthermore, the current status
of TOF-PET scanner allows to estimate 511 keV γ-photon’s timing difference a precision
in the order of several hundreds of picoseconds. Subsequently, a TOF-PET scanner does
not calculate the annihilation position by direct TOF, instead the timing information is
utilized within the image-reconstruction algorithm [22].

1.2.1. 18F-FLUDEOXYGLUCOSE
18F-FDG is the most successful molecular probe utilized for in-vivo cancer detection be-
cause of its high accuracy [1] (see Figure 1.6). In addition, the success of PET, besides its
poor spatial resolution compared to other imaging modalities (see Table 1.1), is related
to its high intrinsic molecular sensitivity and the 18F-FDG absorption accuracy as well
[1].

The radioactive component of 18F-FDG, which is 18F, is a radioisotope that is synthe-
sized utilizing single or dual particle cyclotrons. The half-life of 18F-FDG, which is 109.7
minutes, allows for the distribution of 18F-FDG to several medical centers from a cen-
tralized cyclotron production facility. In addition, it enables PET studies and the patient
radioactivity decays within few hours. The most common cyclotron method to produce
18F is the proton bombardment on an 18O target [1, 19].

Depending on the cyclotron production method, the 18F can be available in two dif-
ferent chemical species: electrophilic or nucleophilic. After producing the nucleophilic
18F, the synthesis of the 18F-FDG molecules is performed by combining the 18F with
precursors molecules following the nucleophilic substitution chemical procedure. The
chemical process utilized with electrophilic 18F is called electrophilic fluorination and
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Figure 1.6: 18F-FDG molecule structure

it was the first method utilized in the 18F-FDG synthesis for PET. However, this method
was replaced by nucleophilic substitution. The main reason is the resulting low specific
activity in the production of electrophilic 18F [1, 23].

1.2.2. PET SCANNER BASICS
A PET scanner acquisition detects millions of positrons and calculates a line-of-response
(LOR) for each valid detected pair of γ-photons (see Figure 1.5). After collecting millions
of LORs, an image-reconstruction algorithm estimates the molecular probe volumetric
distribution by utilization the projection data as its input [1, 20].

In order to detect the two 511 keV back-to-back γ-photons that correspond to the
same electron-positron annihilation and calculate their correct LOR (see Figure 1.7), in-
dividual PET detector modules of a PET ring estimate the following γ-photon character-
istics:

• its deposited γ-energy,
• timemark,
• and the spatial coordinates of the point-of-interaction (POI).

γ-photons that lost energy by Compton interactions can be detected and discarded
by measuring the energy that they deposited in the PET detector ring (see Figures 1.5
and 1.7). An energy-window filter is applied to discard and validate events, and the size
of the window depends on the energy resolution of the PET detector modules. Typically,
the energy window size is hundreds of keV wide [24].

A γ-photon’s timemark is defined as its time-of-arrival (TOA) estimation with respect
to a global clock of the PET scanner. In PET, the electronic collimation is realized by
measuring timemark distances between detected 511 keVγ-photons. In other words, the
validation that two simultaneous detections of 511 keV γ-photons belong to the same
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annihilation process is performed by a time-window filter. There is a probability that
two 511 keV γ-photons fall into the coincidence time window even though they belong
to different annihilation processes. This probability depends on the 511 keV γ-photons
rate, which is known as single count rate, and the size of the coincidence time window.
This false detections are called the random coincidences [20].

Within the scope of this thesis, timemark is referred to a time-of-arrival estimation of
a γ-photon. And, timestamp is referred to a time-of-arrival estimation of light photon,
which is introduced in the following subsections and chapters.

PET scanner ring detector

511 keV γ-photon

γ-sensitive

volume

POI

PET detector module

Figure 1.7: PET scanner ring and individual PET detector module representations.

Finally, a LOR is calculated utilizing the spatial coordinates of the two POIs of vali-
dated 511 keV γ-photons, which corresponds to the points where the two back-to-back
γ-photons are detected within the γ-sensitive volumes of the individual PET detector
modules (see Figure 1.7).

1.2.3. PET DETECTOR CHALLENGES
In any PET scanner, the detector parameters are designed in order to maximize the
molecular sensitivity, which mainly depends on the PET scanner application.

For instance, in the case of small-animal PET imaging the VOI is smaller; subse-
quently, a higher POI precision is required with respect to whole-body PET imaging.
In addition, TOF information improves the signal-to-noise (SNR) ratio of PET recon-
structed images, because it limits the uncertainty of the positron’s emission-point po-
sition within a single LOR [22]. However, this improvement is significant only for PET
scanners with large diameters.

The main parameters to improve in a PET detector are the followings:
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• γ-photon detection efficiency,
• POI spatial resolution,
• timemark resolution,
• and γ-energy resolution.

In any PET scanner applications, the γ-photon detection efficiency is the main param-
eter to maximize, since the precision and accuracy of the image-reconstruction algo-
rithms relies on the statistical quality of the projection data. The improvement priority
among the rest of the parameters depends on the specific PET scanner application.

Typically, PET detector modules are implemented coupling a high-density scintilla-
tion material to a photodetector. The γ-photon interacts with the scintillator, which is
described as the γ-sensitive volume in Figure 1.7, and it produces a transient light pulse
that is measured by a photodetector [20]. A comprehensive description of the techno-
logical aspects of PET scanners is explained in chapter 2.

1.3. PET SCANNER MODALITIES
As stated in the introduction of this thesis, there is not a superior imaging modality that
would allow a full observation of all the aspects of a disease. Subsequently, the combi-
nation of imaging modalities into a single multimodal medical imaging system allows to
investigate several aspects of a disease simultaneously. PET scanners are combined into
multimodal medical imaging systems such as PET/CT or PET/MRI, which target a more
comprehensive observation of specific medical or preclinical studies.

1.3.1. WHOLE-BODY MULTIMODAL PET/CT SYSTEMS
Nowadays, one can hardly find a PET-only scanner in any medical centers worldwide.
The major PET vendors no longer offer new PET-only scanners, since PET/CT combines
structural and molecular information by using a single machine [25].

In principle, a hospital that is equipped with a PET scanner and a CT scanner sep-
arately can combine CT and PET images, by utilizing software-based registration and
fusion algorithms. This approach has several disadvantages, for example if several days
had elapsed between the PET and CT scans, the disease progression could not be regis-
tered by the medical study that was performed first. In addition, from the hospital and
patient logistical point of views, it is more convenient to perform the study in a single
appointment and location [1].

A PET/CT scanner combines a CT and PET scanners into the same gantry (see Figure
1.8). In this way, the image registration becomes simpler and more accurate. In addi-
tion, the CT scan duration is much shorter than the PET scan duration; subsequently,
simultaneous acquisition is not mandatory although desirable. Sequential acquisition
has the advantage that two different detector systems, which are optimized for an spe-
cific function, can be integrated next to each other (see Figure 1.8). Furthermore, a phys-
ical separation allows almost no signal interference between integrated imaging system
modalities [1].

Besides the increment in the scanner cost, one of the main disadvantages of PET/CT
with respect to PET-only is the increase in the radiation dose of the patient. A typical PET
scan dose is approximately 3-4 mSv and the CT dose range is about 1-20 mSv depending



1

14 1. INTRODUCTION

on the CT scan purpose and quality. As a reference, natural radiation exposure accounts
to about 3-5µSvd−1 in most locations in Europe. The patient dose becomes critical in
pediatric medical applications [26]. Besides this main drawback, PET/CT has gained
a central role in oncology imaging because of its high accuracy in cancer evaluation.
The latest generation of PET/CT scanners are able to perform simulations PET and CT
acquisitions by combining the PET and CT detectors within the same rotating gantry.

PET scanner

X-ray CTscanner

PETscanner

PET/CTscanner

Figure 1.8: PET/CT scanner representation.

1.3.2. BRAIN PET INSERT (PET/MRI)
It is also possible to integrate PET and MRI scanners into a multimodal imaging system.
However, the PET/MRI system integration is a challenging undertaking mainly because
of technical limitations related to the interference between modalities. In addition, the
clinical advantage of PET/MRI over PET/CT is limited only to soft-tissue imaging, such
as brain and abdomen, where MRI performs superiorly over CT [10, 27, 28]. A clear ad-
vantage of PET/MRI over PET/CT is the elimination of the PET/CT radiation dose.

The first challenge related to PET/MRI is the unpractical sequential acquisition. The
reason of this limitation is the long acquisition times required for both modalities, which
are about 20-40 min each scan. Besides, the combination of both scanners in the axial
direction would result into a long PET/MRI scanner that requires a larger hospital room
(see Figures 1.8 and 1.9)[10].

PET/MRI is only practical with simultaneous acquisitions, which implies the integra-
tion of both modalities within the same gantry. This integration is performed by reduc-
ing the size of the PET detectors, in order to insert them into an MRI scanner (see Figure
1.9)[10, 27, 28]. In addition, the required high magnetic field, which is typically between
1.5-3 T in whole-body MRI scanners, imposes extra constrains in the design of the PET
detectors. Conversely, inserting a compact PET subsystem inside an MRI superconduct-
ing magnet affects the required uniformity of the high magnetic field [10].

In order to achieve the PET/MRI integration, specialized PET detector that are
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magnetic-field intensive are designed [10, 27, 28]. In addition, the PET detectors are also
designed in order to minimize the interference against the MRI subsystem [28]. Fur-
thermore, compact PET detector rings with smaller diameters, which are dedicated for
brain-PET imaging, are implemented in order to insert them into standard MRI scanners
[28]. Nowadays, PET/MRI scanners exist as commercially availability medical devices.

~B

~B

MRIscanner

PETscanner

PET/MRI
scanner

Figure 1.9: PET/MRI scanner representation.

1.3.3. ENDOSCOPIC PET INSTRUMENTATION (PET/US)
Endoscopic PET probes allow to place the detectors in the proximity of the VOI within
the patient’s body. The main advantage of this approach is the reduction of aspecific
probe counts generated by organs that have a high normal absorption of molecular
probe, such as the liver and the heart uptakes of 18F-FDG [29].

The EndoTOFPET-US project main objective was to develop an asymmetric PET
detector geometry composed of an external PET detector plate in combination with
a PET/US probe system (see Figure 1.10) [29–31]. The target application of the
EndoTOFPET-US was the development of new molecular probes for prostate and pan-
creatic cancers. This asymmetric PET scanner geometry faced several challenges:

• unfavorable solid angle coverage,
• incomplete projection information,
• required an effective random count rejection method,
• high integration/miniaturization of a PET detector into an endoscopic probe,
• and high spatial and timing resolution PET detector design.

The 511 keV back-to-back γ-photons emitted during an electron-positron annihila-
tion have a uniform angular PDF. Subsequently, the positron detection efficiency, which
is known as PET sensitivity, depends directly on the PET detector coverage of the positron
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emitting volume. As observed in Figure 1.10, the detector coverage is unfavorable for
the detection of 511 keV back-to-back γ-photons. However, the close proximity of the
PET/US probe to the target volume mitigates the PET sensitivity reduction. Another dis-
advantage of the reduced solid-angle coverage is the incomplete projection information,
which represents a challenge for the PET image-reconstruction algorithm.

Although the aspecific probe counts generated by high-uptake organs is reduced, the
ratio between single count rate (amount of single 511 keV γ-photons detected per time
unit) and the true count rate (amount of valid pairs of 511 keV γ-photons detected per
time unit) is highly unfavorable. Mainly because of the incomplete detector coverage. In
order to reject a high rate of random coincidence, the PET detectors were design with a
sub-200 ps CRT. Therefore, the random coincidence rate is reduced by narrowing down
the coincidence time window [29, 30].

external plate

endoscopic PET probe

US detector

high-resolution

PET detector

pancreas

undetected 511 keV
γ-photon

Figure 1.10: EndoTOFPET-US concept.

The miniaturization and integration of a compact PET detector module within a
commercial US probe represented a major technical challenge [29–31]. In addition,
in order to detect small lesions and effectively avoid random coincidences the PET/US
probe was designed with demanding spatial and timing resolution constrains. The de-
tails about this implementation are discussed in chapter 6.

1.4. RESEARCH MOTIVATION AND OBJECTIVES
Molecular imaging enables early detection of diseases, such as cancer, before they pro-
duce structural lesions. Additionally, medical-treatment monitoring and development
of new pharmaceuticals is guided by molecular imaging instrumentation. A more pre-
cise observation of molecular and cellular processes is only possible by increasing the
molecular sensitivity of the current technologies. Furthermore, availability and open-
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ness of molecular imaging technologies are essential for improving the health-care qual-
ity extensively.

The primary objective of this thesis is the comprehensive analysis, realization, and
characterization of next-generation PET detector technologies that are capable of ex-
tending the molecular sensitivity and enabling new detection features [31, 32]. PET de-
tector modules that are based on research technologies as building blocks demand a
challenging level of complexity, in order to achieve successful results. Therefore, the
investigation of PET detector modules that are based on standard components, which
achieve state-of-the-art performance, is also a central objective of this work [33]. In this
way, state-of-the-art performance is available to a wider academic or industrial audi-
ence. Additionally, the next-generation PET detector modules are fully described and
characterized in order to successfully disseminate the presented technologies.

1.5. THESIS CONTRIBUTIONS
The thesis contributions are subdivided into theoretical disciplines, such as estimation
theory, as well as technological ones such as the realization of next-generation detector
modules. Both disciplines are strongly interconnected to each other; however, the the-
oretical aspects of the detection process predefine the technological specification of the
physical detection systems.

1.5.1. THEORY OF TIMING ESTIMATION WITH MD-SIPMS
When a γ-photon interacts within the sensitive area of a PET detector module, it pro-
duces a signal that is timestamped in order to estimate the TOA. The timemark estima-
tion precision rely on the amount of information that can be extracted from the PET
detector module [34]. Before the beginning of this research work, this limit in preci-
sion, which is known as the Cramér–Rao lower bound (CRLB), in the timemark estima-
tion was already established [34]. However, generalized estimation methods that achieve
this limit were not described. In this thesis, a comprehensive and extensive analysis of
timemark estimation methods is presented [32, 35].

1.5.2. METROLOGY AND γ-PHOTON DETECTION WITH MD-SIPMS
Next-generation photodetector technologies, which are a key-component of PET detec-
tor modules, such as multichannel digital silicon photomultipliers (MD-SiPMs) enables
new features like multiple timestamping of light photons [36]. The MD-SiPMs were fully
explored and characterized by performing a systematic analysis. For the first time, the
measurement methods to extract the MD-SiPM metrics were developed and successfully
implemented.

1.5.3. ENDOSCOPIC AND SMALL-ANIMAL PET DETECTOR MODULES
The integration of high spatial and timing resolution PET detectors into an endoscopic
probe enables new multi-modal PET systems [29–31]. In addition, the development of
small-animal PET modules with improved features is essential for building small-animal
PET scanners that are utilized in preclinical applications. The system integration of MD-
SiPMs into a PET detector module was investigated, implemented, and fully character-
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ized [31, 37].

1.5.4. ASIC-LESS TOF-PET BASED ON A-SIPMS
As explained in the beginning of this work, medical technologies are only successful if
they reach the majority of the population. In this regard, this thesis demonstrates that
state-of-the-art PET performance is achieved by utilization technologies that are cost-
effective and widely available, such as analog silicon photomultipliers (A-SiPMs) and
field-programmable gate arrays (FPGAs) [33].

1.6. THESIS ORGANIZATION
In chapter 2, a full description of the main PET scanner parameters is introduced, in
addition to technical details about the specific components of PET detector modules.
Then, a thorough theoretical analysis of timemark estimation methods is presented in
chapter 3. Further, in chapter 4, a detailed description of the design and characterization
of PET detector modules based on standard components is given. Continuing, chapter 5
presents the measurement methods for the characterization of the metrics related to the
MD-SiPMs. The realization and performance analysis of PET detector modules based
on MD-SiPMs are addressed in chapter 6, as well as its radiation characterization. Last,
chapter 7 summarizes the most relevant findings of this thesis within the scope of molec-
ular imaging and it also gives an outlook regarding the technological directions of PET
instrumentation.
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The current chapter introduces the basics of γ-radiation detection, and describes the
main parameters of a PET scanner by following a top-down approach. In the first section,
introductory concepts of γ-radiation transport, PET scanner system-level features, and
image-reconstruction are described. In the later section, the detector modules of a PET
ring are explained by introducing their two main components: scintillation materials
and photodetectors [1]. The most relevant and state-of-the-art photodetector utilized
in molecular instrumentation is the silicon photomultiplier (SiPM). The building blocks
of the SiPMs are the single-photon avalanche diodes (SPADs). These key elements set
a limit in the performance of the SiPMs and they are the smallest granular unit of the
detection system. The basic features of the SiPM-optimized SPADs are described at the
end of this chapter.

2.1. PET SCANNER RELEVANT PARAMETERS
The precision and accuracy in estimating a molecular-probe concentration depends on
the statistical quality of the projection data, which limits the performance of the image-
reconstruction algorithm. Additionally, the quality of the projection data relies on the
features of the PET scanner acquisition system (see Figure 2.1).

molecular probe

distribution

PET scanner
acquisition

system

image

reconstruction

estimated
distribution

projection
data

Figure 2.1: Block diagram of the data processing flow of PET.

The amount of detected valid γ-event pairs impacts on the statistical quality of the
projection data, which can be modeled with Poisson statistics [1, 2]. This influences on
the image-reconstruction accuracy because in Poisson statistics there is a direct rela-
tionship between mean-value estimation accuracy and the number of total valid counts
[3]. Therefore, in any PET scanner modality one of the main parameter in consideration
is the effective sensitivity [2].

The amount of false detections, such miscalculated LORs because of Compton scat-
tered γ-photons or random coincidences, degrades the image quality [1]. Subsequently,
the ability of a PET scanner to reject the false detections is directly related to its energy
resolution and time-window size. Lastly, the spatial resolution restricts the capability to
detect small lesion; therefore, the detection of molecular probe that is concentrated in
small target volumes demands a finer spatial granularity.

In the following subsections these four main parameters:

• energy resolution,
• timing resolution,
• spatial resolution,
• and effective counting
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are explained as well as image-reconstruction basics.

2.1.1. BASICS OF γ-PHOTON TRANSPORT
The main two process in which 511 keV γ-photons interact with matter are photoelectric
effect and Compton scattering. Other types of interactions, such as pair-production or
coherent scatter, are neglected since they do not occur at all or have a low interaction
probability at 511 keV in comparison to photoelectric effect and Compton scattering [2,
4, 5].

These types of interactions are characterized at macroscopic level by a linear atten-
uation coefficient µt that depends on the energy of the interacting γ-photon and the
composition of the medium. The total linear-interaction PDF is given by

it(t ) = e−µtt‖l‖2 . (2.1)

Where µt is the total linear attenuation coefficient, which includes the contribution of
Compton scattering µc and photoelectric effect µp. The relationship between the linear
attenuation coefficients is

µt =µc +µp. (2.2)

In equation (2.1), t represents a point in the segment L, which intersects the interacting
material with the γ-photon trajectory (see Figure 2.2). L is given by

L = {l0 + t l |t ∈ [0,1]}. (2.3)

γ-photon

µt =µp +µc

L

l0

Figure 2.2: Geometrical description of the linear attenuation coefficient’s setup.

When a Compton interaction occurs at tc , the γ-photon partially loses energy and
changes its direction. The absorbed energy is mainly transferred to a recoil electron (see
Figure 2.3). The relationship between the initial γ-photon energy E , the scattered γ-
photon energy E ′, and the scattering angle θc is obtained by applying the momentum
and energy conservation laws, and expressed by

E ′ = E

1+ E
me c2 (1−cosθc )

. (2.4)

As result of the scattering collision, a cone of equally possible trajectories is defined by
θc , which determines the new trajectory of the γ-photon′ (see Figure 2.3). The θc PDF is
described by the Klein-Nishida formula [1].
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γ-photon

µt =µp +µc

tc

θc

γ-photon′

e−

Figure 2.3: Representation of the Compton scatter process.

When a photoelectric interaction occurs, the γ-photon is completely stopped and
most of its energy is transfer to a recoil electron. The difference between the recoil elec-
tron’s kinetic energy and the initial γ-photon’s energy is the electron’s binding energy
[2]. In practice, multiple interactions occur in the different materials where γ-photon
are transported, such as the patient’s body or PET detector rings. For example, in Figure
2.4 S1 and S2 represents subsequent Compton scattering interactions that are followed
by a full photoelectric absorption P1. In reality, the radiation-transport process is more
complex since the recoil electrons also generates more particles, when they interact with
matter.

The γ-photon radiation transport is physical phenomenon that fits perfectly in the
Monte Carlo simulation methods, because of the random nature and particle-type be-
havior of γ-photons. In PET medical imaging, several Monte Carlo simulation tools are
available such as GATE/Geant4 [6, 7].

S1

S2

P1

Figure 2.4: Representation of multiple interactions.

2.1.2. ENERGY RESOLUTION
In an energy-resolution experiment, a detector material is exposed to a γ-radioactive
source and an energy histogram is built from the measured detection data (see Figure
2.5).

When the detector material is exposed to a γ-radioactive source that mainly emits
mono-energetic radiation Eγ, some γ-photons deposit partial energy in a single Comp-
ton scattering interaction and escape. This type of interactions adds counts in the Comp-
ton spectrum of the histogram (see Figure 2.5). The maximum Compton-interaction de-
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posited energy is lower than Eγ since it corresponds to a scattering angle θc of 180° (see
Figure 2.5 and equation (2.4)). However, when more than one interaction occurs and the
photon escapes, the deposited energy can be higher than Eγ−Eγ′(180°). If a γ-photon is
fully stopped by multiple or single interactions, it deposits its total energy Eγ and adds a
count in the photopeak region of the histogram (see Figure 2.5) [5].

The energy resolution (ER) of the detector, which is specified at a particular Eγ, is
calculated as follows:

ER|Eγ =
FHWMγ

Eγ
(%). (2.5)

In PET, the energy-window filter rejects Compton scattered events but also rejects
511 keV γ-photons that did not deposited the full energy into the detector material.
Therefore, the detector’s designer must maximize the counts within the photopeak re-
gion. This is achieved by choosing detector materials with a high µp and low µc if possi-
ble, and a suitable detector geometry. In addition, the sharpness of the photopeak region
is blurred by the ER of the detector; therefore, the energy-window size is determined by
the ER and it affects the efficiency of the Compton scattering rejection.

c
o

u
n

ts
(a

.u
.)

Compton spectrum

photopeak

multiple
interaction

Eγ−Eγ′(180°) Eγ

energy (keV)

γ-source

γ-detector

FWHMγ

energy window

Figure 2.5: Representation of the detector energy resolution’s setup.

When an object is placed between the detector and the radiative source, Compton
scattering occurs in the object and γ-photons are deviated. These scattered γ-photons
are detected with energies lower than Eγ; however, if they enter into the energy win-
dow they are considered valid detections (see Figure 2.6). Narrow energy resolutions
improves the Compton scattered event rejection. The upper threshold of the energy win-
dow reject piled-up events or residual γ-radiation emitted by the radioisotope. From the
system level perspective, the overall energy resolution is degraded by individual detector
non-uniformities.

2.1.3. TIMING RESOLUTION
The γ-photons that are validated by the energy-window filter are called the single events
and the amount of detected single events per unit time is called the single count rate. In
a coincidence experiment, two γ-detectors are placed in order to measure the back-to-
back 511 keV γ-photons (see Figure 2.7).

A positron emitting radioactive source is placed between the detectors in a geomet-
ric arrangement that allows coincidence detections. Every single detected γ-photon
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photopeak

+ scatter

Eγ−Eγ′(180°) Eγ

γ-source

γ-detector

FWHMγ

energy window

µt =µp +µc

scatter

Figure 2.6: Representation of the detector energy resolution setup’s including detected Compton
scattered events.

is timemarked after the energy-window filter validates the detections. Typically, a
histogram is built by measuring many timemark distances between coincident single
events and the CRT is reported at FWHM and FWTM. In addition, the histogram offset is
utilized for calibrating timing non-uniformities between detectors.

The time-window width is defined in order to capture most of the prompt events,
which are detections validated by the energy-window and time-window filters. The CRT
constrains the time-window width unless the PET scanner diameter in terms of time
is larger than the CRT (see Figure2.9). The timing and energy window must not cut off
valid coincidences detections. Also, there is chance to detect more than two single events
within the time window; and, typically this type of events, which are the called multiples,
are discarded.

In the example setup of Figure 2.7, the detectors have similar characteristics and the
arrangement is symmetric. Therefore, the single count rates SC1 and SC2 are the same
in both detectors. In these conditions, the random count rate, which corresponds to the
amount of false or uncorrelated coincidences per unit time, is given by

RC = S2
C1∆TW. (2.6)

where ∆TW is the time-window width. In addition, the true count rate TC is defined as
the total coincidence or prompt count rate PC minus the random count rate RC, since in
these experiments there are not scattered counts.

Another important timing feature of the PET detector modules is the dead time,
which limits its maximum achievable count rate. There are two dead time models, which
are the paralyzable and nonparalyzable models [5]. In practice, modeling the full PET
scanner dead time is a more complex task that depends on the acquisition system hi-
erarchy. Since the overall dead time is a combination of several individual dead times
into the instrumentation and acquisition chains [8]. At system level, the CRT is reported
for the whole PET scanner; and it is affected by the CRT of the individual detectors, the
timing jitter of PET clock synchronization, uncalibrated timing skews, etc [9, 10].
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Figure 2.7: Representation of the coincidence measurement’s setup.

2.1.4. SPATIAL RESOLUTION
The PET detector modules estimates the POI coordinates POIx ,POIy , and POIz . Often,
the POIz , which is known as depth-of-interaction (DOI), is not measurable by the mod-
ule (see Figure 2.8). Subsequently, when a γ-photon impacts in a PET module with an
incidence angle ΦI different from 0° the POI estimation has parallax error [2]. For ex-
ample, annihilations A1 and A2 can produce the same POIx ,POIy in the upper detector
module, even though they are in different locations within the PET gantry (see Figure
2.8).

The parallax error causes a nonuniform spatial resolution within the PET scanner.
For example, in the center of the scanner the parallax is negligible. However, events that
are closer to the detector ring have a blurred spatial resolution. In addition, in a multiple
ring PET system the parallax error occurs when a LOR is detected between different rings
(see Figure 2.8). And, it is maximum if the two 511 keV γ-photon, which belong to the
same LOR, hits the inner and outer rings. Typically, whole body PET scanner have the
option to filter out LORs that are detected above a maximum acceptance axial angle.

Typically, a PET scanner spatial resolution is measured at several radial, axial, and
tangential offsets within the scanner’s gantry, and it is reported at FWHM and FWTM.
Additionally, the ratio between the individual PET detector’s intrinsic spatial resolution
and PET system-level spatial resolution is reported [11].

2.1.5. EFFECTIVE COUNTING
In a PET study, increasing the total amount of prompt counts might not improve the
molecular sensitivity. Since only the useful number of counts, which are calculated by
removing the aspecific probe distribution and the PET instrumentation noise counts,
enhances the molecular sensitivity and accuracy. Moreover, from the PET instrumen-
tation perspective the effective number of counts is calculated without subtracting the
aspecific molecular probe’s counts. Because that is a property related to the intrinsic
specificity of the molecular probe and not to the machinery of the PET scanner.

The maximization of the effective number of counts is directly linked to the sensi-
tivity and the effective counting capability of the PET detector rings; in addition to the
amount of injected molecular probe. The minimization of the amount of injected molec-
ular probe benefits in reducing the radioactive dose received by the patient. Further-
more, an additional radioactive dose minimization extends PET imaging to new medical
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Figure 2.8: Descriptions of spatial resolution’s blurring effects.

applications such as pediatric PET [12].
The sensitivity is the probability of detecting an electron-positron annihilation

within the PET detector ring. The sensitivity of a PET scanner is measured at a lower
radioactivity in order to eliminate the influence of random coincidences and detector
dead times [1, 2]. It is important to notice that in PET at least two detectors are required
in order to measure the back-to-back γ-photons, and in principle a rotating detector pair
allows to measure a complete set of projection. However, the sensitivity is substantially
increased when the positron emitting volume is surrounded by detectors (see Figure 2.9).
Therefore, the detector coverage, which is known as field-of-view (FOV), of the positron-
emitting volume determines the sensitivity. Additionally, the γ-sensitive thickness of the
PET detector module sets the probability of detecting individual γ-photons, which also
determines the sensitivity (see Figure 2.9) [1, 2]. In a cylindrical PET geometry, which
is the typical PET arrangement, the axial length and diameter defines the scanner’s FOV
and their sizes are dependent of the specific PET application (see Figure 2.9).

In PET, the two types of false detections or noise counts are:

• random coincidences,
• and Compton scattered events.

As described in chapter 1, for everyγ-photon detection a PET detector module calculates
its deposited energy Ei j , its timemark Ti j , and its POIij (see Figure 2.10, where i repre-
sents the annihilation number and j represents the γ-photon pair index). In Figure 2.10,
the LOR1, which is estimated from POI11 and POI12, is miscalculated since one γ-photon
is deviated by the Compton interaction S1 and the POI12 is incorrect. E12 has a value that
is higher than energy-window lower threshold, although the γ-photon lost energy in the
Compton interaction S1; subsequently, the PET scanner validated this detection.

In the annihilation A2, one γ-photon is fully absorbed within the patient’s body by
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Figure 2.9: Geometrical dimensions of a PET gantry.

the photoelectric interaction P2, and in A3 one γ-photon is undetected by the PET de-
tector ring. Consequently, only two 511 keV γ-photons are detected instead of four (see
Figure 2.10). Furthermore, these two detections happens very close in time; therefore,
the coincidence detection system validates that T21 and T32 belongs to the same anni-
hilation process. Then, LOR23 is a complete miscalculation based on two uncorrelated
POIs. Finally, LOR4 is a correctly calculated (see Figure 2.10). In summary, LOR1 is a
scatter count, LOR23 is a random count, and LOR4 is a true count. The addition of these
three types of counts is the prompt counts.

In a PET study, a mean molecular-probe concentration x j within the voxel j is esti-
mated as x̂ j (see Figure 2.11). Under specific measurement conditions, such as consid-
ering a cylindrical phantom as positron emitting volume and reconstructing the image
with an analytic image-reconstruction algorithm the called filtered backprojection (see
Figure 2.11); we can define the effective counting capability of the PET scanner. The
noise equivalent count rate (NECR) is defined as the count rate that produces the same
SNR on x̂ j but from a set of projection data without false detections. This definition

states that the x̂ j SNR is proportional to the
p

NECR [13, 14]. After the introduction of
iterative image-reconstruction algorithms, the linear relationship between the SNR and
the

p
NECR is no longer valid [3, 15]. However, the NECR is included into the NEMA

standards as a measure of effective count rate [11].
The NECR is given by

N EC R = T 2
C

TC +SC +RC
, (2.7)

where TC is the true count rate, SC is the Compton scattered event rate, and RC is random
count rate; all of them are evaluated within the PET scanner’s FOV.

2.1.6. BASICS OF IMAGE RECONSTRUCTION
In the acquisition process of a PET study, a spatial molecular-probe concentration is
estimated from 511 keV γ-photon pairs, which are represented as LORs or projection
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Figure 2.10: Representation of the false detection types in PET. (a) γ-photons’ detection process.
(b) LORs calculation process.

data (see Figure 2.1). Assuming a 2D planar molecular-probe distribution, a LOR can
be represented by an orthogonal angle φ and a distance to the origin r , as shown in
Figure 2.12a. The transformation of a planar molecular-probe distribution f (x, y) into a
LOR space p(r,φ) is known as the Radon transform, which analytically models the PET
scanner’s acquisition process (see Figure 2.1). The Radon transform is defined as the
following line integral:

p(r,φ) =
∫

Sr,φ

f (x, y)ds, (2.8)

where Sr,φ is a LOR within the PET detector ring. The LOR histogram is known as sino-
gram (see Figure 2.12b).

The objective of the image reconstruction algorithm is to convert back the sinogram
into the planar molecular-probe distribution. An analytical approach to reconstruct
f (x, y) from the acquired sinogram is the backprojection algorithm. A simplified back-
projection algorithm can be implemented based on overlapping all the LORs that gener-
ated that sinogram. During the overlapping process, the LOR counts are added to all the
intersected pixels weighted by the intersection length [1].

However, this approach approximates the molecular probe distribution with a 1
R

blurring effect [1, 16]. The 1
R blur is compensated by applying a filter to the sinogram

[1, 16]. Figure 2.12b shows the reconstructed 2D image of Figure 2.12a with and without
compensating the 1

R blur with a ramp filter [1]. In the case of a 3D-PET image reconstruc-
tion, it is possible to convert the 3D information into a series of stacked 2D sinograms by
utilizing rebinning methods [16, 17].

Another way to obtain a molecular-probe distribution from the projection data is by
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Figure 2.11: Representation of the NECR’s measurement setup.

the utilization of iterative image-reconstruction algorithms [1–3, 16]. The reconstruction
problem can be formulated as follows:

p = Ax , (2.9)

where x is a mean molecular-probe concentration per voxel represented as a column
vector, p is the mean counts per sinogram bin also represented as a column vector, and
A is the system matrix that relates voxel counts x j with sinogram bins pi .

In practice, a measured sinogram p contains significant statistical fluctuations, due
to the limited number of detected counts during the scanning time and the random na-
ture of the β+ decay process. The objective of the iterative image-reconstruction algo-
rithm is to find the x that generated p ; by considering that the measured sinogram bins
pi are random variables, which are often modeled with a Poisson distribution P (µ).

The maximum-likelihood estimator (MLE) of the mean value µ of a Poisson distri-
bution is a known unbiased and efficient estimator. Assuming a simplified single-voxel
experiment, we can calculate the MLE x̂1 of the single-voxel mean detected counts x1;
given the observation of a single-sinogram bin p1, as follows:

x̂1 = p1

a11
. (2.10)

Where a11 is the single element of A, which represents the detection probability of an
emission from the single voxel into the single-sinogram bin. The likelihood equation of
this single-voxel experiment is given by

L(x1|p1) = log(
(a11x1)p1 e−x1a11

p1!
). (2.11)
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Figure 2.12: 2D PET image-reconstruction representation. (a) Single PET ring with two circular
radioactive sources. (b) 2D sinogram space representation and 2D reconstructed images.

In the case of multiple bins pi that belong to the sinogram vector p and multiple
voxels x j , the likelihood equation is defined as follows:

L(x j |p) =∑
i

log(
(ai j x j )pi e−x j ai j

pi !
), (2.12)

in which its maximization results in a non-closed form solution.
However, the maximum-likelihood expectation maximization (ML-EM) algorithm

can approximate the solution of the likelihood equation maximization in several k it-
erations [3]. The ML-EM algorithm equation is defined as follows:

x̂k+1
j =

x̂k
j∑

i ai j

∑
i

ai j∑
d ai d x̂k

d

pi . (2.13)

We can identify several stages within equation (2.13). The first stage is called the forward
projection and is given by

p̂i
k =∑

d
ai d x̂k

d . (2.14)

The next stage is called the comparison and defined by

ei = pi

p̂i
k

. (2.15)

Later, the comparison backprojection is given by

u j =
∑

i
ai j ei . (2.16)
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And finally, the next-iteration estimated distribution is updated by following

x̂k+1
j =

x̂k
j∑

i ai j
u j . (2.17)

The ML-EM procedure flow is described in algorithm 1 and Figure 2.13; where the
initial guess or starting point of the algorithm is defined as a uniform molecular probe
distribution x̂0.

input : measured sinogram vector p of size I
input : The system matrix A of size I × J
input : maximum number of iterations K_MAX
output: estimated molecular-probe spatial distribution x̂ of size J

x̂k = uniform(J);
k = 0;
while k <K_MAX do

p̂k = forward_projection(A,x̂k );

e = comparison(p̂k ,p);
u = back_projection(A,e);

x̂k = update(A,u,x̂k );
k ++;

end
Algorithm 1: ML-EM image-reconstruction algorithmic procedure.

The main advantages of an iterative image-reconstruction algorithm over an analytic
one are:

• full system modeling within A,
• it is not limited to a cylindrical geometry by definition,
• and the consideration of the statistical nature of p , within the optimization pro-

cess.

The forward projection can be as complex as a full Monte Carlo simulation of the PET
acquisition that includes detector non-idealities, full γ-radiation transport simulations,
positron range modeling, etc. However, a very complex simulation would result into
an impractical execution time. In practice, only the modeling of the effects that have a
significant contribution to the image quality are included within the forward projection.
In addition, a more accurate estimation is achieved by modeling A for the specific PET
scanner under use.

During the image-reconstruction process, data correction techniques are essential
steps in order to obtain an accurate quantitative estimation of the spatial molecular-
probe concentration, which can be included within A or applied directly to the projec-
tion data. The data correction methods are the followings:

• attenuation correction,
• FOV sensitivity correction,
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Figure 2.13: Block diagram of the ML-EM image-reconstruction algorithm.

• random coincidence correction,
• dead time correction,
• and Compton scattering correction.

The probability of detecting γ-photons depends on the media that surrounds the
POEs. As explained in subsection 2.1.1, the emitted γ-photons interacts with matter,
and have a probability to be stopped or scattered before reaching the PET detectors. In
the case of a PET study, the surrounding media is the patient’s body, which obviously
changes scan to scan. Therefore, the volumetric attenuation data needs to be measured
by performing a transmission scan, before reconstructing the emission image, in order
to compensate for it. This compensation process is called attenuation correction, and
typically in PET/X-ray CT scanners the attenuation data is measured by the X-ray CT
and converted into the corresponding 511 keV attenuation values [2].

The FOV sensitivity correction is a technique that compensates the detection prob-
ability non-uniformity within the scanner’s FOV. The amount of random coincidences
can be estimated from the single count rate, as shown in equation (2.6) and corrected
accordingly. Additionally, the amount of undetected counts due to dead time limitations
can also be compensated by measuring the single count rate. Compton scattering noise
counts are the most difficult to compensate for [1]. One example of a Compton scat-
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tering correction method is performing a γ-photon transport Monte Carlo simulation
that considers Compton scattering, within the forward projection of an iterative image-
reconstruction algorithm. However, this approach is computationally intensive.

2.1.7. TIME-OF-FLIGHT PET
When the CRT of a PET scanner is considerably smaller than its FOV’s diameter in terms
of time, TOF information is potentially available for improving the PET image quality.

A1

A2

tissue A

tissue B

(a)

A1

A2

TOF kernel

tissue A

tissue B

(b)

Figure 2.14: Representation of the TOF-PET concept. (a) Non TOF-PET LORs’ representation. (b)
TOF-PET LORs’ representation.

In a non-TOF PET study, when a LOR is detected, the image-reconstruction algo-
rithm considers that the POE is unknown over the whole LOR’s segment. In other words,
it considers a uniform POE probability along the LOR’s segment (see Figure 2.14a). If we
had a projection dataset with negligible statistical noise and without TOF information
we could reconstruct an image with very high quality. However, in practice the datasets
have a limited statistical quality with significant amount of noise. The efficacy of filter-
ing noise injected from the tissue A into the tissue B and vice-versa, due to the unknown
POE, is limited by the statistical quality of the projection dataset, among other factors
(see Figure 2.14a).

By knowing the time distance between γ-photons with enough precision, the emis-
sion probability along the LOR’s segment can be reduced by modeling it with a TOF ker-
nel PDF. The timing response of the detectors determines the TOF kernel PDF (see Figure
2.14b).

Under specific PET study conditions, the relationship between the SNR gain of a non-
TOF-PET and a TOF-PET study can be established. This relationship is calculated by
following the NECR definition with a reduced and equivalent FOV diameter. Assuming a
cylindrical phantom and a filtered-backprojection image-reconstruction algorithm, the
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SNRTOF is defined as follows:

SNRTOF =
√

D

∆x
SNR. (2.18)

Where D represents the scanner diameter, SNR is measured without TOF, and the TOF-
kernel has a width ∆x given by

∆x = c∆T

2
, (2.19)

where ∆T is the CRT the scanner. Following the previous definitions the SNR improves
2.82 if we consider a PET scanner diameter of 60 cm and a timing resolution of 500 ps.

However, in practice the patient is not ideal cylinder and nowadays iterative image-
reconstruction algorithms widely utilized instead of the filtered backprojection. How-
ever, the clinical benefits of TOF were verified and the SNR improvement is correlated to
the patient size [18]. Additionally, TOF-PET scanners can obtain similar SNRs in com-
parison to non-TOF scans but at a lower number of detected counts. This benefit can
be interpreted as patient-dose reduction at the same scanning time or a scanning-time
reduction at the same patient dose [19, 20].

Intrinsically, the maximum TOF improvement is limited by the electron-positron an-
nihilation physics, which are explained in section 1.2. However, the current PET tech-
nologies are not even close to that limit. Commercial clinical PET scanner achieve a TOF
precision of few hundreds of picoseconds [20, 21]. Subsequently, PET detector technolo-
gies have a large room for improvement in order to reach the fundamental limits of PET
in terms of TOF.

2.2. PET DETECTOR MODULE
γ-photon detection can be measured with solid-state detectors, ionization chambers,
inorganic scintillator-based detectors, etc. The latter type of detectors are widely used in
PET since they offer the best trade-off between energy, timing, and spatial resolutions as
well as a high detection efficiency for 511 keV γ-photons.

The inorganic scintillator converts deposited γ-energy into light photons following a
fast transient response. The scintillator’s output light pulse is sensed by a photodetector,
which is optically coupled to the scintillator, and transformed into an analog or digital
signals. There several ways to arrange the a scintillator-based PET detector module (see
Figure 2.15c).

For example, Figure 2.15a shows the traditional γ-camera approach, where a large-
area continuous or monolithic scintillator is coupled to an array of photodetectors
[22, 23]. The scintillator is covered with a reflective coating in order to maximize the
photodetectors’ light collection. The POI coordinates are estimated by utilizing the light
spread over the photodetectors, which is intentionally widen by producing a refractive
index mismatch with a light guide. The energy of the absorbed γ-photon is estimated
by adding the partial energy that is individually collected by the photodetectors. The
main disadvantage of this approach is that a large detector area is disabled during cer-
tain dead time, when a γ-photon detection occurs; as a result, the maximum- achievable
single count rate is significantly limited.
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Figure 2.15: Representation of common types of PET module configurations. (a) γ-camera based
detector type. (b) BGO block detector type. (c) one-to-one coupling detector type.

A more effective approach is to couple an array of pixellated scintillators, in which
every pixel is covered by a reflective coating, to a 2×2 array of photodetectors through
a slotted light guide (see Figure 2.15b). In this design, the scintillator pixel encoding is
performed by controlling the light sharing between photodetectors with the slotted light
guide. This approach allows to build large detection areas modularly and it outputs a
higher single count rate at the same radioactive dose in comparison to the γ-camera
approach [24].

By further partitioning the detection area, PET detector modules are designed by
one-to-one optical coupling between the scintillator pixels and small photodetectors
(see Figure 2.15c). This approach requires a higher level of integration and complexity
for reading out the photodetectors’ output signals [25]. In high spatial-resolution PET,
such as small-animal PET imaging, a small scintillator pixel pitch is required when uti-
lizing pixellated scintillators. Therefore, the packing fraction, which is the ratio between
γ-sensitive and total detector areas, could be significantly reduced by the reflective cot-
ing thickness and the dead spaces between the photodetectors. In order to achieve a
suitable packing fraction, the reflective coatings are designed with thing reflective films
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[26]. Additionally, in small-pitch scintillator pixels the inter-crystal Compton scattering
between scintillator pixels affects the detector performance.

Alternative designs implemented miniaturized versions of the γ-camera approach in
order to achieve a high spatial resolution without a packing fraction reduction [27]. In
addition, the DOI information is obtained by implementing nonlinear estimation meth-
ods based on the POI’s light spreading. Besides, double-side readout has been proposed
in order to estimate the DOI of the POI; however, this approach doubles the number of
required photodetectors [28].

2.2.1. INORGANIC SCINTILLATORS FOR PET
Inorganic scintillators are transparent crystals that emit a flash of light as a response of
an interaction with ionization radiation. Some scintillators, such as LYSO or LSO, have
an addition of impurities in order to increase their light output or improve their timing
performance. Their main parameters that are of relevance for PET are listed in Table 2.1.

Given a specified PET sensitivity, the required scintillator’s thickness can be approxi-
mated by the integral of equation 2.1; utilizing the corresponding scintillation material’s
linear attenuation coefficient µt(511keV), which is calculated for 511 keV of interacting
γ-energy. Also, Monte Carlo simulations are utilized to obtain more accurate estimations
of the required scintillator’s thickness. Thicker scintillators are undesired since they in-
crease the parallax error, decrease the light output, and degrades the CRT (see Figure 2.8)
[29].

The precision of the γ-photon’s timemark, the POI coordinates, and the energy res-
olution are related to the total amount of collected photons by the photodetector. The
photodetector’s light collection depends on the refractive index mismatch between the
scintillator and the photodetector. Also, the light collection depends on the compatibil-
ity between the emission spectrum of the scintillator and the wavelength profile of the
photodetector’s photon detection efficiency (PDE). Obviously, high light-output scintil-
lators are desired in order to increment the total amount of collected photons. And fi-
nally, the intrinsic CRT precision of a scintillation material is a function of the its light-
output, rise time, and decay time [30, 31].

The very first γ-camera was built based on NaI(Tl) scintillators [22]. Later, few PET
prototypes were also build with this scintillation material [23, 32, 33]. However, the main
disadvantage of NaI(Tl) was its hygroscopic behavior that makes difficult to build scin-
tillator pixels. Next, the very first PET block detector, which was based on BGO, was
introduced (see Figure 2.15b) [24]. Nowadays, most of the cutting-edge technology and
commercial PET scanners are built from LYSO or LSO. Since, LYSO has superior features
in comparison to BGO and also allows to build block detectors (see Table 2.1).

Recently, LaBr3(Ce) was introduced as a high light-output scintillator [34]. However,
this scintillation material has not been commercially adopted in PET scanners because
it is hygroscopic, costly, and has a lower stopping power in comparison to LYSO or LSO.

2.2.2. PHOTODETECTORS FOR PET
Traditionally in nuclear medicine, the photodetector of choice has been photomultiplier
tubes (PMTs). These devices present a large signal gain as well as a precise single-photon
timing resolution (SPTR) [11, 22, 23, 41].
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Table 2.1: Comparison Table of common inorganic scintillators utilized in PET.

material

linear
attenua-
tiona

(cm−1)

light
output
(phkeV−1)

refractive
index

emission-peak
wavelength
(nm)

primary
decay
time (ns)

primary
rise time
(ps)

NaI(Tl)b 0.34 38 1.85 415 250 -
BGOc 0.96 8-10 2.15 480 300 -

LYSOd 0.83 27.6 1.81 420 45 90
LaBr3(Ce)e 0.46 63 ≈1.9 380 16 280

aThe linear attenuation is specified at 511 keV.
bValues according to [35] except for the linear attenuation that is according to [1].
cValues according to [36] except for the linear attenuation that is according to [1].
dValues according to [37] except for the rise time that is according to [38].
eValues according to [39] except for the linear attenuation that is according to [40] and the rise time that is

according to [30].

The PMTs have two stages in which the signal is generated. The first stage, which is
called the photocathode, emits a single photoelectron by photoelectric emission when
it absorbs a single light photon. The average number of emitted photoelectrons per ab-
sorbed light photons is called the quantum efficiency (QE) (see Figure 2.16)[41]. Typical
photocathodes that are compatible with PET scintillators’ emission spectrum features a
QE peak of about 30 % [41].

The second stages is the electron multiplying stage that is composed by the focusing
electrode, the dynodes, and the cathode (see Figure 2.16). The focusing electrode directs
and accelerates the photoelectrons towards the first dynode, which multiplies the photo-
electron by secondary emission with a multiplication ratio δ [41]. The following dynodes
keeps on accelerating and multiplying electrons in order to realize a large total multipli-
cation gain. The second stage’s elements are biased with an increasing high voltage with
steps of about hundreds of volts. Figure 2.16 shows an even bias voltage increase ∆V;
however, in practice the voltage steps are not necessarily uniform. Particularly, in ap-
plications that required excellent timing, the first elements are biased at higher voltage
steps in order to reduce variations in the initial electron trajectories.

The PMTs feature a SPTR, which is also known as transit time spread (TTS), that is
ranging from tens of picoseconds in the case of multichannel plate PMTs (MCP-PMTs),
to few nanoseconds for PMT with standard dynode structures. MCP-PMTs are not com-
mercially utilized in PET because of their high cost. The PMT’s output capacitance is
about tens of picofarads. The dark current is relative low in comparison to large-area
silicon-based photodetectors. The main drawback of the PMTs is the high sensitivity to
magnetic fields that prevents this technology from being utilized in PET/MRI systems.

The PDE of a PMT is defined as follows:

PDE = QE ·CE1 ·FF, (2.20)

where CE1 is the collection efficiency between the photocathode and the first dynode
(typically above 80 %), the geometrical fill factor (FF) is the ratio between the sensitive
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Figure 2.16: PMT schematic diagram.

area and total PMT’s area, and the QE, which is measured with uniform incident light
[41]. Typically in PMTs for PET applications, the FF is considered to be close to 100 %,
since dead spaces are kept to a minimum inside the active area. The surrounding dead
spaces, which are required for enclosing and packing the PMT, are not considered into
the FF.

Recently, analog SiPMs (A-SiPMs) emerged as a silicon-based alternative to the PMTs
[42]. Essentially, the A-SiPMs are a parallel connection of thousands of SPAD cells (see
Figure 2.17). The SPAD cells are composed of a quenching resistor and a SPAD, which
is a single light-photon detector [43, 44]. When a light photon is absorbed within the
SPAD active area, there is a probability that a fast avalanche is produces and immediately
quenched by an external circuit, which is a quenching resistor in the case of A-SiPMs (see
Figure 2.17). This single light photon detection mechanism is similar to the way that
traditional ionizing radiation detectors called the Geiger-Müller counters detect high-
energy particles [44]. When a SPAD cell is fired, it is inactive to detect a subsequent light
photon for a certain SPAD cell dead time. Therefore, the A-SiPM’s output signal has a
saturation behavior with respect to the amount of impinging light photons, when it is
illuminated with fast scintillation light pulses.

In the case of A-SiPMs the PDE is defined as

PDE = QE ·AP ·FF, (2.21)

where the avalanche probability (AP) considers the likelihood that an avalanche is trig-
gered by a generated free carrier within the silicon [45, 46]. Typically the PDE is mea-
sured by utilizing a setup composed of a light source, a monochromator, an integrating
sphere, and reference photodetector. Obviously, the dark counts, crosstalk, and after
pulses must not be considered into the PDE [46]. The A-SiPMs have a discontinuous
active area with a reduced FF in comparison to PMTs, since every SPAD cell has quench-
ing and connection circuitries, spacing between cells, a well as a peripheral guard ring
required by the SPADs in order to avoid premature edge breakdown [47].

The A-SiPMs are characterized by a higher PDE in comparison to PMTs that can reach
a value of 50 % for 420 nm wavelength incident light [48], which is compatible with the
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LYSO scintillators’ emission spectrum (see Table 2.1). The A-SiPM suffers from higher
after pulsing and crosstalk probabilities in addition to larger dark counts in comparison
to PMTs. This is inherent to the SPAD physics and designs, in addition to the amount of
current circulating during the avalanche, which defines the gain of the device. The SPTR
performance of the A-SiPMs, which is about few hundreds of picoseconds, is superior in
comparison to standard PMTs. Also, SPTR degrades as the A-SiPM active area increases
[49]. PET detector modules that are based on A-SiPMs achieve a CRT performance that
is compatible with TOF-PET [29, 30].

In order to cover a large detection area, which is required by a PET module, A-SiPM
arrays are utilized (see Figures 2.15c and 2.17). Advanced SiPMs arrays connects the
output terminals utilizing through-silicon vias (TSVs), in order to achieve a small dead
space in the packing and enclosing supports. The output capacitance of A-SiPMs is in
the range of hundreds of picofarads. There several approaches for the readout of SiPMs
signals, which are addresses in chapter 4.

Initially, SPADs were implemented into custom semiconductor technologies and
later the integration of SPADs into a CMOS process was demonstrated [50]. Subse-
quently, by integrating SPADs in CMOS it was possible to build complex systems-on-
chip (SOCs). One of the first SPAD-based SOC implementations was a TOF CMOS image
sensor [51]. Afterwards, the first implementation of a SPAD-based SOC named as D-
SiPMs was introduced [52]. And later, several designs which included different levels of
complexity and features were also introduced [53–55].

Unlike in A-SiPMs, the D-SiPM architectures feature large differences among their
implementations [53–55]. Nevertheless, common structures can be identified in the dif-
ferent D-SiPMs implementations (see Figure 2.18a), which are:

• SPAD cell arrays,
• time-to-digital converters (TDCs),
• timing lines,
• as well as readout and discriminator circuits.
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Figure 2.18: Representation diagrams of D-SiPMs. (a) 2D D-SiPM example diagram. (b) 3D FSI
D-SiPM example diagram.

Typically the SPAD cells of D-SiPMs comprises a complex CMOS circuit in order to
realize extra functionalities, such masking, memory, etc. The masking circuit allows to
disable a particular SPAD cell in order to deactivate the cells with high dark count rate
(DCR). The memory stores the logical state of the SPAD cell before it is read out. Com-
monly, the SPAD cell array is arranged in a hierarchy of sets. For instance, the digital pho-
ton counter (DPC) single die is subdivided into four groups called pixels of 3200 SPADs
[56]. Each pixel is also subdivided into four sub-pixels. In the case of the 18×9 array of
MD-SiPMs, the SPAD cells are arranged in sets of 416 elements called clusters [57].

A common D-SiPM building block are the TDCs, which measure a time distance be-
tween two signals called start and stop. Usually in a PET system, one of these signals
is a synchronization clock utilized as a reference signal. The second signal, which can
be either stop or start, is a SPAD cell’s output pulse. The TDC information is utilized to
timestamp the TOA of the detected light photons [58].

Often, the total number of TDCs on chip is less than the total number of SPAD cells.
For example, the 18×9 array of MD-SiPMs allocates 432 TDCs in total, whereas the total
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number of SPAD cells is 67392. Therefore, several SPAD cells shares a common TDC
through the timing lines (see Figure 2.18a). For instance, the 18×9 array of MD-SiPMs
interfaces SPAD cells to a TDC with a pull-down line that is sampled by a comparator, an
inverter, or an amplifier, which is selected by a configuration memory [59].

Typically, there is a direct coupling of the D-SiPMs to the scintillators [60]; therefore,
the extra space required by the readout circuitries and the TDCs, which is light insensi-
tive, must be minimized (see Figure 2.18a). For example, the DPC allocates the TDCs,
discriminator and readout logic within the peripheral areas of the sub-pixels [61].

The D-SiPMs send data to an external digital device, such as an FPGA, only after a
validation process is performed. This readout scheme is known as event-driven, and its
main purpose is to optimize the utilization of the data transfer bandwidth [59]. The dis-
criminator circuit avoids sending events that only contain dark counts or low-energy γ-
photon depositions depending on the implementation (see Figure 2.18a). For example,
in the SPADNET sensor, the event discrimination is performed by continuous counting
the total number of fired SPAD cells within a group [54]. The SPAD cell counters add the
output values of the SPAD cell memories in order to perform the energy estimation of γ-
photons, in the case of coupling the D-SiPM to a scintillator. Finally, the readout circuit
sends the TDC information and counting values to an external device.

Alternatively, 3D-CMOS integration allows the maximization of the packing fraction
since the light insensitive circuits can be allocated in a bottom die (see Figure 2.18b). The
integration of CMOS circuits impacts of the performance of the SPADs cells and vice-
versa. Therefore, in a 3D-CMOS process, advanced CMOS technologies can be used in
the bottom die in order to achieve lower power consumption, faster circuits, and more
complex SOCs. Also, SPAD optimized technologies can be used in the top die (see Fig-
ure 2.18b) [55]. Furthermore, the SPAD cell FF can also be improved by allocating the
SPAD cell circuits in the bottom die. Front-side illumination (FSI) is needed in 3D D-
SiPMs, in order to detect the photons emitted by the commonly used scintillators, with
wavelengths towards the violet and near-ultra violet (NUV) spectra.

There is a controversy about effectiveness of A-SiPMs over D-SiPMs and vice-versa
for building PET scanner. Objectively speaking, both technologies have advantages and
disadvantages, but A-SiPMs are more utilized in the construction of full PET scanners
[61, 62]. Table 2.2 summarizes the parameters of importance, when building PET scan-
ners, of A-SiPMs and D-SiPMs. A-SiPMs have a superior PDE in comparison to D-SiPMs
since they are fabricated in custom technologies. However, D-SiPM have a better timing
performance than A-SiPMs because of the TDCs and timing lines integration [63].

A-SiPMs that have TSVs for connecting the anode and cathode to a surface mount
device (SMD) package achieve a high packing fraction. Currently, there is only one D-
SiPM array or tile of 4× 4 elements that is commercially available. This D-SiPM array
connects the signals through bonding wires that limit the array packing fraction to 78 %
(see Table 2.2). For the pixellated scintillator approach, the packing fraction reduces
the PET scanner sensitivity. However, by utilizing continuous scintillator the packing
fraction of the PET detector is increased [64].

Availability of components is a critical issue when building full PET systems. D-SiPM
have a very restricted availability due to the fact that only one manufacturer produces
these devices commercially [65]. However, several companies produces and manufac-
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Table 2.2: Comparison Table of A-SiPMs and D-SiPMs.

maximum
PDE (%)a

SPTR
(ps)

DCR
(kHzmm−2)

packing
fraction
(%)

availability
system in-
tegration

A-SiPMs ≈50b 125-250c 50-150b 94d high indirect

D-SiPMs ≈30e 101-113f 96g 78h low direct

aMaximum PDE measured at 420 nm photon wavelength.
bValues according to [48].
cValues measured for several A-SiPM sizes and according to [49].
dValue calculated as the active area divided by the package dimensions and according to [48]
eValues according to [61].
fValues measured at pixel level and according to [56].
gValue measured as average good SPAD DCR at 20 ◦C divided by the SPAD cell size and according to [52].
hValue calculated as the pixel size of 12.48 mm2 multiplied by 4 times (die size) and by 16 (tile size), and finally

divided by the tile size of 1024 mm2 [56].

tures A-SiPM. In terms of system integration, the D-SiPMs allow a direct integration re-
quiring a minimum amount of digital readout devices, which are typically FPGAs [60].
On the contrary, A-SiPMs require specialized mixed-signal front-ends for energy and
timemark estimation [25]. The system integration challenges are addressed in chapters
4 and 6.

2.2.3. THE MULTICHANNEL DIGITAL SIPM
The concept, design, and implementation of the MD-SiPMs was introduced few years
ago [53]. The main objective of the MD-SiPM was to realize a D-SiPM with a relative
high FF considering a large number of TDCs. This target was achieved by sharing the
TDCs among the SPAD cells through pull-down lines in a column-wise arrangement (see
Figure 2.19).

When building an array of MD-SiPMs, such as 4×4 or 18×9 elements, the column-
wise arrangement is kept in order to obtain a high SPAD cell array FF and high MD-SiPM
array packing fraction. For example, in an array composed of 18×9 MD-SiPMs every MD-
SiPM element shares a common set of 48 TDCs (see Figure 2.20) [57]. This configuration
increases the total number of SPAD cells connected into a single pull-down line. More
details about system integration and characterization of MD-SiPMs is given in chapters
5 and 6.

2.3. SINGLE-PHOTON AVALANCHE DIODES

2.3.1. SPAD BASICS
As explained in the previous subsections, A-SiPMs and D-SiPMs are built from SPAD
cells, among other extra circuits in the case of D-SiPMs. The SPADs sets the bound of the
SPTR performance for the sensor. In addition, they also limit the maximum achievable
PDE. And ultimately, the PDE and SPTR of the photodetector in combination with the
scintillator’s parameters and PET detector module architecture determine the PET scan-
ner system performance. Subsequently, the SPAD is a key-element of the A-SiPM and
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48 TDCs

26 SPAD cells26 SPAD cells

16 SPAD cells

MD-SiPM single column

TDC

pull-up

3 TDCs

Figure 2.19: MD-SiPM concept diagram.

D-SiPM designs utilized in PET.
SPADs are biased at a reverse voltage higher than their breakdown voltage. This is

possible, for example, by connecting a high resistance in series to the SPAD. In this way,
when the avalanche is produced by injecting a carrier into a high electric field region,
the SPAD output current produces a drop in the series resistor and reduces the applied
voltage across to the SPAD; subsequently, the self-sustained avalanche is quenched [43].
This process cannot be understood from a typical I-V curve since the avalanche trigger-
ing and quenching are transient processes.

SPADs are characterized by having a high-electric field region called the multiplica-
tion region, in which a self-sustained avalanche is likely to be triggered (according to the
AP) by the injection of a carrier that follows an impact ionization process. In order to
realize an uniform and high enough electric field, which allows impact ionization, guard
ring peripheral regions are implemented into the SPAD to avoid premature edge break-
down.

Figure 2.21 shows the structure of a SPAD implemented in a CMOS technology utiliz-
ing the CMOS available doping profiles, such as highly doped p-type (P+), highly doped
n-type (N+), deep n-type well (DNW), n-type well (NW), and p-type well (PW) [47]. In
this SPAD structure the cathode, which is composed by the NW, is connected to the top
surface through the DNW region. The Anode is located within the P+ implantation re-
gion. Finally, the guard region is created by the PW implant, which prevents premature
breakdown at the edges of the P+ region. The SPAD’s active area is located within the high
electric field region. This SPAD is implemented within the epitaxial layer of the CMOS
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18 MD-SiPMs

9 MD-SiPMs

432 TDCs

48 TDCs

Figure 2.20: Description diagram of the monolithic array of 18×9 MD-SiPMs.

wafer. Another important aspect of SPAD design is the process optical stack, which is
defined by the passivation layers required to place the top metal layers in the case of a
CMOS process.

2.3.2. RELEVANT PET PARAMETERS
When building A-SiPMs or D-SiPMs for PET, the overall PDE, SPTR, and DCR are the
main parameters of interest. They are related to the following SPADs characteristics:

• photon detection probability (PDP),
• device FF,
• dark count rate,
• afterpulsing probability,
• timing jitter,
• and breakdown and excess bias voltages.

The PDE of the photodetectors for PET are optimized to match the emission wave-
length of the scintillators, which are toward the violet and NUV regions. Subsequently,
the multiplication region of the SPADs for PET are designed to be as close as possible to
the surface. In this way photons, with violet or NUV wavelengths can generate photo-
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Figure 2.21: Representation of an FSI CMOS SPAD.

carries within the multiplication region. This is the reason why FSI devices are preferred
for PET. Additionally, the device FF maximization is realized by minimizing the guard
ring regions and sharing the DNW contacts among several SPADs [66].

The DCR depends on the process impurities, dopant concentration of the doping
profile, and guard ring designs [67]. Specialized CMOS image sensor (CIS) designed for
implementing SPADs provide specialized doping profiles with lower dopant concentra-
tions, which allows a tunneling-generated DCR reduction.

The likelihood that a subsequent correlated avalanche is produced is quantified by
the afterpulsing probability. In D-SiPMs, these undesired events are highly controllable
since the SPAD cell can be recharged after an adjustable time [68]. Whereas in A-SiPMS,
the afterpulsing probability is a consequence of the SPAD and passive quenching de-
signs.

The SPAD timing jitter, which is also measured at single-photon level, sets a limit to
the overall SPTR of the photodetector. Fast avalanche detection electronics minimizes
the timing fluctuations due to the avalanche propagation statistics [69]. In D-SiPMs,
these types of circuits can be integrated into D-SiPMs at SPAD cell level [70]. More details
about SPAD implementations in CMOS are given in appendix A.
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The timemark precision determines the TOF-PET gain in terms of image quality SNR
[1]. In scintillator/photodetector-based PET modules, the timemark of the γ-photon is
estimated from the photodetector’s output signals [2–5]. D-SiPMs with multiple TDCs
are capable of detecting multiple photoelectron timestamps per scintillation event, in
order to reconstruct a precise timemark of the initial γ-photon [6–8]. This chapter de-
scribes the evolution of statistical models of scintillator/photodetector signal genera-
tion, timemark estimation methods based on single and multiple photoelectron times-
tamps, as well as an analysis and limitations of statistical lower bounds [8].

3.1. TIMING ESTIMATION MODEL EVOLUTION
In the early 1950s, a statistical model that described the decay process of a scintillator
was introduced for the first time [2]. It was based on Poisson statistics, assumed a single-
exponential decay model and did not include the SPTR of the photodetector. Conse-
quently, it predicted that the best timing performance of the γ-photon’s timemark esti-
mation was obtained when utilizing the first photoelectron.

In 1966, a review paper was published that compared experimental and simulation
results of coincidence measurements with scintillation detectors. This work demon-
strated that the lowest variance is not necessarily obtained with the first photoelectron
because of the influence of the SPTR and the finite rise time in scintillators [9].

Later, a broad theoretical background was established that allowed the use of any
type of scintillation decay pulse shape or PDF [3]. According to this model, the PDF of
the q th photoelectron’s timestamp, called pq , is given by

pq (t ) = R !

(q −1)!(R −q)!
[1−F (t )](R−q)[F (t )(q−1)] f (t ), (3.1)

where f (t ) represents the photoelectron time distribution PDF and F (t ) its correspond-
ing CDF.

In 2010, the concept of order statistics was introduced to the scintillation decay pro-
cess, in combination with a double-decay exponential model [4]. It is possible to obtain
the same theoretical framework previously derived in [3] using order statistics. The dou-
ble exponential decay model, where τr, τd are the rise and decay constants, respectively,
while T0 is the timemark of the γ-photon, can be expressed as

fs(t ) =
0 for t ≤ T0

1
τd−τr

[e
− t−T0

τd −e−
t−T0
τr ] for t > T0

. (3.2)

According to the model proposed in that work, the distribution of timestamps gener-
ated by a system composed of a scintillator and a photodetector follows the distribution
defined by

f (t ) = fs(t )∗N (µTJ,σTJ). (3.3)

The Gaussian distribution N (µTJ,σTJ) models the total timing jitter of the instrumen-
tation chain. In addition, the PDF of the resulting photoelectron time distribution is
the convolution between fs(t ) and N (µTJ,σTJ) since the total timing jitter is modeled as
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additive noise. µTJ andσTJ model the total timing skew and jitter, respectively [4]. σTJ in-
cludes all of the sources of time uncertainty such as, TDC’s timing jitter, SPTR, electronic
noise, etc.

Next, the Cramer-Rao lower bound (CRLB) on the time resolution of scintillation de-
tectors was derived [5]. Instead of the single bi-exponential function fs(t ) given in equa-
tion (3.2), the analysis is based on a more accurate model of scintillation decay that is
able to account for the multiple, simultaneous cascades of excitation and decay pro-
cesses that occur in some scintillators, such as LaBr3(Ce). This model can be used with
a Gaussian function to describe the total timing jitter of the instrumentation chain, as in
equation (3.3), or with a more complex PDF in cases where a Gaussian approximation
is considered insufficiently accurate. Moreover, the possibility to utilize multiple pho-
toelectron timestamps for γ-photon’s timemark estimation was analyzed in some depth
[5].

Given a set of multiple timestamps, the CRLB predicted the maximum efficiency that
a γ-photon’s timemark estimator could potentially reach. However, it does not define
any particular estimator that could reach such a performance. Initially, multiple times-
tamp estimation methods were proposed; however, they degrade the performance as the
number of timestamps increases unless the multiple timestamp set is complete [10, 11].
Next, a linear estimation method based on multiple timestamps that improves the esti-
mation performance as the number of timestamp increases was introduced [6]. Later,
the γ-photon’s timemark MLE for multiple timestamps was described including an ex-
tended analysis of the CRLB [8].

3.2. THE CRAMÉR-RAO LOWER BOUND
The CRLB is a scalar value that establishes the lower bound on the variance of any unbi-
ased estimator of the parameter of interest, and it is applicable to the particular case of
order statistic [5, 12, 13]. However, regularity conditions are required in order to obtain a
valid CRLB [14]. Common support is a condition for obtaining a valid Fischer informa-
tion calculation. This regularity condition can be expressed as follows for the problem
under consideration in this work:

{t : f (t |T0) > 0} is the same ∀T0 ∈ IR. (3.4)

In principle one might question if this condition is fulfilled since our model assumes
zero probability of scintillation photon emission before T0 [5, 15].

However, the condition is fulfilled when the scintillation decay function is convolved
with the total Gaussian timing jitter of the system, as in equation (3.3). It is to be noted
that this model in principle allows the (false-positive) registration of scintillation pho-
tons at times earlier than T0. Although this is not unphysical if the instrumentation
chain indeed exhibits a white timing jitter spectrum or dark counts are timestamped,
one might prefer to also truncate N (µTJ,σTJ) at T0 in equation (3.3). Such truncation
should be performed carefully in order to include a sufficiently large part of the left tail
of N (µTJ,σTJ), so as to avoid significant breaching of regularity condition. Fortunately,
this is easily achieved in practice because in a typical photodetector instrumentation
chain, µTJ −T0 is many times larger than σTJ.
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In general, it is not guaranteed that an unbiased estimator exists that is able to reach
the CRLB for a given problem. To illustrate this, we investigate the simple case in which
the registration time of only one of the scintillation photons is known and we compare
the only possible unbiased estimator that exists in this case to the CRLB, as a function of
several system parameters.

When estimating the γ-photon’s timemark just utilizing the q th photoelectron only,
the only possible unbiased estimator is given by

T̂0 = tq − A, (3.5)

where A is expressed as
A = E [pq |T0=0]. (3.6)

The precision of this estimator in terms of the root mean square error (root-MSE) is
equal to the square root of the variance of the PDF of the timestamp of the q th photo-
electron. √

MSE(T̂0) =σq . (3.7)

Equation (3.7) provide a simple means to compare the only possible unbiased estimator
performance against the CRLB for several system design parameter configurations.

In the single-photoelectron T0 estimation case, the Fisher information I (T0) is given
by

I (T0) =
∫ +∞

−∞
[
∂

∂T0
log pq (t |T0)]2pq (t |T0)dt

=
∫ +∞

−∞
[
∂

∂T0
log gq (t −T0)]2gq (t −T0)dt

=
∫ +∞

−∞
[

1

gq (t −T0)

∂

∂t
gq (t −T0)(−1)]2gq (t −T0)dt

=
∫ +∞

−∞
[
∂

∂t
gq (t −T0)]2 1

gq (t −T0)
dt , (3.8)

where the chain rule was applied to rewrite pq (t |T0) as follows:

pq (t |T0) = gq (t −T0). (3.9)

We calculated the Fisher information with a time step of 1 ps, for different values of
the essential scintillation properties and swept the system design parameters [5, 16–18].
Subsequently, we calculated the standard deviation of pq (t ) with the same time step and
compared the results.

Figure 3.1a shows the σq and root-CRLB as a function of the photoelectron order
for different numbers of detected photoelectrons. Figures 3.1b and 3.1c depict similar
comparisons for different scintillators and for different values of total timing jitter of the
system respectively. In all of the plots the total timing jitter of the system is given at
FWHM level. The number of photoelectrons was intentionally kept low in Figures 3.1b
and 3.1c (i.e., corresponding to an overall PDE of about 6 %, since under these conditions
the only possible unbiased estimator does not fully reach the CRLB, as in Figure 3.1a).
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Figure 3.1: σq and root-CRLB as a function of the photoelectron order for different system design
parameters. (a) τr was set to 89 ps and τd to 46.6 ns, the total timing jitter of the system was set to
300 ps (FWHM). (b) The number of detected photoelectrons was 1800 for LaBr3(Ce) and 800 in all
of the other scintillators; the total timing jitter of the system was 300 ps (FWHM). (c) τr and τd was
set as in (a); the total number of detected photoelectrons was 1300.
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3.3. MAXIMUM LIKELIHOOD ESTIMATION
As demonstrated in the previous section, the only possible unbiased estimator in the
single-photoelectron timestamp case does not always reach the CRLB, for certain sys-
tem design parameters. In the multiple-photoelectron time estimation case, there are
many possible unbiased estimators, and it is computationally impractical to perform
the previous analysis for all system design parameter combinations.

In the multiple photoelectron timestamp case, we therefore limited ourselves to the
calculation of the MSE of the multiple-photoelectron MLE in two different conditions,
which were defined based on the results obtained in the single-photoelectron time esti-
mation case. We calculated the CRLB of the multiple-photoelectron estimation case for
the same two conditions and compared it to the result obtained with the MLE.

The likelihood function defined for the t1:Q timestamps of the first Q photoelectrons,
for the estimation of location parameter (T0) is expressed by

L1:Q (t1, ..., tQ |T0) = R !

(R −Q)!

Q∏
q=1

f (tq |T0) {1−F (tQ |T0)}R−Q . (3.10)

This expression corresponds to a type II censored sample of order statistics [14]. The
likelihood functions were calculated with a time step of 1 ps. Subsequently, the root-MSE
of the multiple-photoelectron MLE was evaluated utilizing random timestamps gener-
ated with a Monte Carlo code, which follows the same model as L1:Q (t1, ..., tQ |T0).

As observed in Figures 3.1a, 3.1b and 3.1c, the only possible unbiased estimator in
the single photoelectron timestamp case does not fully reach the CRLB when the timing
jitter level is low and the number of detected photoelectrons is small. Thus, we gener-
ated two random timestamp datasets called I and II, the dataset I with 100 ps FWHM
timing jitter and 300 photoelectrons; the dataset II with 700 ps FWHM timing jitter and
3800 photoelectrons. The scintillation decay constants were the same for both datasets,
namely LSO with properties according to [5, 18]. The Fisher information of a set of or-
der statistic random variables was already derived [13]. In addition, the corresponding
Fisher information of the multiple-photoelectron timestamps, which is a set of order
statistic random variables, is defined as follows:

I1:Q =
∫ +∞

−∞
[
∂

∂T0
l og h(t |T0)]2[

Q∑
q=1

pq (t |T0)]dt , (3.11)

h(t |T0) = f (t |T0)

1−F (t |T0)
. (3.12)

The performance of MLE for estimating the location parameter T0 utilizing both
datasets is depicted in Figure 3.2. The number of TDCs is equal to the number of sorted
timestamps utilized for the estimation and varies from 1 to 30. The root-MSE of the MLE
differs from the CRLB by about 67 ps in the case of the dataset I. However, for the dataset
II (see Figure 3.2) the root-MSE of the MLE is very close to the CRLB. In conclusion, we
observe that the MLE does not fully reach the CRLB if the number of detected photo-
electrons is small and the total timing jitter of the system is low, similarly to what was
observed for the only possible unbiased estimator in the single photoelectron times-
tamp case. The important difference between the single and multiple photoelectron
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Figure 3.2: root-MSE of the multiple-timestamp MLE and root-CRLB vs. size of multiple times-
tamps set, when utilizing the datasets I and II.

timestamp cases is that in the latter many different estimators can be defined. The fact
that the MLE does not reach the CRLB under some conditions in the multiple photo-
electron timestamp case implies that it may be possible to find more efficient estimators
than the MLE under such conditions. However, obtaining good timing resolution in scin-
tillation detectors requires the use of scintillators with high light output in combination
with photodetectors with high photoelectron detection efficiency (PDE) [5]. Under those
conditions, the present results indicate that the MLE is an efficient estimator.

3.4. WEIGHTED AVERAGE TIMEMARK ESTIMATORS
In general, a linear function of a sorted set of random samples provides an efficient es-
timator of the location parameter [14]. We tested several weighted-average estimators
such as the simple mean, the variance weighted and the best linear unbiased estimator
(BLUE) by calculating the single detector root-MSE of the estimators using the Monte
Carlo simulator.

The weighted-average timemark estimators are given by

T̂0
(p) =

Q∑
q=1

tq w (p)
q , p = 1,2,3. (3.13)

The first estimator calculates the average value of a group of ordered Q photoelectron
timestamps. We call this estimator the simple mean estimator and the weights are given
by (p = 1)

w (1)
q = 1

Q
, q = 1, ...,Q. (3.14)
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The number of photoelectrons timestamps Q utilized to calculate the mean value was
varied from 1 to 48, since the MD-SiPM that was designed in our laboratory has 48 TDCs
per MD-SiPM [19, 20]. Furthermore, tq corresponds to the timestamp of the q th photo-
electron.

The second method is a weighted-average estimator, in which the weights are calcu-
lated according to the variance of the corresponding tq timestamp (p = 2)

w (2)
q = V ar (tq )−1∑Q

i=1 V ar (ti )−1
, q = 1, . . . ,Q. (3.15)

Furthermore, the weights are normalized so the sum of the weights is equal to the unity,
in order to preserve the linearity of the estimation. This method is called the variance
weighted estimator. Experimentally, each weight can be estimated during a calibration
procedure.

The third method is also a weighted-average estimator but we calculated the weights
according to the covariance of the timestamps following (p = 3)

∆w (3)
q = [w (3)

1 , w (3)
2 , . . . , w (3)

Q ]T , (3.16)

∆w (3)
q = ∆C−1∆d

‖∆C−1/2∆d‖2
2

, (3.17)

where ∆d is a column vector filled with ones and with a length equal to the number of
utilized timestamps, and ∆C is the covariance matrix of the timestamps. This estimator
follows the BLUE methodology in order to obtain a weighted-average estimation with
minimum variance. The last step in the derivation of this estimator for the case of a
single detector would be to compensate the bias in the estimation by subtracting the
multiplication between ∆w (3)

q and the mean vector of the timestamps. However, in a
coincident setup such as a PET system this step is not required, since the biases of two
equal, coincident detectors cancel against each other.

In order to test the estimators, we generated random timestamps with the Monte
Carlo code based on the models explained in [5]. In addition, we included the influ-
ence of the energy resolution (ER) into the Monte Carlo code by sampling R (number of
detected photoelectrons) randomly according to the selected ER.

Figure 3.3a shows the root-MSE of all estimators as a function of the number of TDCs
under two timing jitter conditions. Figures 3.3b and 3.4a show the root-MSE as a func-
tion of the number of photoelectron timestamps for two different energy resolutions and
for two different number of photoelectrons, respectively. Figure 3.4b shows the root-
MSE of the estimators for two types of crystals scintillators.

In Figures 3.3a, 3.3b, 3.4a and 3.4b the LYSO decay constants were taken from [5]
Table 1 entry 10. In Figure 3.4b, the LaBr3(Ce) decay constants were taken from [16].

As observed, the accuracy of BLUE and MLE improves as more TDCs are included
in the estimation. In contrast, the other estimators tend to degrade when increasing the
number of TDCs. The MLE and BLUE estimators are observed to have practically equal
efficiency under all the system conditions studied.
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3.5. SKIPPING EFFECT
In the previous sections, we did not yet take into account the fact that the TDCs are
shared. Subsequently, the number of available TDCs per SPAD is less than 1. This condi-
tion significantly modifies the time distribution of the ordered photoelectrons; therefore,
the likelihood function must be readjusted in order to account for this effect.

In this implementation, each of the 3 TDCs in a column is shared by 8 or 9 SPADs
through an OR gate (see Figure 2.19); therefore, as soon as a TDC detects the q th pho-
toelectron signal, it becomes unavailable and the overall probability that the next pho-
toelectron is timestamped decreases. In other words, if a photoelectron generates an
avalanche in a SPAD cell that is connected to an already-triggered TDC, then its time
information is lost. We call this decrease in detection probability the skipping effect.
Assuming that the photoelectron detection probability is equal and constant for every
group composed by 8 or 9 SPADs and a TDC; then, the probability to detect a continu-
ous set of timestamps without skipping can be straightforwardly calculated as follows:

P (1 : Q) =
Q∏

i=1

(NTDCs − i +1)

NTDCs
, (3.18)

where NTDCs represents the total number of TDCs of the MD-SiPM, and 1 : Q is referred
to a set of sorted timestamps of size Q < NTDCs.

From equation (3.18), P (1 : Q) decreases significantly if the set size 1:Q is larger than
20 and NTDCs is 48, for instance. Consequently, the resulting time distribution of the
q th photoelectron does not follow equation (3.1) anymore and the likelihood function
of equation (3.10) is no longer valid. In order to obtain an accurate estimation with the
MLE method, the likelihood function must account for this effect.

The photoelectron timestamp probability distribution including the skipping effect
can be modeled as a two-stage order-statistics process if we assume that the photoelec-
tron detection probability is equal for every TDC when all TCDs are in non-occupied
state. We first model the time distribution of the unsorted timestamps measured by the
TDCs using a modified version of the function f (t ) called fk as follows:

R ′ = R

NTDCs
, (3.19)

fk(t ) = R ′[1−F (t )](R ′−1) f (t ). (3.20)

Thus, fk(t ) represents the time distribution of the first photoelectron that is times-
tamped by any of the TDCs. In the second step, we model the sorting of the TDC’s times-
tamps. The resulting pq (t ) that accounts for the skipping effect is given by

pq (t ) = q

(
NTDCs

q

)
[1−Fk(t )](NTDCs−q)[Fk(t )(q−1)] fk(t ). (3.21)

Figure 3.5a depicts the pq (t ) for several ordered photoelectrons with and without
skipping effect modeling. Figure 3.5b shows the PDFs calculated by equation (3.21) and
the normalized histograms generated from a Monte Carlo simulation.
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Figure 3.3: Single detector root-MSE (∆T) for all of the estimators. (a) For two different timing-
jitter levels, the ER was set to 14 %, the number of detected photoelectrons was set to 2400 and the
scintillator was set to LYSO. (b) For two different ERs, the number of detected photoelectrons was
set to 2400, the scintillator was set to LYSO and the total timing jitter of the system was set to 100 ps
(FWHM).
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Figure 3.4: Single detector root-MSE (∆T) for all of the estimators. (a) For two different number
of photoelectrons, the ER was set to 14 %, the scintillator was set to LYSO and the total timing
jitter of the system was set to 100 ps (FWHM). (b) For two scintillators, the number of detected
photoelectrons was set to 2400 for the LYSO scintillator and 4800 for the LaBr3(Ce) scintillator; the
ER was set to 14 %, and the total timing jitter of the system was set to 100 ps (FWHM).
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Table 3.1: System design parameters for condition I and II.

Scintillator Size MD-SiPMs TDCs SPAD Cells
Total
DCR(max)

Condition I 0.8×0.8×h mm3 1 48 416 125 Mcps
Condition II 1.6×1.6×h mm3 4 96 1664 500 Mcps

The next step is to derive a likelihood function that models the skipping effect. Such
a function is given by

L1:Q ′ (T0|t1, ..., tQ ′ ) = NTDCs!

(NTDCs −Q ′)!

Q ′∏
q=1

fk(tq |T0){1−Fk(tQ ′ |T0)}NTDCs−Q′
, (3.22)

where in this case, 1 : Q ′ represents a subset of the timestamps that were registered by a
system that has skipping effect.

This equation shows that, if all of the timestamps are utilized, then the MLE does not
require sorted timestamps. In addition, under this condition the assumption of equal
detection probability for every TDC is no longer required; consequently, the fk (t ) can be
replaced by a specific TDC PDF [11].

3.6. DARK COUNT RATE FILTERING
Dark counts can significantly affect the resolving time of a PET detector module com-
posed by SiPMs. Several DCR filtering methods have been implemented in digital SiPMs
[19–22]. In this section, we simulated the DCR rejection method described in [20], pro-
pose a new filtering method based on timestamps subtractions, and correct the likeli-
hood function to account for DCR.

Additionally, we consider two scintillator/photodetector coupling conditions (see
Figure 3.6). In condition I, a single pixel of LYSO is coupled directly to a single MD-SiPM.
In condition II, we simulated a pixel of LYSO, with a four times larger footprint, coupled
to a 2×2 MD-SiPM array. Consequently, in condition II the initial amount of available
TDCs is twice as high as in condition I and the DCR is four times higher. The number
of TDCs in condition II is not four times larger because of the way of sharing the TDCs
in an array of MD-SiPMs [20]. The number of TDCs in condition II is twice as high as in
condition I. The photoelectron dynamic range of condition II quadruples in condition
I. Table 3.1 shows the system design parameters for condition I and II. Figures 3.6a and
3.6b show a representation of the coupling condition between the LYSO pixels and the
MD-SiPMs.

In order to simplify the free parameters, we assume that the factor limiting the total
amount of light detected is only the MD-SiPM dynamic range. That is, it is not limited
by the crystal light output nor the MD-SiPM’s PDE. Consequently, the mean number of
detected photoelectrons was fixed to 800 for condition I and 3200 for condition II . The
total timing jitter of the system (σTJ) was kept equal to 179 ps for both cases [19].

We included the DCR effect within the Monte Carlo simulation and simulated the
smart-reset technique [19]. The γ-photon’s timemark was randomly generated follow-
ing a uniform distribution between 0 and 100 ns. The dark counts were generated fol-
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Figure 3.5: pq (t ) for several ordered q th photoelectrons. (a) pq (t ) was calculated with skipping
effect from equation (3.21) and without skipping effect from equation (3.1). (b) pq (t ) was obtained
from a Monte Carlo simulation, as compared with the calculated values accounting for skipping
effect. Note the near perfect match between the calculated and simulated values of pq (t )
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Figure 3.6: Condition I and II representation. In (a), the crystal pixel is attached to one MD-SiPM
and in (b) the crystal pixel is attached to four MD-SiPMs.

lowing an exponential distribution with a given DCR, since the SPADs are reset in every
new detection cycle. Afterpulsing was ignored. The DCR was kept identical for every
group composed by a TDC and 8 or 9 SPADs. If the total DCR of the MD-SiPM is above
100 Mcps, then the probability that a dark count triggers a TDC within the detection cy-
cle of 100 ns is considerable. Consequently, another filtering technique should be per-
formed before the time estimation occurs. We propose to filter out the dark counts based
on the time differences between sorted timestamps (see Figure 3.7, where ∆Tq,q+1 and
∆Td ,d+1 represents the time difference between two consecutive photoelectron times-
tamps and two dark counts timestamps, respectively).

For known system design parameters, such as crystal type, total number of TDCs,
etc.; it is possible to calculate the distribution of the time difference between consecutive
timestamps. Utilizing fk (t ) from equation (3.20), the joint distribution of order statistics
can be expressed as follows:

pq,q+1(t1, t2) = NTDCs!

(q −1)!(NTDCs −q −1)!
[Fk(t1)]q−1[1−Fk(t2)]NTDCs−q−1

× fk(t1) fk(t2), (3.23)

where t1 < t2.
Using this result, the distribution of the time difference between two consecutive

timestamps tq and tq+1 is given by

f∆(q,q+1)(t ) =
∫ +∞

−∞
pq,q+1(a, t +a)da. (3.24)

It is important to mention that fk (t ) and consequently Fk (t ) must be recalculated for
each of the possible skipping effect conditions that may arise due to the presence of dark
counts. DCR modifies the amount of available TDCs because of dark counts that accu-
mulate after each reset. Consequently, for each f∆(q,q+1)(t ) there are NTDCs −1 possible
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PDFs (see Figures 3.8a and 3.8b). These PDFs are utilized to define a filtering time win-
dow for the time difference between subsequent photoelectron in every skipping effect
condition. The time windows are defined as the time at which f∆(q,q+1)(t ) is completely
vanished. Figure 3.9 shows the normalized histograms of ∆(q, q + 1) calculated from
Monte Carlo simulations, which overlap the f∆(q,q+1)(t ) using equation (3.24).

∆Tq,q+1∆Td ,d+1system reset

realization of a DCR timestamp

realization of a photoelectron timestamp

5 30 80 130
time (ns)

T0

Figure 3.7: Realizations of photoelectron and DCR timestamps.

Before the arrival of the γ-photon, the TDCs are being fired with dark counts that
follow a certain inter-avalanche time distribution. When the γ-photon triggers a scin-
tillation event, light photons are emitted producing a higher avalanche rate in the pho-
todetector (see Figure 3.7). Consequently, the proposed filter is designed to remove the
dark counts that accumulated in the beginning of the measurement frame before the γ-
photon’s arrival, by measuring the distance between timestamps. After the γ-photon’s
arrival, it is not possible to discriminate dark counts from actual photoelectron detec-
tions.

The filtering procedure is shown in Algorithm 2, where the timestamps are calculated
and compared to a time window. If the first N timestamp differences are not inside their
corresponding time windows, the first timestamp is discarded and the procedure is re-
peated by utilizing new windows that correspond to the new skipping condition. The set
size of the first N timestamps is defined by the parameter leng th in the Algorithm 2.

Some dark counts are not discriminated because they are randomly generated inside
the time windows (see Figure 3.7). Particularly, among the first photoelectron times-
tamps there is more probability to register dark counts even after filtering, because of
the dark count accumulation before γ-photon’s detection. In order to account for this
effect within the likelihood functions, we re-estimated fk (t ) for several DCR levels by
utilizing Monte Carlo simulations and a kernel density estimator based on the Epanech-
nikov kernel function. Figures 3.10a and 3.10b show the estimated fk (t ) for condition I
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input : A timestamp set TM(q) of NTDCs size.
input : A set of time windows WN(∆q ,skipped) of size (NTDCs −1)× (NTDCs −1)
input : Number of required first timestamps within their corresponding time

windows, leng th
output: A filtered timestamp set FM(q) of (NTDCs − ski pped) size.
output: Amount of TDCs that are initially triggered by dark counts, ski pped

skipped = NTDCs;
deltaT = diff(TM ) ;
for sweep = 1 : (NTDCs −1) do

current = deltaT (sweep:end);
condition = WN(:,sweep)−current > 0;
if all(condition (1 : leng th)) then

skipped = sweep;
FM = TM(sweep : end) ;
break;

end
end

Algorithm 2: DCR Filter Algorithm

and II. The magnified area shows an increase of probability in the beginning of the PDF
that depends on DCR. This effect is produced by dark counts that are not discriminated
among the first photoelectron timestamps, as explained before.

It is to be noted that we did not take into account the statistical Poisson variations
of R ′ in equations (3.19) and (3.20). These fluctuations can potentially modify the like-
lihood equation significantly if the number of photoelectrons per TDC is low. Conse-
quently, we included this effect within the Monte Carlo simulation that estimates fk (t ).
Therefore, the likelihood functions depicted in Figures 3.10a and 3.10b do take into ac-
count the statistical variations of R ′. In addition, we calculated a fk (t ) with a fixed value
of R ′ for condition I and 250 kcps DCR. This fk (t ) is depicted with a dashed line in 3.10a.

3.7. OVERALL PERFORMANCE
After including the DCR model in the Monte Carlo code, it appears that DCR filters and
corrections of the likelihood function are required to account for the dark counts that are
not discriminated. The last part of this study is focused on the performance of BLUE and
MLE under DCR and skipping effect conditions. A new set of Monte Carlo simulations
was run, which included the skipping effect, DCR, and the proposed rejection method.

Random timestamps were regenerated under condition I and II (see Table 3.1 and
Figures 3.6a and 3.6b), taking into account the influences of DCR and skipping effect.
The coefficients of BLUE were calculated utilizing a different realization of the Monte
Carlo data; consequently, they include the influence of DCR and skipping effect. MLE
utilizes the fk (t ) functions depicted in Figures 3.10a and 3.10b in order to model the
DCR influence.

In addition, the likelihood function was customized for each individual γ-photon,
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Figure 3.8: (a) f∆(q,q+1)(t ) calculated for condition I and several skipping cases. (b) f∆(q,q+1)(t )
calculated for condition II and several skipping cases.



3

74 3. THEORY OF TIMING ESTIMATION WITH MULTIPLE TIMESTAMPS

p
ro

b
a

b
il

it
y

d
e

n
si

ty
(a

.u
.)

n
o

rm
a

li
ze

d
c

o
u

n
ts

(a
.u

.)

time (ps)

00
0

0.50.5

11

200 400 600 800

T2 −T1, 0 TDCs skipped

T31 −T30, 0 TDCs skipped

T41 −T40, 0 TDCs skipped

Figure 3.9: Normalized histograms obtained from a Monte Carlo simulation, as compared with
the calculated f∆(q,q+1)(t ) from equation (3.24).

since the skipping effect changes depending on how many TDCs were occupied by dark
counts, see equations (3.20) and (3.21). For instance, if 10 TDCs are triggered by dark
counts, NTDCs must be readjusted to 38. The number of TDCs that are initially triggered
by dark counts are detected by the DCR filter for each individual γ-photon (see variable
ski pped in algorithm 2).

Figures 3.11a and 3.11b show the performance of several estimators for condition
I and condition II respectively, when including DCR and skipping effect. It appears
that MLE approximates a minimum root-MSE when increasing the size of the multiple-
photoelectron timestamp set.

To investigate the efficiency of the estimators developed in this section, the CRLB
that accounts for DCR and skipping effect was calculated using fk (t ) that was estimated
with Monte Carlo events. In equations (3.11) and (3.12), we replaced f (t ) by fk (t ), the
corresponding CDF, and Q by NT DC s . pq (T |t0) was calculated performing the same re-
placement in equation (3.1). Furthermore, in pq (T |t0) we replaced R by NT DC s . The
CRLB calculated for the maximum number of available timestamps is depicted in Fig-
ures 3.11a and 3.11b.

3.8. SUMMARY
In section 3.2, we first analyzed the single-photoelectron estimation case. We concluded
that with a single timestamp, the only possible unbiased estimator did not fully reach the
CRLB under certain conditions, namely when the number of photoelectrons registered
is low and the timing jitter of the complete instrumentation chain is small (see Figures
3.1a, 3.1b and 3.1c). In section 3.3, we tested the MLE in the multiple timestamp estima-
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Figure 3.10: fk (t ) estimated with Monte Carlo simulations: (a) with condition I, (b) with condition
II. The DCR is the total amount of one MD-SiPM for condition I and of four MD-SiPMs for condi-
tion II. In (a), fk (t ) is shown, estimated with a Monte Carlo simulation for condition I that fixed R ′
without any random samplings. The total DCR was 250 kcps.
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tion case and it did not fully reach the CRLB under similar conditions (see Figure 3.2).
Nevertheless, under conditions that are typical for scintillation detectors intended for
fast timing applications, i.e. detectors based on fast, bright scintillators and photode-
tectors with a high PDE, it appears that the MLE is an efficient estimator of the time of
interaction of the γ-photon.

It was shown in section 3.4 that BLUE can reach the same performance as MLE in
the multiple photoelectron timestamp case, under no-DCR conditions. In addition,
both estimation methods are essentially insensitive to the energy resolution (see Fig-
ure 3.3b). Furthermore, the largest improvement in time resolution due to the use of
multiple timestamps is obtained in systems with a high level of total timing jitter (see
Figure 3.3a). It is important to notice that BLUE does not degrade the estimation per-
formance as the timestamp set size increases in comparison to the other analyzed linear
estimation methods. BLUE’s coefficients are properly calculated since it considers the
high correlation of the order statistic timestamp set.

In section 3.7, it was shown that a favorable performance under high-DCR conditions
(see Figures 3.11a and 3.11a) can be achieved by a DCR filter. Thus, DCR robustness is
a particular advantage of the MD-SiPM. Since this architecture is more DCR-tolerant, it
can be implemented in a standard CMOS process instead of requiring a more expensive
and less widely available image sensor CMOS process [20].

In section 3.7, it was furthermore shown that the performance of BLUE and MLE are
essentially equal in the presence of DCR and skipping effect (with a DCR filter applied).
Moreover, both estimators appear to be efficient (i.e., they closely approach the CRLB),
when the amount of detected photoelectrons is high (i.e., under condition II).

However, BLUE is much simpler than MLE in terms of computing power or hardware
implementation. BLUE requires just NTDCs multiplication and accumulation operations
(MACs). On the other hand, MLE requires several MACs per TDC, depending on the nu-
merical resolution of fk(tq |T0) in addition to a maximum-value search algorithm. Hence,
BLUE is considered the best of the different estimators tested for estimating the time of
interaction of γ-photon in MD-SiPM based scintillation detectors.

In conclusion, a comprehensive theoretical analysis of multiple-photoelectron time
estimation in MD-SiPM based scintillation detectors was performed, supported with re-
alistic Monte Carlo simulations. The statistical models that are described within this
work can be applied to any time estimation problem based on MD-SiPMs by substitut-
ing the appropriate function for fs (t ).
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In the previous chapters, we explained the basics of molecular imaging, general as-
pects of PET instrumentation, and the theoretical limitations of scintillation detectors
for TOF-PET. In this chapter, practical methods for designing and implementing TOF-
PET modules based on scintillators and A-SiPMs are described. Moreover, in the begin-
ning of this thesis, public availability of molecular imaging technologies was described
as a concern of healthcare systems. In order to address this issue, the proposed TOF-PET
solution is based on off-the-shelf components, full-flexible and fast prototyping designs,
and it does not require application-specific integrated circuit (ASIC) implementations.
Additionally, since it only utilizes standard and cost-effective elements, its availability is
less restricted in comparison to solutions that require customized elements.

4.1. ASIC-LESS TOF-PET MODULE
Since the introduction of the PET block detector in the 1980s, it was possible to build
PET scanners in a modular approach [1]. One advantage of breaking out the detection
area into many independent block detectors was the drastic increase in the count rate
capability of the PET scanner [2, 3].

With the advent of TOF-PET and PET/MRI imaging modalities, new technologies
were introduced, e.g. A-SiPMs, in order to fulfill the new requirements, such as high
timing resolution and magnetic field insensitivity. In addition to A-SiPMs, ASIC devel-
opment appeared as a solution that integrates even more independent channels per PET
block detector up to a single channel per scintillator pixel [4, 5]. This solution avoids uti-
lizing scintillator pixel-encoding circuits, which are usually difficult to calibrate on the
edge of the block detector, and allows to further increase the single count rate. However,
the main disadvantages of the ASIC approach are the lack of flexibility and long devel-
opment and testing cycles.

More recently, D-SiPMs appeared as an alternative photodetector utilized in combi-
nation with scintillators for γ-photon detection in PET [6–8]. This type of photodetector
represents a further step into system integration and ASIC development, since they in-
tegrate SPAD cells along with a comprehensive readout circuit into the same chip. In
addition, the analog readout is entirely removed by exploiting the intrinsic digital nature
of SPADs when detecting light. Once the photodetector is developed, it allows a more di-
rect system integration; however, its main drawbacks are the even longer development
and testing cycles due to their high complexity.

In order to obtain accurate timing information from an A-SiPM, which features a
relatively large output capacitance, specialized shaping circuits are required in order to
keep a fast signal rise time. However, since the introduction of the fast terminal (FT) by
SensL, a fast signal can be obtained without any specialized circuits [9]. Because the FT
is integrated into the A-SiPM, the analog readout circuit can be simplified by removing
entirely the timing shaping circuits and reducing it to few off-the-shelf components.

In PET instrumentation, time-to-digital converters (TDCs) replaced free-running
fast sampling analog-to-digital converters (ADCs) for timemarking γ-photons [10]. FP-
GAs can allocate TDCs as well as digital readout and interfacing logic in order to build a
PET detector module. As an added benefit, FPGAs can be reprogrammed at any point in
time of the development cycle in order to add or fix PET detector functionalities [11, 12].

In this chapter, we describe a series of experiments in order to demonstrate that full-
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Figure 4.1: Setup description of the GATE/Geant4 Monte Carlo simulation.

flexible and fast-prototyping TOF-PET detector modules can be built directly from off-
the-shelf components without ASIC development. The prototype circuits are based on
TDC-on-FPGA, off-the-shelf components, and FT J-series A-SiPMs from SensL [13–15].

4.1.1. SINGLE COUNT RATE AND CHANNEL MULTIPLEXING
When designing a PET scanner, the noise equivalent count rate (NECR) and the sensi-
tivity are among the most important parameters under consideration [2, 3]. The NECR
is reduced mainly by three factors: detector dead time, unrejected scattered events, and
random coincidences.

The amount of random coincidences depends on the single count rate and the
coincidence-window width. If the system-level coincidence resolving time (CRT) is
smaller than the field-of-view (FOV) diameter in terms of time distance, which is 833 ps
for a 250 mm diameter, the coincidence-window width is limited by the FOV diameter.
Additionally, the coincidence-window width is extended beyond the FOV in terms of
time by a factor that depends on the scanner CRT, in order not to suppress valid events
due to the timing measurement uncertainty.

The unrejected scattered events depend on energy resolution. Finally, the NECR
sensitivity can be reduced significantly, depending on the injected radioactivity, which
moreover depends on the specific PET application.

Incrementing the number of channels by subdividing the detector area into blocks
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Figure 4.2: GATE/Geant4 simulated energy spectrum (the energy resolution was set to 17 % at
511 keV).

drastically improves the NECR [2, 3]. However, implementing several channels within
the same PET detector module might not increase the NECR significantly, because it
also depends on the injected radioactive dose and scanner geometry.

We performed a GATE/Geant4 simulation in order to study the impact of the channel
multiplexing on the single count rate of a PET detector module [16, 17]. We considered a
brain-PET detector module case, which is described in Figure 4.1, because this applica-
tion requires high NECR and sensitivity [18, 19].

For the simulation, a cylindrical phantom, which is 250 mm in diameter and 150 mm
in length, was filled with 18F and water. The phantom radioactivity was varied from
0.1 to 1000 MBq. A PET detector module composed of 8×8 LYSO pixels of 3 mm pitch
and 20 mm depth was simulated. In order to simulate a scanner inner bore diameter of
350 mm, the inner face of the PET detector module was placed 50 mm away from the
external side of the cylindrical phantom. The obtained energy spectrum is depicted in
Figure 4.2. In all the simulations, an energy resolution of 17 % at 511 keV was assumed
based previous works [18].

For calculating the single count rate, all of the detected events were considered sin-
gles, as an example of extreme conditions for the instrumentation, without filtering
events by an energy window.

In PET instrumentation, after detecting a γ-event, an energy discrimination is ap-
plied in order to immediately discard Compton scattered γ-photons. For instance, if we
select the low threshold of the energy-window around 300 keV, γ-events that generate
multiple hits from Compton scattering within the scintillators, in which their individual
hit energy is lower than 300 keV, are rejected. As a consequence, about 14 % of the events
with inter-crystal scatter are rejected if the multiple hits are not combined as a single γ-
event (see Figure 4.2). Therefore, in order to accept events with multiple hits, the PET
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detector module must be capable of combine the individual hits as a single γ-event.
As mentioned, the detector was composed of 64 LYSO pixels and we analyzed the

single count rate for several scintillator pixel multiplexing cases (see Figures 4.3a to 4.4b).
In the following analysis, 64 channels refer to one independent measurement channel
per LYSO pixel. Conversely, one channel means that the 64 LYSO pixels share a single
measurement channel. We considered that the detector is composed of TDCs for γ-
photon timestamping and energy estimation [10]. Additionally, we assumed that the
dominant dead time of the system is the time-of-conversion of the TDCs, which can
be modeled as non-paralyzable. Furthermore, we chose 1µs dead time as a reasonable
time-of-conversion that can be achieved by a TDC on FPGA and 10µs as a worse-case
comparison point [10].

Figures 4.3a and 4.3b show the absolute count rate of single events when sweeping
the phantom activity for the 10 and 1µs channel dead time cases, respectively. In addi-
tion, we calculated the relative single count rate normalized with respect to the optimum
case, which is 64 channels. Figures 4.4a and 4.4b depict the relative single count rate for
the 10 and 1 µs channel dead time cases, respectively.

In previously reported injected doses utilized in brain-PET imaging, which were
around 400 MBq, we observed a relative count rate loss of about 55 % and 12 % for the
10 and 1 µs channel dead time cases, respectively, in the case of 8 channels (see Fig-
ures 4.4a and 4.4b) [18]. Therefore, we concluded that a reasonable number of chan-
nels per PET detector module is 8, if the channel dead time is 1µs, since the decrease
in efficiency of the single count rate is low with respect to having 64 independent chan-
nels. An additional argument to favor 8 channels is that a row-wise readout circuitry can
be implemented when choosing a 8×8 A-SiPM array, in order to achieve 8 independent
measurement channels, as it is shown is the following sections.

4.1.2. TIME-TO-DIGITAL CONVERTERS ON FPGAS
The TDCs are essential elements for SiPMs’ signal timestamping. FPGAs are equipped
with thousands of look-up tables (LUTs), routing resources, flip-flops, etc., for imple-
menting digital logic by preferably following a synchronous register-transfer level (RTL)
methodology. In addition, they integrate specialized digital blocks that performs spe-
cific functions such as multiplication and accumulation (MAC) units, fast carry chains
for adder implementation, etc. TDCs on FPGAs are built by implementing tapped delay
lines (TDLs) utilizing the fast carry chains as delay elements (see Figure 4.5) [20, 21]. The
least-significant bits (LSBs) are estimated by the TDLs and the TDC range is typically ex-
tended by the implementation of a course counter. Often, in PET instrumentation the
stop signal is the reference clock of the PET scanner (see Figure 4.5).

The timestamping precision influences directly on the total timing jitter of the sys-
tem, as it was analyzed in chapter 3. Subsequently, the main TDC parameter to be opti-
mized in PET instrumentation is the single-shot resolution, which is determined by the
TDC’s LSB size, differential nonlinearity (DNL), and TDC’s timing jitter. A TDC imple-
mented on an FPGA can achieve a single-shot resolution of tens of picoseconds [15, 20].

In the experiments explained within this chapter, we utilized a version of a TDC-on-
FPGA board that comprises an Artix7 system-on-module (SOM), digital-to-analog con-
verters (DACs) for automatic threshold scanning, low-jitter comparator (ADCMP607),
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Figure 4.3: Absolute single count rate comparison for several channel multiplexing cases and
channel dead times. (a) with a channel dead time of 10µs. (b) with a channel dead time of 1µs.
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tiplexing cases and channel dead times. (a) with a channel dead time of 10µs. (b) with a channel
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Table 4.1: Panther board performance summary.

Feature Value
Number of channels 16
Logic per channel 1200 Slices, 54 kbit BRAM, 1 DSP48E1s
Channel latency 110 ns
Maximum channel rate 20 MHz
System-on-module Artix7 Trenz
Single shot resolution 12 ps (σ)
full scale range 2.4µs

and a high-speed USB 3.0 interface. This board, known as Panther, can allocate up to
16 TDC channels (see Figures 4.6a 4.6b) [13]. The TDCs are implemented based on a
tapped-delayed line (TDL) architecture achieving an LSB of 4.7 ps and a single-shot res-
olution of 12 ps σ [14]. A full scale-range of 2.4µs is obtained utilizing the nutt tech-
nique [15]. The total FPGA occupation per channel is 1200 SLICEs, 54 kbit BRAM, and
1 DSP48E1 (see Table 4.1). The 16 TDCs have a common stop signal connected to an
internally generated clock, and the start signals are externally interfaced through the
low-jitter comparators (see Figure 4.6a).

4.1.3. A-SIPMS MODELS
A SPAD avalanche can be modeled as a fast current discharge by means of a switch that
closes when the avalanche is triggered [22]. Figure 4.7 depicts a SPAD circuit model,
where Cdp includes the SPAD junction and parasitic capacitances, Rd models the space-
charge resistance, and Vbd represents the breakdown voltage [22]. In passively quenched
SPADs, which is the case of A-SiPMs, the series quenching resistor Rq has a value of
about hundreds of kilo-ohms, which is significantly larger than Rd, in order to quench
the avalanche properly [23]. Subsequently, the quenching phase is much shorter than
the recharge phase (see Figure 4.7).

Conventional A-SiPMs feature two terminals (anode and cathode) in order to inter-
face biasing and readout circuits (see Figure 4.8). A-SiPMs can be models as two sets of
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A 137Cs radioactive source was placed close to the detector and the pulses that corresponds to
the maximum amplitude were captured. A scope of 500 MHz bandwidth and with sample rate of
2.5 GSs−1 was utilized. The ST terminal was terminated to a 50Ω resistor and the FT was amplified
with a Minicircuits’s wideband amplifier ZKL2R5.

SPADs cells of M and N sizes in parallel connection. The set of M SPAD cells is com-
posed by fired cells and the set of size N represents the passive cells (see Figure 4.8) [23].
Although this model considers simultaneous cell firing, which is not the case in scin-
tillation detection, it highlights the switching behavior during the SiPM operation for
non-simultaneous firing. This switching behavior produces a changing circuit condi-
tions, which complicates the output-signal readout. Additionally, the relative low output
impedance of the SPAD is largely increased by the series connection of Rq. Moreover, the
total A-SiPMs’ output capacitance features a large value of hundreds of picofarads due
to the parallel connection of many SPAD cells. Subsequently, the A-SiPMs are preferably
read out by low input impedance circuits, in order to overcome the previously explained
circuit conditions [5, 24, 25].

Alternatively, A-SiPMs can be equipped with a FT, which is an extra connection
formed by a series capacitor Cft per SPAD cell connected directly to the SPAD anode
(see Figure 4.9) [26]. The overall output capacitance of the FT is considerable lower than
the ST output capacitance [26]. In addition, the FT forms a low-impedance terminal and
its output voltage, measured over a resistive load vft(t ), has a boosted rise time because
of the derivative effect of Cft (see Figures 4.9 and 4.10). However, it was demonstrated
that by utilizing a proper shaping circuit on the ST and performing a CRT experiment,
the obtained performance is similar to utilize the FT directly[9]. However, the FT inte-
gration within the A-SiPM facilitates the design of analog front-end circuits, since the
subdivision of signals, one path for timing and one path for energy, is provided directly.
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4.1.4. CHANNEL MULTIPLEXING AND TIMING PERFORMANCE
Previously, we demonstrated that state-of-the-art CRT can be achieved by PET detectors
composed of TDC-on-FPGA and A-SiPMs equipped with FTs [10]. The case of having one
timing channel per LYSO pixel requires many TDCs integrated on the FPGA. Addition-
ally, an extensive analog front-end, which consumes a significant amount of power, is
needed. To achieve a full-flexible ASIC-less design channel multiplexing is necessary, in
order to reduce power consumption and FPGA implementation complexity. We studied
the timing impact of sharing the same measurement channel among several A-SiPM’s
FTs. In all of the experiments presented in this chapter, which were performed at room
temperature, the bias voltage of the A-SiPMs was 30 V. The utilized J-series A-SiPMs are
characterized by a minimum and maximum breakdown voltage of 24.2 V and 24.7 V at
21 ◦C, respectively [26].

Firstly, we calibrated our reference detector that was composed of a SensL single A-
SiPM evaluation board of a J-Series 3 mm-pitch A-SiPM. We performed a coincidence
measurement with two identical detectors in order to estimate the single detector reso-
lution (SDR) (see Figure 4.11). 3×3×5 mm3 LSO(Ce) scintillators from Agile were glued
on top of the A-SiPMs.

We estimated the energy of the γ-event using the time-over-threshold (ToT) tech-
nique. For this reason, we connected two TDC channels per A-SiPM standard terminal
(ST) in order to timestamp the falling and rising edges of the energy signal (see Figure
4.11). The γ-photon timemark estimation was performed by a single TDC connected to
the FT after amplifying its signal with a metal-shielded case wideband amplifier of 30 dB
gain and 2.5 GHz bandwidth (Minicircuits ZKL2R5).

As observed in Figure 4.12, we obtained a CRT of 122 ± 8.9 ps FWHM. In the latter
measurements, we utilized one of these detectors as a reference with a SDR of 86.3 ps
FWHM. The SDR is derived from the measured CRT of 122 ps and by considering the
two detectors with identical SDR.

Secondly, we built A-SiPM array test circuits in order to evaluate the impact of sharing
FTs on the same TDC channel. There were three test structures: single A-SiPM, row of
A-SiPMs with Schottky diodes, and row of A-SiPMs without Schottky diodes (see Figure
4.13).

In the first test structure, the single A-SiPM’s FT was connected to a surface-mount
wideband amplifier (BGA2818) (see Figure 4.14). In addition, its ST was connected to
a transimpedance amplifier (TIA) based on the OPA656 (see Figure 4.15). The single A-
SiPM is the number 13 on the 4×4 A-SiPM array (see Figure 4.13). The hysteresis value
ADCMP607 that connected the BGA2818 was kept as low as possible by removing its
programing resistor, in order to achieve an accurate leading edge threshold.

In the second test structure, the FTs were connected in parallel through Schottky
diodes in order to partially decouple their output capacitance (see Figure 4.16) [27, 28].
In addition, an external bias voltage was applied to the Schottky diodes to guarantee a
faster signal transmission from the FTs to a second BGA2818 wideband amplifier [27,
28]. The STs were connected into a resistor divider chain, which is amplified by two
additional TIAs, for scintillator pixel identification and energy estimation (see Figures
4.15 and 4.17). The TIAs are called left and right amplifiers (see Figure 4.17). This circuit
connected the A-SiPMs 1, 2, 3, and 4 (see Figure 4.13 and 4.17).
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The third test structure is similar to the second but the FTs were connected directly to
a third wideband amplifier without any Schottky diodes. Also, two additional TIAs were
connected in a second scintillator pixel-encoding circuit (see Figures 4.15 and 4.17). This
circuit connected the A-SiPMs 5, 6, 7, and 8 (see Figure 4.13 and 4.17).

In the actual hardware, the TDCs, comparators, and DAC references were located
into the Panther board (see Figure 4.6). A custom A-SiPM array testing board, which
allocated the rest of the circuits, was built with off-the-shelf surface-mount wideband
amplifiers (BGA2818), Schottky diodes (SMS7621), and TIAs based on the OPA656. We
chose small footprint SMD components in order to verify their performance and confirm
that a compact PET readout circuit can be designed in this way.

Firstly, we verified the performance of the single A-SiPM circuit in terms of timing,
which is based on the BGA2818 instead of the bulky Minicircuits ZKL2R5. We attached
a 3×3×5 mm3 scintillator of LYSO Gen3 from Saint-Gobain to the A-SiPM 13 (see Figure
4.13) and measured the CRT against the reference detector (see Figure 4.18) [29]. In this
measurement, only the single A-SiPM test circuit and reference detector signals were
connected to the Panther board. The CRT threshold scan is depicted in Figure 4.19 and
no significant change was observed between the reference detector characterization and
this measurement. We concluded that no timing degradation was detected between the
timing channel based on the Minicircuits ZKL2R5 and that based on the BGA2818.

Next, we studied the timing resolution of the A-SiPM row that shares a single timing
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Figure 4.19: CRT threshold scan of the single A-SiPM within the 4×4 array.

channel through Schottky diodes. This coincidence measurement was also performed
against the reference detector. We connected the circuits of the corresponding A-SiPM
row and the reference detector to the Panther board (see Figure 4.13 and 4.6b). We
attached the 3×3×5 mm3 scintillator of LYSO Gen3 to the A-SiPM 1 (see Figure 4.13),
aligned the reference detector, and disconnected the single A-SiPM test circuit. Con-
sequently, in this A-SiPM row one out of four A-SiPMs has a scintillator; however, the
four A-SiPMs of the row were biased and had the FTs connected. If non-uniformities,
such as breakdown voltage variation, become significant; they can be compensated for
by implementing an individual overvoltage-adjustment circuit based on ultra-low power
DACs such as DAC088S085.

The minimum measured CRT was 128 ± 7.8 ps (see Figure 4.20a) but at a lower
threshold, which increases the sensitivity to threshold variations. The amplitude of the
FT signal is slower in comparison to the single A-SiPM circuit because it is loaded with
extra capacitance, which is partially decoupled by the Schottky diodes, added by the row
FTs. After subtracting the SDR of the reference detector in quadrature and assuming two
identical detectors, we extrapolated a CRT∗ of 138 ps FWHM. In addition, we performed
a Schottky bias scan at a fixed comparator threshold, which was 10 mV. The best of CRT
performance was achieved when the Schottky diodes were biased at 1.5 V, showing a
current of 337µA per diode (see Figure 4.20a).

Last, we re-glued the 3×3×5 mm3 scintillator of LYSO Gen3 from the A-SiPM row with
Schottky diodes to the A-SiPM row without Schottky diodes (A-SiPM 5). And, we recon-
nected the Panther board to that A-SiPM row. The result of the CRT threshold scan of this
case is shown in Figure 4.21. The measured CRT was 135 ± 10.3 ps and the extrapolated
CRT∗ assuming identical detectors was 147 ps FWHM.
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4.1.5. TIMING SIGNAL WAVEFORMS

For comparing the output signals of the timing circuits, a source of 137Cs was placed
close to the detectors in order to obtain a maximum deposited energy of 662 keV, which
is close to 511 keV. We re-glued the 3×3×5 mm3 scintillator of LYSO onto the A-SiPMs
1, 5, and 13. An oscilloscope with 2.5 GSs−1 and 500 MHz bandwidth was connected to
the BGA2818 outputs. Since several amplitudes were measured from the detector, the
oscilloscope’s trigger was set to the maximum measured amplitude.

Figure 4.22 shows the captured waveforms of the array’s single A-SiPM amplified by
the BGA2818 circuit and the reference detector amplified by the Minicircuits ZKL2R5.
Although the gain of both amplifiers is the same, a lower amplitude is observed from the
BGA2818 because of its lower saturated output power. Additionally, the saturated pulse
is differentiated by the RC circuit created by the 50Ω load and C4 (see Figure 4.14). How-
ever, accurate timing relies on the amplification of the beginning of the timing pulse,
which is produced by the early photoelectrons, before reaching the saturated output
power of the wideband amplifier [30].

Figure 4.23 compares the captured waveforms of the three test circuits of the A-SiPM
array (A-SiPM row with Schottky diodes, A-SiPM row without Schottky diodes, and single
A-SiPM). In addition, Figure 4.24 compares the captured waveforms of the BGA2818 out-
put that is connected to the Schottky row at several Schottky bias voltages. Differences
between peak amplitudes was not observed between the A-SiPM rows with and without
Schottky diodes. In the Schottky row circuit, the tail length variations observed in Fig-
ure 4.24 are related to the different speeds in which C5 (in Figure 4.16) is discharged that
depends on the Schottky diodes’ biasing.
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Figure 4.22: FT captured waveforms of single A-SiPMs amplified with BGA2818 and Minicircuits
ZKL2R5.
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Figure 4.24: FTs captures of the Schottky row A-SiPM 1 amplified with BGA2818 at several Schottky
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4.1.6. LYSO PIXEL ENCODING
Since the TIAs’ output pulse polarity is negative, a DC voltage was added for connecting
the TIAs to the Panther board (see Figure 4.17), which required a positive input voltage.
In a full PET module implementation, the DC voltage can be replaced by connecting STIN

(in Figure 4.15) to the A-SiPM cathode, and biasing the anode to negative voltage [31].
The DC voltage causes extra power consumption and Rdc produces a slight impedance
mismatch.

We glued the 3×3×5 mm3 LYSO Gen3 scintillator on the A-SiPM 2, place the 22Na
source close to the scintillator, and measured the time difference between ToTleft and
ToTright (see Figure 4.17) with the Panther board (see Figure 4.6). The measured events
were filtered by an energy window that captured the entire 511 keV photopeak. We also
performed the same experiment on the A-SiPM 3 in order to verify the LYSO pixel iden-
tification. Figure 4.25 shows the histograms that corresponds to the two previously ex-
plained experiments.

4.1.7. ENERGY RESOLUTION
In order to calibrate the energy spectrum, we assumed that the A-SiPM output pulse
shape follows a single-exponential waveform and the pulse shape is independent of the
γ-energy deposited. Consequently, the relationship between the area of the output pulse
shape and the ToT can be calculated as follows:

Ap =Vthτd exp
( ttot
τd

)
. (4.1)

Where Ap represents the area of the pulse, which is proportional to the compressed en-
ergy before the A-SiPM’s saturation correction, τd is the decay constant of the pulse, Vth
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Figure 4.25: Time difference histogram between ToTleft and ToTright, when the LYSO scintillator
was glued on the A-SiPMs 2 and 3.

is the threshold of the comparator, and ttot is the measured time distance between the
falling and rising edges of the comparator output pulse.

The full energy calibration is performed by compensating for the saturation effect
produced by the limited number of cells of the A-SiPM, by following

Eγ =−Apmax log(1− Ap

Apmax
). (4.2)

Where Apmax is the maximum energy that can be measured by the detector and Eγ is the
calibrated deposited γ-photon energy.

There are three unknown values, which are Vth, τd, and Apmax; therefore, we esti-
mated them by measuring the ttot that corresponds to three different known deposited
Eγ values. This procedure was performed by measuring the uncalibrated ToT spectrum
of three different photopeaks (see Figures 4.26a). Later, we used the calibrated constant
to convert the ToT values to its corresponding Eγ following equations (4.1) and (4.2).
The calibrated spectra are shown in Figure 4.26b, where an energy resolution of 14 % is
achieved. This energy calibration procedure was performed when the LYSO(ce) scintil-
lator of 3×3×5 mm3 was glued on the A- SiPM 1, which belongs to the A-SiPM row with
Schottky diodes.

4.2. OUTLOOK
We propose to use TDC-on-FPGA in combination with a simple analog front-end based
on off-the-shelf components in order to build a PET detector module (see Figure 4.27).
The target application of this PET detector module is brain molecular imaging.
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The detector is composed of an 8×8 A-SiPM array of 3 mm pitch and equipped with
FTs. The board that allocates on the top layer the A-SiPMs is customized in order to
host the small footprint Schottky diodes (SMS7621), in addition to small board-to-board
connectors. The analog front-end allocates the fast comparators (ADCMP607), the wide-
band amplifiers (BGA2818), and the TIAs circuits based on the LT6230-10. The last board
contains a small footprint FPGA (Artix7-100T-CSG324) and all the required circuitry to
operate it.

The detector module has independent row circuitries, in order to realize 8 indepen-
dent measurement channels. Each A-SiPM row also has an independent scintillator’s
pixel-encoding circuit that also improves the scintillator’s identification in order to avoid
edge packing effects. The experimental results were measured with four A-SiPM with FTs
connected in parallel. However, in the proposed PET detector module, there are eight
FTs per column. If the amplitude of the FTs is further reduced, this effect could be miti-
gated by choosing a wideband amplifier with a larger gain. The total number of required
high-accuracy TDCs is 8 (for timemark estimation) and the total number low resolution
TDCs is 16 for ToT calculations.

The timing experiments were performed utilizing small scintillation crystals in order
to verify that state-of-the art CRT can be achieved with off-shelf-components [30]. How-
ever, in the complete PET detector module thicker scintillation crystals are required for
detecting the 511 keV γ-photons with high efficiency. Subsequently, timing deteriora-
tion is expected with ticker scintillators due to degrading factors, such as light transport
variations [9].

The power consumption estimation and components’ area relative to the detector
size are shown in Table 4.2. Although we utilized the OPA656 as a transimpedance am-
plifier, we propose to use the LT6230-10 as a lower power consumption alternative. The
Artix SOM expends 2.5 W when is idle and around 4 W when the 16 TDC channels are op-
erating at full capacity (see Table 4.2). In addition, we included the comparator TLV320
for the scintillator’s pixel-encoding and energy estimation ToT circuits because it has a
lower power consumption than the ADCMP607 (see Table 4.2). We kept the ADCMP607
for the timing channels because of its low jitter and programmable hysteresis feature.

The power consumption of a typical PET ASIC is about 25 mW per channel, which
leads to a total power consumption of 1.6 W the 64 channels (8×8 A-SiPM array) [5]. In
our design, we observe a power consumption that is around 1 W for the analog front-end
in addition to 2.5W-4W for the FPGA and all its required circuitry (see Table 4.2). How-
ever, we include an FPGA per detector module for data post-processing and communi-
cation [32]. Power consumption becomes critical in PET scanner implementations with
reduced space for a cooling system, such as PET/MRI inserts [33]. Table 4.3 compares
the proposed detector with respect to state-of-the-art ASICs for TOF-PET.

4.3. SUMMARY
We demonstrated that full-flexible and fast prototyping TOF-PET detector modules can
be built with off-the-shelf components, TDC-on-FPGA, and A-SiPMs with FTs. We
achieved a sub-120 ps CRT at a single A-SiPM level. A minimum degradation was ob-
served when multiplexing the FTs with Schottky diodes. We obtained an energy reso-
lution of 14 %, which is compatible for the targeted PET applications. In addition, we
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Table 4.2: Detailed power consumption and area occupation description.

total
devices

power per
device (mW)

area per
device (%)

total power
(mW)

total
area (%)

BGA2818 8 65 0.87 520 7
OPA656 16 280 1.01 4400 16
LT6230-10 16 11 1.56 176 25
TLV320 16 1< 0.52 16< 8.36
ADCMP607 8 37.5 1.56 300 25

total analog powera 1012

FPGA-SOM 1 2500-4000 40 2500-4000 40

aPower calculated with LT6230-10 instead of OPA656.

Table 4.3: ASICs for TOF-PET comparison.

channels
hit rate
(kcps)

TDCs
(ps)

energy
estimation

total
power (W)

STiC3a 64 40 50 LSB ToT 1.6

FlexTOTb 16 >1000 - ToT 0.16

TOFPET2c 64 600d 31 LSB ToT 0.524e

Outlook
design

8f > 1000 12g ToT 1 + (2.5-4)h

aValues according to [5, 34].
bValues according to[24].
cValues according to[25].
dA simultaneous maximum rate in every channel is limited by the data throughput.
eThis value depends on specific settings.
fIt includes a scintillator pixel-encoding circuit in order to allocate 64 A-SiPMs.
gThis value corresponds to the single-shot resolution (σ).
hThe FPGA power consumption can be reduced further by optimizing the SOM circuitry (see Table 4.2).
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verified the LYSO pixel identification of a A-SiPM row composed of 4 elements.
The Schottky diode decoupling circuit avoids the signal amplitude reduction when

connecting FTs in parallel. However, we did not observe a significant CRT degradation
in the multiplexing circuit without Schottky diodes, which is 135 ± 10.3 ps FWHM with
respect to the 128 ± 7.8 ps FWHM achieved with Schottky diodes.

We also concluded that the proposed PET detector module does not lose a significant
amount of γ-events when the A-SiPM array shares the same measurement channel row-
wise. This requires a measurement channel with a dead time of 1µs, which it is already
achieved by the Panther board.
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In this chapter, we give a detailed circuit description and analysis of the individual
building elements such as the SPAD-cell array, TDCs, event-driven discrimination and
readout logic; in addition to their corresponding characterization and performance ver-
ification. The SPAD-cell array’s PDE, DCR vs. temperature, and masking circuit perfor-
mance are described. Additionally, we present the evaluation of the 433 TDCs, when
they are operated simultaneously, in terms of DNL, INL, timing jitter accumulation, and
full photodetector SPTR.

In particular, we give special attention to the measurements methods utilized during
the characterization, which are designed for the presented implementation of the MD-
SiPM. The objective of this chapter is to describe in detail the MD-SiPM performance
evaluation and metrology, in order to establish a basis for future characterization meth-
ods utilized in similar D-SiPMs devices.

5.1. ARCHITECTURE
MD-SiPMs are dedicated SOCs designed for low-light level detection and picosecond-
precision light-photon timestamping. This type of photodetector integrates SPADs,
TDCs, and a readout logic into a monolithic CMOS sensor. The particular implemen-
tation of a 18×9 monolithic array of MD-SiPMs comprises 67,392 SPAD cells with a fill
factor of 57 % and integrated cell-masking circuit, 433 TDCs with an LSB of 59 ps and
programmable common voltage-controlled oscillator (VCO), and on-chip event-driven
smart-reset and readout logic. This photodetector was implemented on a high-voltage
(HV) standard CMOS 0.35µm process. Figure 5.1 shows the block diagram of the 18×9
array of MD-SiPMs and Figure 5.2 depicts the photodetector’s mounted on a chip-on-
board assembly.

5.1.1. SPAD CELL ARRAY
In this photodetector implementation a MD-SiPM block is called cluster. There are 26×
16 SPAD cells per cluster and 18×9 clusters; therefore, the total size of the array is 468×
144 SPAD cells.

The SPAD-cell array of the of 18×9 MD-SiPM includes two pointers: the mask address
and the cell-out pointers, which are utilized for individual SPAD-cell masking memory
writing and cell memory readout, respectively. The pointers are realized by incremen-
tal counters connected to combinational decoders. The masking and readout are per-
formed row-wise; therefore, the pointer’s address corresponds to a specific row and the
R/W registers have a width of 16×9 bits (see Figure 5.1). In addition, the cell-out pointer
controls the ROW<0:467> signals in order to enable and disable the readout of a specific
SPAD-cell row (see Figure 5.3).

In order to realize a fast readout and/or counting of the SPAD-cells that have de-
tected a photon, for γ-photon energy estimation and SPAD-camera readout mode, the
cell memory of every SPAD cell is connected as shown in Figure 5.3. Every SPAD cell
that belongs to the same column shares an input bit of the CELL_OUT register through
a high-threshold inverter. Therefore, there are large parasitics in the connecting node
of a single input of CELL_OUT. For mitigating the large parasitics, in every readout cy-
cle, in which one complete SPAD-cell row is read out at once, the CELL_IN nodes are
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Figure 5.1: Description diagram of the monolithic array of 18×9 MD-SiPMs.

pre-charged by activating the ENEPREBIN signal (see Figure 5.3). During the pre-charge
phase the cell-out address pointer disconnects all the in-cell output memories. After the
line is pre-charged, the cell-out pointer connects the corresponding SPAD-cell row and
the SPAD cells pull down the CELL_IN corresponding bit at low speed. Therefore, the
connecting node is sampled with a high-threshold inverter, in order to detect in a short
clock cycle if the SPAD-cell memory has stored a detection.

The full SPAD-cell’s circuit schematic is depicted in Figure 5.4. The LOAD_MASK sig-
nal is controlled by the mask address, which enables the memory writing of a complete
row of SPAD-cell masking memories at once. A masking register of 144-bit width stores
the masking values, which are serially preloaded within a configuration module, and it
is connected to MASKDATA (see Figures 5.1 and 5.4). When the SPAD is deactivated by
the masking circuit, it is logically disabled through the AND gate formed with NAND1
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Figure 5.2: Photograph of the 18×9 array of MD-SiPMs’ assembly.

and INV5. Additionally, it is possible to bias a masked SPAD below its breakdown volt-
age through M2 by setting VE to a voltage higher than the SPAD excess bias voltage (see
Figure 5.4).

The SPAD is connected to a passive quenching transistor that is biased with VQBIAS,
typically at 0 V. The SPAD is actively recharged through M4 and the RESET signal is the
output of a narrow pulse produced by a monostable circuit. M3 disconnects the recharge
of the masked SPADs.

The AND gate output is divided into two signal branches. The first branch is con-
nected to the cell’s memory, which stores the SPAD value when the SET signal is enabled.
The second branch is connected to MD-SiPM’s timing lines through M8 and M7, which
is activated during normal operation with the TIME_ ENABLE signal.

5.1.2. 433-TDC ARRAY
There are 48 TDCs per cluster column plus a replica TDC, which has an independent
STOP signal (see Figures 5.1 and 5.5). The TDCs share a common VCO, which its fre-
quency is adjusted by an integrated band-gap bias generator. The bias generator is set
by the configuration module (see Figures 5.1 and 5.5) [1]. The free-running VCO is com-
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posed of four symmetric-load delay elements (DEs) that generate eight different phases,
which are PH<3:0>and PHB<3:0> (see Figures 5.5 and 5.6 ) [2, 3]. The phases are dis-
tributed along all the TDCs, and two sets of phase repeaters are located every three clus-
ter columns (see Figure 5.5). The default setting of the SWBIASVCO<3:0> run the VCO at
an average frequency of 529.7 MHz.

The TDCs are composed of two sets of eight clocked comparators each (see Fig-
ures 5.7a and 5.7b). Each VCO phase is compared by the clocked comparators to an
externally-supplied reference voltage (TDC_REF), and 16 different codes are generated
that corresponds to a VCO sub-phase [1]. In addition, the latch signals of the clocked
comparator sets are controlled by two delayed stop signals, which are τ and τ+∆T. This
delay is generated by the block STOP delay (see Figure 5.7). In order to obtain an LSB
that is 32 times smaller than the VCO period, the two delay STOP signals are shifted by
the half of the VCO sub-phase. The delayed between the two latch signals is controlled
by the VBP_TDC (see Figure 5.7c), which is a voltage provided by the bias generator and
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Figure 5.4: SPAD-cell’s circuit schematic.

adjusted by setting SWBIASTDC<3:0> through the configuration module (see Figures 5.5
and 5.7a). In this way, by combining the outputs of the two sets of comparators (D_PH_A
and D_PH_B), the VCO frequency is sub-sampled at a resolution that is 32 times smaller
than its period. Therefore, the TDC fine-bits are calculated from D_PH_A and D_PH_B,
which have a resolution of 5 bits and an LSB of 59 ps.

The last VCO phase (PH_<3>) is injected into a ripple counter of 12-bits in order to
extend the TDC range to 7.73µs. Additionally, there is synchronizing circuit between
the ripple counter and the STOP delay block that is utilized to detect a fixed misalign-
ment between the counter and the clocked comparators (see Figures 5.7a and 5.8). The
counter synchronizer block latches the phase of PH<3> when the delayed stop signal
arrives. In this way, we can identify what VCO sub-phases are detected when PH<3> is
negative or positive. Therefore, we can realign the coarse counter to the VCO sub-phases
since we know exactly in what sub-phase the coarse counter is incremented.

After the measurement frame is finished, the outputs of the comparator sets, syn-
chronizing circuit, and coarse counter are memorized into latches by the LATCH_CLK
signal before a readout process starts. Figure 5.9 shows the timing diagram of the TDC
operation.

The timing line structure is showed in Figure 5.10. This circuit is replicated SPAD-
cell column-wise by three times per column (see Figures 2.19 and 5.5). The strength of
the pull-up PMOS is externally adjusted by a bias voltage called VPRE (see Figure 5.10).
In addition, there is a testing external electrical trigger (E_TRIGGER) that pulls down
all the timing lines simultaneously. Also, during the TDC reset phase the timing lines
are pre-charged by connecting the gate of pull-up PMOS to ground through an analog
multiplexer.
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5.1.3. READOUT
The MD-SiPM has an internal configuration memory of 42-bits that stores several read-
out settings and operation parameters, such as SWBIASVCO<3:0>, SWBIASTDC<3:0>,
etc. This information is loaded through the serial interface at the beginning of the MD-
SiPM operation, along with the masking memory information (see Figures 5.1 and 5.11).
The CONFSEL signal indicates if the serially loaded information corresponds to the con-
figuration or masking data. 144 masking bits are serially loaded and applied to a com-
plete SPAD-cell row before incrementing the mask address pointer (see Figures 5.1 and
5.11).

There are two ways of operating the MD-SiPM: SPAD camera readout mode and D-
SiPM readout mode. In the first mode, there is a fixed VCO enable period that is con-
trolled by an external readout FPGA through the VCO_ENABLE signal (see Figures 5.6a
and 5.12a). Before enabling the VCO, the SPADs are recharged with a narrow pulse by
utilizing an integrated monostable circuit that is connected to the SPAD-cell RESET sig-
nals (see Figure 5.4) and triggered by the external FPGA. Also, the initial VCO phase and
TDCs’ coarse counters are reset before enabling the VCO. The SPADs’ quenching tran-
sistors are biased at 0 V; therefore, the SPADs that fire during the VCO enable cycle are
kept quenched before the beginning of the next VCO measurement cycle. The SPAD-cell
memory is enabled by the SET signal after the VCO enable cycles ends (see Figures 5.4
and 5.12a). There is an extra TDC, the replica TDC, which has an independent STOP sig-
nal that is controlled by the external FPGA. The purpose of this TDC is to obtain a code
that corresponds to the length of the VCO enable cycle, in order to estimate the VCO fre-
quency for every measurement cycle (see Figures 5.5 and 5.12a). After the VCO enable
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Figure 5.11: Timing diagram of the configuration loading.

period is over, the SPAD-cell state and TDC values are latched before starting a readout
phase.

In the D-SiPM readout mode, there is an integrated discrimination logic called smart
reset (SR). This module is in charge of monitoring if a γ-photon has interacted with the
scintillator, by counting the TDCs that were triggered by subsequent scintillation pho-
tons. The SR logic is verifying if the total number of fired TDCs per cluster column is
larger than a TDC_TH value, which is preloaded during the configuration phase (see
Figure 5.13). Additionally, the SR verification period is also programmable and loaded
during the configuration phase. The ENEMONITOR<0:8> register, which stores the re-
sult of the comparison at the end of a SR verification period, is transferred to the FPGA
through the readout logic module (see Figure 5.1). Each bit of ENEMONITOR corre-
sponds to the comparison result of a particular cluster column. If the result of any com-
parisons is positive, the external FPGA immediately stops the VCO enable cycle, latch the
status of the SPAD-cell array and TDC values before starting the readout phase (see Fig-
ure 5.12b). Additionally, the RESET signals of the TDCs and SPAD cells that belong to the
same SPAD-cell column are independently controlled by the SR module. Therefore, if
the TDC_TH detection condition is not met, only the SPAD cells and TDCs connected to
the pulled down timing lines are reset (see RESET_CELL_# and RESET_TDC_# in Figure
5.12b).

In the readout phase, it is possible to read the state of every SPAD cell or a value that
corresponds to the addition of the fired SPAD cells of a particular cluster. In addition, it
is possible to read only a particular set of 48 TDCs that corresponds to a cluster column
in order to optimize the readout speed. The individual SPAD-cell values are externally
readable only if the SR logic is disabled. Conversely, the cluster SPAD-cell adders are only
enabled if the SR logic is activated. However, it is possible to configure the MD-SiPM with
SR enabled, perform a measurement cycle, latch the status of photodetector, quickly
re-configure the MD-SiPM memory for disabling the SR, and finally readout individual
SPAD-cell values.

Figure 5.14 shows the D-SiPM readout, where the nodes CELL_IN<0:143> are pre-
charged with the ENEPREBIN signal before reading the next SPAD-cell row. Also, after
all the SPAD cells of that cluster are read out and added, the addition values of a cluster
row are transferred to the FPGA during a count readout (CR) cycle. After all the addition
values are transferred, the TDC latched outputs are read out by the same output interface
(OUTPUT_BUS<14:0>). When reading out individual SPAD-cell values, the procedure is
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Figure 5.12: MD-SiPM operation’s timing diagrams. (a) SPAD camera readout mode. (b) D-SiPM
readout mode.

similar; however, a CR cycle is performed in every SPAD-cell row readout in order to
transfer the individual values to the FPGA.

5.2. METHODS AND CHARACTERIZATION
The characterization of the 18×9 MD-SiPM is divided into sub-sections that incremen-
tally describe the testing of the individual building blocks. In all the experiments, the
SPAD bias voltage (VOP) was 22 V, 20 % of the SPAD-cell with highest DCR were masked,
and the measurements were performed at room temperature unless otherwise specified.

5.2.1. SPAD-CELL ARRAY
When disabling all the masking bits, some SPAD cells failed to be reset at the begin-
ning of the measurement frame (see Figure 5.12a). As a result, after acquiring a set of
measurement frames in SPAD-camera readout mode, the resulting DCR histogram map
showed SPAD-cell that are constantly fired (see Figure 5.15a). The reset failure is related
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to the total number of activated SPAD cells since this behavior disappears when a certain
amount of SPAD cells are masked.

In order to secure a proper reset when all the SPAD cells are activated, we modify the
RESET_CELL signal behavior by producing a modulated RESET_CELL pulse (see Fig-
ure 5.12a). The modulation consisted of mixing the RESET_CELL pulse with a clock fre-
quency that is three times higher than the MD-SiPM readout clock frequency. As a result,
one SPAD-cell reset-cycle is composed by three consecutive pulses followed by a reset
stand-by period. Figure 5.15a shows an obtained DCR histogram map when the readout
is configured to perform two consecutive SPAD-cell reset-cycles before the beginning of
the VCO enable period. Figure 5.15b depicts an obtained DCR histogram map when the
readout is configured to perform five consecutive SPAD-cell reset-cycles, where most of
the artifacts are not present.

We also observed that the stand-by period between subsequent reset pulses was
mandatory in order to obtain a clean DCR histogram map. Therefore, we concluded
that the failure was caused by SPADs that are fired when being recharged by the inte-
grated monostable circuit through M4 (see Figure 5.4), which causes a local drop of the
VOP voltage. This is the reason why a series of pulses effectively reset the SPADs, and
the VOP voltage is recovered during the stand-by period. The overhead added by the
a sequence of SPAD-cell reset-cycles is negligible with respect to the readout time. Fur-
thermore, during the D-SiPM readout mode operation, the reset-cycles are only required
at the beginning of the measurement frame and not during the SR operation, since only
few SPAD-cell are reset by the SR module (see Figure 5.12b).
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Figure 5.15: DCR histogram map at SPAD-cell level. (a) map obtained with two SPAD-cell reset cy-
cles. (b) map obtained with five SPAD-cell reset cycles. (c) map obtained with five SPAD-cell reset
cycles and decreasing Ve to 800 mV. (d) map obtained with five SPAD-cell reset cycles, decreasing
Ve to 800 mV, and masking 20 % of SPAD-cells.
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Figure 5.16: DCR histogram map at SPAD-cell level when illumining the photodetector with a
picosecond laser. (a) low laser intensity and a VOP of 22.8 V. (b) high laser intensity and a VOP of
21.5 V.
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In addition to the reset failure, we observe a line-type artifact (see Figure 5.15b). This
was caused by an improper biasing of the turn-off transistor M2 (see Figure 5.4). This
artifact disappear after reducing Ve from 3.3 V to 800 mV (see Figures 5.15b, and 5.15c).
After reducing the voltage of Ve the SPAD turn-off function of M2 was ineffective since
Ve is lower than the SPADs’s excess bias voltage. Figure 5.15d shows a more uniform
DCR histogram map that corresponds to mask 20 % of the SPAD cells with highest DCR.
Typically, the masking process is performed by acquiring two subsequent measurement
in SPAD-camera readout. In the first measurement, all the SPAD cells are activated and a
DCR histogram map is generated. Before the second readout, the masking memory bits
are calculated to disable some percentage of the noisiest SPAD cells and loaded through
the configuration module. Then, the second SPAD-camera readout is performed in order
to obtain the DCR histogram map that corresponds to mask a SPAD-cell percentage of
the array.

Furthermore, we illuminated the photodetector with a picosecond laser system
EIG1000-AF-PiL040F that has a repetition frequency of 40 MHz and a head with a SANYO
laser diode DL-5146-152 of 405 nm wavelength. We interposed a neutral-density filter
(NDF) between the laser head and the photodetector. The objective of this test was to
verify the proper reset of the SPAD cells when the photodetector is illuminated with a
transient light pulse. Figure 5.16a shows a DCR map histogram when the laser inten-
sity was set to its minimum value, the VOP voltage was 22.8 V, and 20 % of the array was
masked. The DCR map histogram that corresponds to increasing the laser power and re-
ducing the VOP voltage to 21.5 V is shown in Figure 5.16b. When the VOP was not reduced
when illumining the with the higher light power, reset-failure artifacts were observed.
Additionally, in Figure 5.16b the black dots observed within the high-intensity area cor-
responds to the masked SPAD cells.

Finally, we measured the photodetector’s PDE as a function of the wavelength. The
measurement setup was composed of monochromator (Newport 77250) that was input
with an arc-lamp and its output was split by an integrating sphere. One port of the inte-
grating sphere was connected to a reference photodiode (Hamamatsu s1336-18bk) and
the other port was illumining the 18×9 array of MD-SiPMs. During the measurement a
subset 3×3 clusters was activated, and the PDE was calculated by considering only the
central cluster of the 3×3 subset. The measured SPAD-cell rates were corrected by dark
counts. Figure 5.17 shows the PDE as a function of the wavelength for several VOP volt-
ages.

In all of the previous measurements, the VDDA voltage was 3.3 V, which is the supply
of the SPAD cells (see Figure 5.4), and the VDDD voltage was 2.8 V, which is the supply of
the readout logic and the SPAD-cell column readout structures (see Figures 5.1 and 5.3).
In this way we guaranteed a correct readout transfer between the SPAD-cell memory and
the high-threshold inverter (see Figure 5.3). If the VDDA and VDDD voltages have the same
value, it is not possible to read the SPAD-cell memories.

5.2.2. CHARACTERIZATION OF THE 433-TDC ARRAY
The first step before operating the TDCs was to adjust the VCO frequency and the de-
layed stop signals, by configuring the values of SWBIASVCO<3:0> and SWBIASTDC<3:0>,
respectively. Additionally, the TDC_REF voltage was calibrated to minimize the TDCs’
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Figure 5.18: Minimum and maximum DNLs and INLs of all the TDCs within a subrange of about
600 TDC bins, when the VCO is reset. (a) minimum and maximum DNLs calculated when the VCO
is reset at the beginning of the measurement frame. (b) minimum and maximum INLs calculated
when the VCO is reset at the beginning of the measurement frame.
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Figure 5.19: Minimum and maximum DNLs and INLs of all the TDCs within a subrange of about
600 TDC bins, with randomized initial VCO phase. (a) minimum and maximum DNLs calculated
when the initial VCO’s state is randomized. (b) minimum and maximum INLs calculated when the
initial VCO’s state is randomized.
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Figure 5.20: TDC timestamp histogram acquired in SPAD-camera readout mode when the pho-
todetector is illuminated with a picosecond laser, which has a repetition rate of 40 MHz. The pho-
todetector was illuminated at single-photon light level. The initial VCO phase was randomized
and the VCO enable period was 1µs.
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DNL. A calibration script acquired several SPAD-camera readout frames and calculated
the DNL between the fine LSBs of all the TDCs. This step was repeated automatically by
sweeping the TDC_REF voltage, SWBIASVCO<3:0> , and SWBIASTDC<3:0>. After finding
the optimum settings for minimizing the DNL between the fine bits, a TDC density test
was performed by acquiring several SPAD-camera readout frames that corresponded to
dark counts. The histogram of TDC’s timestamps of dark counts is not uniform since it
follows an exponential behavior. Therefore, the DNL estimation was performed within
a subrange of the TDCs’ values that had a non-uniformity, due to exponential behavior,
below 2 % and a width of about 600 TDC’s contiguous values.

Figure 5.18a and Figure 5.18b shows the maximum and minimum measured DNLs
and INLs for each TDC, respectively. In the previous measurement, the output of the
clocked comparators that belongs to the replica TDC were never utilized in the calcu-
lations of the TDCs’ value. Since, the STOP_DUM_B signal is already activated before
enabling the VCO (see Figure 5.12a). Only, the replica TDC’s coarse counter was utilized
in order to measure length of the VCO period for estimating the TDCs’ LSB size.

Later, we modified the TDC operation mode by, intentionally, not resetting the VCO
at the beginning of the measurement frame (see Figure 5.12a). In addition, we kept the
VCO running before enabling the STOP_DUM_B signal; therefore, the replica TDC cap-
tured the initial state of the VCO phase, which is randomized with respect to the pre-
vious frame. We subtracted the replica TDC’s phase to all the TDCs’ phases in order to
compensate for not resetting the VCO. In this way, for different measurement frames, the
same TDC time distance is measured in a different TDC bin. Subsequently, a drastic DNL
reduction is achieved by randomizing the initial VCO phase (see Figure 5.19a). In the
TDC characterization, some SPAD-cell columns were discarded since the particular uti-
lized photodetector assembly had disconnected masking circuits, due to wire-bonding
failure (see Figures 5.18 and 5.19).

By just considering the worst-case TDC, the maximum and minimum DNL was +3
LSB and -1 LSB, respectively, when utilizing a fixed initial VCO phase. In addition, the
maximum and minimum DNL was +0.92 LSB and -0.86 LSB, respectively, when utilizing
the randomized initial VCO phase. We also calculated the maximum and minimum INLs
for all the TDCs, under the two previously explained operation modes (see Figures 5.18b
and 5.19b). We did not observe an INL improvement between the two operation meth-
ods. However, in a coincident γ-photon detection experiment DNL influences more di-
rectly the CRT performance in comparison to INL. Because, the coincident γ-photons
are detected within narrow time window in comparison to the total TDC range.

Finally, we performed two sets of SPTR characterizations utilizing the randomized
initial VCO-phase method. In the first characterization, we enabled one single cluster
and in the second one we enabled one complete cluster row . We exposed the 18×9 array
to light pulses generated by the same picosecond laser utilized in the reset characteri-
zation. We placed a light diffuser between the NDF and the 18×9 array of MD-SiPMs in
order to obtain a uniform light distribution over the photodetector activated area. We
verified that the photon rate after subtracting the DCR was below 400 kHz, which is 1 %
of the laser repetition rate, for assuring single-photon light level illumination. Figure 5.20
shows timestamp histogram of one TDC, which was acquired in SPAD-camera readout
with randomized initial VCO phase, when only one cluster is activated. We opened the
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Figure 5.22: Single cluster’s SPTR FWHM as a function of the laser peak average detection time, for
several MD-SiPM settings. (a) When a single cluster is activated, the timing lines were sampled by
high-threshold inverters and the VOP voltage was set to 22 V. In this measurement 48 TDCs were
activated, every light-green curve corresponds to a single TDC and the dark-green curve corre-
sponds to the averaged performance. (b) averaged performance when a single cluster is activated,
for several VOP voltages and timing line sampling circuits.
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Figure 5.23: Cluster row’s SPTR FWHM as a function of the laser peak average detection time, for
several MD-SiPM settings. (a) SPTR FWHM when a cluster row is activated, the timing lines were
sampled by high-threshold inverters and the VOP voltage was set to 22 V. In this measurement
420 TDCs were activated, every light-green curve corresponds to a single TDC and the dark-green
curve corresponds to the averaged performance. (b) averaged performance when a cluster row is
activated, for several VOP voltages and timing line sampling circuits.
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VCO enable period during 1µs in order to capture several laser peaks. Figure 5.21 shows
the overlap of the first measured laser peak, a laser peak measured in the middle of the
VCO enable period, and the last measured laser peak, where an increasing SPTR FWHM
is observed.

We extracted the SPTR FWHM from the TDCs’ histograms of every laser peak cap-
tured within the VCO enable period of 1µs (see Figure 5.20). In the first SPTR charac-
terization only 48 TDCs were enabled since a single cluster was activated. Figure 5.22a
shows the SPTR FWHM as a function of the average laser peak detection time. Also,
we measured the average performance for several MD-SiPM settings (see Figure 5.22b).
We performed the same analysis for the second SPTR characterization, where 420 TDCs
were enabled since one complete cluster row was activated (see Figures 5.23a and 5.23b).

The increasing FWHM as a function of the laser peak average detection time is ob-
served in all of the SPTR characterizations (see Figures 5.22 and 5.23). The reason why
the SPTR performance degrades is due to timing jitter accumulation in the VCO, which
is a free-running oscillator [4]. The best performance was obtained when sampling the
timing line with the comparator, in which its reference voltage was set to 3.2 V and timing
line pull-up voltage was VDDA set to 3.3 V.

5.2.3. CHARACTERIZATION OF THE SR LOGIC
The SR logic operates in the D-SiPM readout mode in order to detect a minimum number
of activated TDCs per cluster column (see Figures 5.12b and 5.13). The adder within the
SR module is implemented as a pure combinational circuit, in which its output is sam-
pled by a sequential comparison logic that is synchronous with respect to the readout
clock. The detection of a light photon or dark count is an asynchronous event with re-
spect to the readout clock; therefore, the outputs of the SR adder can potentially change
within the setup and hold times of the inputs of the sequential comparison logic. In
addition, since the adder outputs are not glitch-free logic, they could be sampled when
their values are not stable yet.

When any of the ENEMONITOR<0:8> bits are activated, the FPGA stops the VCO en-
able period and starts a readout sequence. If the photodetector is light-shielded the dark
counts activates few TDCs that could eventually trigger a readout sequence depending
on the preconfigured TDC_TH value. Subsequently, for low values of TDC_TH the read-
out data throughput increases due to presence of dark counts. If the photodetector is
coupled to a scintillator and exposed to radioactivity, when the TDC_TH value is high
enough the dark counts cannot trigger a readout anymore. And, only a scintillation event
can activate a number of TDCs that is larger than the preconfigured TDC_TH value. In
order to study the effects of the asynchronous nature of the STOP signals on the SR logic,
we performed a SR characterization by activating different array areas and sweeping the
TDC_TH<5:0> value (see Figure 5.13).

In the first test, we activated one complete cluster row and performed one acquisi-
tion per configured TDC_TH<5:0> (see Figure 5.24a). Since there are only 48 TDCs per
cluster column , the data throughput must drop to its overhead value, which is around
18 Mbits−1, when TDC_TH<5:0> is greater than 47. However, we observed large data
throughputs even for TDC_TH values what were larger than 47 (see Figure 5.24a).

Next, we activated all the cluster rows and we observed that the data throughput
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Figure 5.24: SR characterizations result. Photodetector data throughput as a function of the
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behaved as expected (see Figure 5.24a). Subsequently, we concluded that when we acti-
vated all the rows, the DCR count rate was high enough to immediately pull down all the
timing lines (see Figure 5.13). Therefore, the SR logic sampled the STOP signals when
they were already stable without changing during the setup and hold times of the syn-
chronous comparison logic. However, when we activated only one cluster row, the STOP
signals are changing constantly during the VCO enable period. Thus, they are unstable
and could be sampled during the metastable window of the synchronous comparison
logic. That is the reason why the ENEMONITOR bits had incorrect values, which are
failed comparisons since the maximum number of TDCs per cluster column is 48.

Later, we modified the FPGA firmware (FW) in order to perform an ENEMONITOR
validation sequence. In the modified FW version, after reading out an ENEMONITOR
value that indicated that any cluster rows had more TDCs activated than the TDC_TH
value, we reset the SR module and read out again the ENEMONITOR value. Then, we
compared the initial ENEMONITOR to the second read out ENEMONITOR, and if they
did not match we started a new readout frame without triggering a full photodetector
readout. In this way we could detect if the ENEMONITOR value was invalid due to
combinational logic’ glitches or metastable comparison outputs. Figure 5.24a shows
the TDC_TH scan result when the SR validation mechanism is activated, where the EN-
EMONITOR incorrect values were drastically mitigated.

Later, we performed a second readout addition, which we called it the neighbor logic
(NL) validation. We assumed that the photodetector could be coupled to an array of
scintillators that are larger than the cluster pitch of 0.8 mm. For instance, the 18×9 ar-
ray of MD-SiPMs could be coupled to a scintillator array of 6×3 LYSO pixels of 2.4 mm
pitch. In this case, if a γ-photon hits one LYSO pixel the scintillation light activates three
continuous bits of ENEMONITOR. Subsequently, the readout FPGA triggers a full pho-
todetector readout only if a configurable number of ENEMONITOR’s continuous bits is
activated. We performed a fourth TDC_TH scan when the NL continuous bits was set to
three, in which three cluster rows where activated, and the SR validation was also acti-
vated. In this final TDC_TH scan, we observed a correct behavior of the TDC_TH value
as a function of the data throughput, which drops to the communication overhead value
of about 18 Mbits−1 (see Figure 5.24a).

Finally, we investigated the maximum number of cluster rows that can be activated
that allowed to have free TDCs for γ-photon detection. In this D-SiPM architecture, in
which the TDCs are shared column-wise, the DCR at the input of the TDCs depends
on how many cluster rows are activated. Therefore, we performed further TDC_TH
scans when the photodetector was placed inside a light-shielded temperature chamber
(Vörsch VTM-7004). We carried out several acquisition at different chamber tempera-
tures and number of activated cluster rows. During this characterization the NL was set
to three continuous bits, the SR validation was also activated, 20 % of the SPAD cells were
masked, and the excess bias voltage was 2.5 V. The TDC_TH scans performed at several
temperatures are shown in Figure 5.24b. We set the number of activated cluster rows
to a limiting value that allowed to have few free TDCs for γ-photon detection. Table 5.1
shows the summary of the previous characterization.

We concluded that the SR validation, which verified two times the ENEMONITOR
bits in two consecutive readouts, and the NL, which checks continuous ENEMONITOR
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Table 5.1: Temperature chamber measurement summary.

chamber temperature (◦C) +20 +10 0 -10
TMP104 temperature (◦C) +35 +26 +17 +6
SPAD-cell’s mean DCR (kcps) 34.15 23.99 16.76 12.38
SPAD-cell’s median DCR (kcps) 14.84 11.45 9.30 7.96
VOP (V) 22.03 21.97 21.86 21.74
VBD (V) 19.53 19.47 19.36 19.24
maximum activated cluster rows 6/18 9/18 12/18 12/18

activated bits, are an efficient way to mitigate the effects caused by the asynchronous
nature of the STOP signals. In addition, we concluded that the maximum number of
cluster rows we could activate was 12, when the photodetector is operated within an en-
vironment at 0 ◦C. Decreasing the environment temperature below 0 ◦C does not allow
to further increase the activated number of rows, since the DCR does not reduce sig-
nificantly. For SPADs implemented in the same technology, we observed that the DCR
triggering mechanism is dominated by quantum tunneling below 10 ◦C [5].

5.3. CHARACTERIZATION SUMMARY
We presented a comprehensive analysis and characterization performed on the 18×9
array of MD-SiPMs. The SPAD-cell array reset was implemented by a modulated signal,
which allowed the proper recharge of a large number of SPADs with a relatively high
DCR. We carried out a PDE measurement directly on the SPAD-cell array, in order to
verified the achieved 57 % FF [1].

We developed an alternative method to operate the TDCs in order to reduce the DNL
drastically. This method befits time-correlated single photon counting (TCSPC) mea-
surements, such as SPTR. However, in γ-photon coincidence measurements the asyn-
chronous nature of the radiation detection performs an intrinsic DNL reduction. We
observed a significant timing jitter accumulation within the free-running common VCO,
which limits the maximum time in which the reference phase needs to be re-latched.
The best SPTR performance was obtained when the timing lines are sampled by the
comparator circuit. The full simulations TDC operation was also verified.

The event-driven discrimination circuit is an essential block of D-SiPMs. The γ-
event detection circuit, which is called SR, showed unstable behavior when detecting the
amount of fired TDCs, due to the asynchronous nature of the timing lines with respect to
the readout clock. This effect was corrected by applying a subsequent SR validation cycle
and implementing the NL triggering scheme. In the event-driven mode, the maximum
number of activated cluster rows, which was 12 at 0 ◦C with 2.5 V excess bias voltage, was
limited by the SPAD-cell dark count rate. Further decrease in temperature did not reduce
the DCR since the dominant DCR mechanism below 0 ◦C was quantum tunneling [5].
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This chapter describes the design challenges of integrating MD-SiPMs into real PET
detectors. Particularly, it gives a detailed account of detector miniaturization, scintilla-
tor’s attachment, and D-SiPM readout strategies.

We performed a gradual integration, by starting preliminary tests with MD-SiPMs
bonded into CPGA packages. Next, we moved on designing a compact chip-on-board
assembly that served as a core for miniaturized PET detector modules. Finally, we im-
plemented two PET modules:

• small-animal PET detector,
• and endoscopic PET detector.

In the first radiation characterization that was ever made with MD-SiPMs, we utilized
a 18×9 array of MD-SiPMs that was bonded into a CPGA package (see Figure 6.1) [1].
The CPGA package was placed on a socket that was soldered to a testing board. The
testing board had a square hole in order to physically access the photodetector for gluing
scintillators. This board was interfaced with a ML-507 FPGA kit, which was connected to
a high-speed acquisition board [2, 3].

We glued an LYSO scintillator of 3×3×10 mm3, which was wrapped with teflon tape,
utilizing the LS6257 NuSil glue. In this measurement, we utilized a 22Na radioactive
source, which had an activity of 150µCi. We operated the photodetector in SPAD-camera
readout mode and off-line calculated the addition of fired SPAD-cells within an area of
4×4 clusters. Figure 6.2 shows the obtained energy spectrum in semi-logarithmic scale,
where a large DCR peak is observed, since the SR was disabled. Figure 6.3 depicts the
energy spectrum after subtracting the DCR peak mean value, which was about 250 fired
SPAD cells. We did not correct for SPAD-cell saturation since the amount of fired cells
was about 10 % of the total cells within the area of 4×4 clusters. The obtained energy
resolution was 15.7 % at 511 keV.

Next, we designed a miniaturized and cost-effective assembly based on a chip-on-
board approach (see Figure 6.4). Besides the wire-bonded photodetector, the assem-
bly contains two temperature sensors TMP104 mounted on the top and bottom layers,
power decoupling capacitors, and board-to-board connectors (100-pins Hirose DF40).
Also, there is a square hole placed in the assembly’s center in order to insert a water-
cooling device.

The advantage of building a small assembly was the modular approach that allowed
to utilize it in different PET detector implementations. In addition, it was possible to
test and verify the individual assemblies before building larger PET detectors. On the
contrary, direct bonding of several dies of 18×9 arrays of MD-SiPMs would result into an
impractical solution. Because the dies are untested and the module’s production yield
would be lowered drastically depending on the number of bonded dies.

The intrinsic packing fraction of the 18×9 arrays of MD-SiPMs is 80 % without con-
sidering the space for wire-bonding. The chip-on-board assembly has a packing fraction
of 35 % because it includes power connection redundancies, extra temperature sensors
and a conservative wire-bonding layout. In addition, the larger space allows a safe me-
chanical handling for insertion and withdrawal operations.

We decided to proceed with this version of the chip-on-board assembly for the test-
ing and characterization phases, before performing a packing fraction optimization
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Figure 6.1: Photographs of the first radiation characterization measurement setup utilizing a
CPGA-packaged 18×9 array of MD-SiPMs.

phase. When utilizing 80-pins DF40 connectors by eliminating redundant power con-
nections, removing the central square hole, and optimizing the wire-bonding layout, it
is possible to increase the packing fraction up to 70 %.

6.1. SMALL ANIMAL PET DETECTOR
The small-animal PET detector was composed of 4×1 monolithic arrays of MD-SiPMs
(see Figure 6.5). The 4×1 motherboard can allocate up to four chip-on-board assemblies
and includes all the required LDOs, which are adjustable by utilizing digital potentiome-
ters (TPL0501). Additionally, this board has three extra 100-pin board-to-board headers
on the back to connect a miniaturized controller FPGA board. This board requires 250
digital inputs/outputs (I/Os) in order to control independently the four monolithic ar-
rays of MD-SiPMs; therefore, a board based on an FPGA packaged in a CSG484 device
fulfill all the system requirements [4].

The advantage of having digital potentiometers on board is that we were able to apply
automatic bias voltage sweeps for optimizing the photodetector performance, such as a
TDC_REF sweep for TDC’s DNL reduction (see Figure 5.18). Also, we could adjust the
power supplies to reduce power consumption in case of continuous operation. In ad-
dition, we could monitor the temperature of each individual monolithic arrays of MD-
SiPMs from the FPGA by reading the TMP104 temperature sensors (see Figure 6.4 and
Table 5.1).

For the testing and characterization phases, we utilized a standard XCM-206Z-LX75
board, instead of a custom miniaturized board based on a CSG484-FPGA, in order to
rely on a tested FPGA device (see Figure 6.6) [5]. We designed a custom FPGA interface
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Figure 6.2: First energy characterization of the MD-SiPM, which was acquired in SPAD-camera
mode, with a LYSO scintillator of 3×3×10 mm3 and exposed to a source of 22Na, which had an
activity of 150µCi.
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Figure 6.4: Chip-on-board detailed assembly. Assembly photograph (left) and rendered design
images (right).

that was placed between the XCM-206Z-LX75 and the 4×1 motherboard. Additionally,
the custom FPGA interface also connects a high-speed USB controller board for data
acquisition.

A clear advantage of this modular approach based on board-to-board stacking is that
a failed part can be replaced immediately. Additionally, the scintillator array attachment
was performed independently on each chip-on-board assembly. Furthermore, we tested
several scintillator pixel’s sizes by just inserting and removing different chip-on-board
assemblies, which had a different LYSO matrices attached on them.

Finally, we utilized just a simple fan to cool down the 4×1 monolithic arrays of MD-
SiPMs to a stable temperature of about 40 ◦C. If no cooling was provided, we observed a
slow positive thermal feedback that could reach a temperature of above 100 ◦C [6]. Also,
we tested a water-cooling device based on a 3D-printed frame and its performance was
comparable to the simple fan approach [6]. However, for endoscopic-PET applications
only liquid-cooling based systems meet the spatial constrains required by the applica-
tion.

6.1.1. DETAILED FIRMWARE DESCRIPTION
We performed a full FW replacement, in order to operate the 4×1 module, with respect
to the previous version [1]. The new FW development followed a design methodology
that was based on:

• full synchronous design (including modules’ resets and the MD-SiPM interfacing),
• modular design for code re-utilization,
• individual skew adjustment with ODDR2 and ODELAY2 components to assure FW

reproducibility,
• and single clock domain except for the USB-FIFO controller and low-speed SPI

peripherals.

The FW detailed block diagram is shown in Figure 6.7. The FW is designed to receive
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Figure 6.5: Motherboard 4×1 detailed assembly. Assembly photograph (left) and rendered design
images (right).

a sequence of commands through the CONF_TX and CONF_RX signals, which connects
the FW’s configuration module to an acquisition computer. The commands are gen-
erated by a script that produces the corresponding serial-protocol sequence, which is
decoded by the configuration module. In this way, the system is highly adaptable to
any calibration or acquisition sequences since it is directly programmed from high-level
scripting.

The possible commands are the followings:

• send MD-SiPM configuration and masking information to the FPGA,
• load the stored configuration and masking information into the MD-SiPM number

N,
• read the temperature sensor daisy chain,
• program a value into a specific power supply or bias voltage,
• read out K SPAD-camera frames from the MD-SiPM number N,
• read out K D-SiPM frames from the MD-SiPM number N,
• and stop the current readout sequence.

The PLL and reset module generates a synchronous reset for all of the FW modules in
addition the clock signals. The voltage controller generates the SPI sequence and address
to program a specific TPL0501 by utilizing a slower clock (CLK_SLOW); therefore, this
module is considered as being in a separated clock domain. The temperature readout
module is in charge of reading the daisy chain of TMP104s, and send the temperature
values to the acquisition computer through the configuration module.

There is a separated logic to control each array of MD-SiPM that is connected to the
motherboard 4×1 module (see Figure 6.7). The MD-SiPM controller interprets the de-
coded commands and their corresponding data, which is relevant to the MD-SiPM op-
eration, and executes them by controlling the MD-SiPM configuration, SPAD-camera
readout, and D-SiPM controller modules.
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Figure 6.6: Photographs of the full detector setup. Full assembled detector (left) and individual
parts (right).

The I/Os, which actually interfaces the array of 18×9 MD-SiPMs, of the individual
MD-SiPM controller modules are multiplexed and registered by the I/O controller (see
Figure 6.7). Additionally, the I/Os connected to the photodetector are registered by an
ODDR2 or IDDR2 FPGA component and their skews is adjusted by an ODELAY2 or IDE-
LAY2 FPGA component [7]. There is a specific skew adjustment for each location of the
motherboard 4×1. In this way, any FW modifications does not change the skews be-
tween the MD-SiPM I/O signals. Furthermore, the CLK_FAST signal, which has three
times higher frequency than the CLK_GLOBAL signal, is utilized to generate the modu-
lated reset signal (see subsection 5.2.1).

Since the array of 18×9 MD-SiPMs is a prototype design, the digital I/O switching
characteristics are not thoughtful measured. Therefore, it is desirable that once the FPGA
I/Os skews are adjusted they do not change during subsequent FW placing and routing
iterations, which are required during the FW development cycle. It is important to notice
that the array of 18×9 MD-SiPMs has four independent clocks to operate the integrated
modules, which are the SR, the readout logic, the configuration module, and the cell-out
registers (see Figure 6.7). The integrated configuration module of the array of 18×9 MD-
SiPMs allows to send testing data that is read out through the readout logic. Therefore,
the skews were adjusted by sending and reading out testing data and verifying that the
error rate was exactly 0 %.

The individual MD-SiPM controller modules within the FW send the acquired TDC
and SPAD-cell information, through the USB controller module, to the acquisition com-
puter (see Figure 6.7). This module is partitioned into two clocks domains since the
USB controller board, which contained a USB-FIFO device (FT2232H), generates its own
FIFO writing clock [8]. The USB controller’s timing requirements are set by FW con-
strains instead of adjusting skew with ODELAY2 FPGA components, since the switching
characterizations are fully reported within its datasheets [8]. Additionally, we input an
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FPGA-PLL with the CLK_FTDI signal, which was set with a negative phase in the output
clock, in order to meet the timing constrains.

Finally, there is an acquisition mode called master/slave that allows to perform coin-
cidence measurements within the same motherboard 4×1 (see Figures 6.7). For exam-
ple, the coincidence measurement performed between 18×9 MD-SiPMs placed in the
slots 1 and 4 utilized the master/slave acquisition mode (see Figure 6.9).

6.1.2. RADIATION CHARACTERIZATION
We attached three types of LYSO scintillator matrices to the MD-SiPMs, which had a
pitch of 2.4 mm, 1.6 mm, and 0.8 mm (see Figure 6.8) [6]. Additionally, the radiation
characterization was performed utilizing the motherboard 4×1 (see Figure 6.9) [6].

During the γ-energy and CRT characterizations, the slots 1 and 4 were occupied by
the chip-on-board assemblies that were coupled to the scintillator matrices of 2.4 mm
pitch. In order to read out the temperature values from the TMP104, all the motherboard
4×1’s slots must be populated with MD-SiPM assemblies. Subsequently, we paced two
dummy boards that also had a TMP104 sensor in order to close the daisy chain loop. We
placed a fan to circulate an air flow in order to keep the operating MD-SiPMs at a tem-
perature of 38 ◦C. We utilized a 22Na source during the energy and CRT characterizations
that had an activity of 25µCi.

6.1.3. γ-ENERGY CHARACTERIZATION

During the γ-energy characterization, we placed the 22Na on top of one of the 6×3 LYSO
scintillator matrices of 2.4 mm pitch, and performed two acquisitions, one with SR dis-
abled and a second one with SR enabled. In both case we read out the individual SPAD-
cell values, and performed the energy estimation off-line. Additionally, we captured in-
dividual scintillations utilizing the chip-on-board assemblies with attached scintillator
matrices of 0.8 mm and 1.6 mm pitch (see Figure 6.10 and 6.11).

When the SR was disabled, we measured 150 GB of data in SPAD-camera mode dur-
ing 3.65 h, and the VCO enable period was set to 1µs. Most of the measurement frames
contained only dark counts and few frames captured individual scintillations (see Figure
6.12). We estimated for each individual data frame the amount of fired SPAD cells below
each LYSO scintillator pixel and calculated the energy histograms (see Figure 6.13a).

Next, we enabled the SR and performed the readout in SPAD-camera mode by
reloading the MD-SiPM configuration memory at the beginning and end of each mea-
surement frame. In this characterization, we activated four cluster rows in order to avoid
the SR saturation at room temperature (see table 5.1). Figure 6.13b shows the energy
spectra that corresponds to three LYSO pixels that are below the activated cluster rows.
When SR is enabled the DCR peaks are reduced drastically since only scintillation events
are transferred to the FPGA. Additionally, this measurement was performed in 104 s and
we acquire 1 GB of data.

6.1.4. CRT CHARACTERIZATION

In the CRT characterization, we placed the 22Na source between the two LYSO scintillator
arrays in order to detect coincident γ-photons (see Figure 6.9). In this measurement, we
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Figure 6.8: Pictures of the scintillator matrices attached to chip-on-board assemblies.

activated 3×3 clusters as indicated in Figure 6.9. The acquisition was performed with SR
enabled and SPAD-camera readout mode with the master/slave logic activated.

We calculated the γ-photon energy in the same way as in Figure 6.13b and filtered
511 keV photopeak by an energy window filter. Next, we sorted the timestamps and fil-
tered the dark counts accumulated before the γ-detection took place (see Figure 6.14).
The applied DCR filter was a time-distance dark count filter [9]. Later, we calculated
the time distance between detectors’ timestamps of the γ-events, by selecting the sec-
ond timestamp as optimum γ-photon timemark. Figure 6.15 depicts the CRT histogram
measured as second timestamp distances between the two detectors.
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Figure 6.9: Photographs of the radiation characterization measurement setup.
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Figure 6.10: Scintillation captured in SPAD-camera mode utilizing the 16×9 LYSO matrix with
0.8 mm pitch. (a) raw data frame. (b) binary imaged post-processed with a 2D mean filter.
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Figure 6.11: Scintillation captured in SPAD-camera mode utilizing the 8×4 LYSO matrix with
1.6 mm pitch. (a) raw data frame. (b) binary imaged post-processed with a 2D mean filter.
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Figure 6.12: Scintillation captured in SPAD-camera mode utilizing the 6×3 LYSO matrix with
2.4 mm pitch. (a) raw data frame. (b) binary imaged post-processed with a 2D mean filter.
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Figure 6.13: Energy spectra of the individual LYSO scintillator pixels. (a) 18 energy spectra cap-
tured with SPAD-camera mode and SR disabled. (b) 3 energy spectra captured with SPAD-camera
mode and SR enabled.
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Figure 6.16: Picture of the assembled endoscopic-PET probe.
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6.2. ENDOSCOPIC PET DETECTOR DESIGN
Endoscopic-PET, which is a novel molecular imaging modality, requires a compact and
highly-miniaturized PET detector that is integrated into an endoscopic probe [10]. The
array of 18×9 MD-SiPMs was designed within the EndoTOFPET-US project’s framework,
as the custom photodetector for the endoscopic PET probe implementation.

The initial probe design specification were over-constrained in terms of space and
PCB requirements, which lead to a challenging design. Therefore, we decided to imple-
ment a probe with less constrained specifications that served as an intermediate proof of
concept design [6]. In this new design, we re-utilized the chip-on-board assembly along
with a custom FPGA board based on a Microsemi FPGA (AGL1000V2-CSG281). Instead of
using a flex-rigid PCB approach we separated the design into two boards; therefore, the
approach allow the full testing of the individual parts before the full probe was assem-
bled. The full probe was electrically tested successfully and the FW is currently under
development (see Figure 6.16). The final probe dimensions are 13.5×30.5×15.8 mm.

6.3. SUMMARY
The modular design approach allowed to test, fully characterized, and integrate arrays
of 18×9 MD-SiPMs for PET applications. We verified the drastic DCR reduction in the
energy spectra when SR reset was enabled. The FWHM ER measured at 511 keV was
between 16 % and 21 % for SPAD-camera and D-SiPM readout modes, respectively. We
evaluated the CRT performance by carrying out the coincidence experiment between
to LYSO pixels of 2.4 mm pitch, which was 1.92 ns FWHM. We found the main design
limitations in the SPAD in terms of DCR and PDE, which limited the ER and the CRT.

In conclusion, we verified the functionality and performance of all of the building
blocks of 18×9 array of MD-SiPMs, which enables a full-PET detector system that targets
PET applications.
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Improving the performance of molecular imaging instruments allows the observa-
tion of molecular and cellular processes in a more precise way. The ultimate timing res-
olution and positron sensitivity has not been reached by the state-of-the-art detectors
yet. Additionally, PET equipment requires the design and implementation of complex
readout circuits that limit its availability due to high research and development costs.

Regarding the timing resolution of scintillation-based detectors, extensive work
(chapter 3) explained the limitations involved in improving the timing performance [1–
5]. We performed a comprehensive work in order to find the missing component that al-
lowed to utilize the complete timing information contained in a scintillation pulse. This
missing part were the multiple-timestamp timemark estimators, which approximates
the CRLB. Additionally, it appears that standard high-efficiency estimators, such as MLE,
cannot reach the CRLB under specific conditions of small number of photoelectrons and
low total timing jitter. This finding is relevant to field of Cherenkov-based PET detectors,
where the former conditions are the typical case [6]. Furthermore, we found that the
regularity conditions for obtaining a valid CRLB are met; therefore, we attributed the di-
vergence between the CRLB and the MLE to asymmetry of the PDFs that corresponds to
small number of photons and low total timing jitter. However, a theoretical analysis on
the PDF’s skewness is required in order to formally verified it.

Next, we experimentally studied the performance of PET detectors based on state-
of-the-art photodetector technologies, such as A-SiPMs and D-SiPMs in chapters 4, 5
and 6. Undoubtedly, the performance on A-SiPMs was superior due to the fact that their
PDE and DCR are significantly superior than in the case of the 9× array of MD-SiPMs.
The limitations of the 9× array of MD-SiPMs in terms of PDE and DCR are related to
the utilization of a standard CMOS process for building SPADs. Similar D-SiPM designs
achieve a comparable performance to A-SiPMs since they are implemented on a SPAD-
customized CMOS process [7]. However, the A-SiPMs, which are fabricated in fully cus-
tom technologies, have more degree of freedom for further SPAD optimizations, since
they do not have to fulfill with extra constrains related to the CMOS integration.

From the obtained practical experience, we learned the process of creating and ana-
lyzing the performance PET instrumentation based on fully digital and partially analog
elements. The process of utilizing A-SiPMs for building PET instruments did not require
a relatively complex approach, in comparison to D-SiPMs, in order to reach state-of-
the-art timing performances (as far as ASIC development is avoided). In this respect,
we designed and characterize A-SiPM based instrumentation that full filled with the re-
quirement of being a full-flexible and a fast-prototyping solution. The drawback of the
proposed approach, which is explained in chapter 4, is the higher power consumption
when comparing it to ASIC solutions. The main purpose of the ASIC-less design was
to open the possibility of designing TOF-PET instruments by utilizing standard com-
ponents and design flows, which are widely available. Subsequently, chapter 4 fulfilled
with objective of driving the molecular instrumentation to solutions that are available to
a wider public.

PET instruments based on D-SiPMs, where the measurement signals are confined
within a CMOS die, and in particular the 18×9 array of MD-SiPMs requires a completely
different design flow, in comparison to A-SiPMs. D-SiPMs that are already fully tested
and verified, such as the DPC, allows a direct system integration [7]. The advantage of
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such an integration is that only digital signaling is required to build a large system based
on thousands of measurement channels running synchronously. Subsequently, this ap-
proach warranties less degradations when expanding from single modules to full PET
scanners. Besides the limited performance of the MD-SiPM in terms of PDE and DCR,
once the FW was developed its porting or addition of extra functionalities required only
hardware description language (HDL) coding.

Finally, we thoroughly studied the performance of MD-SiPMs and developed metrol-
ogy methods for their full characterization. We could verified the simultaneous TDC op-
eration and γ-photon multiple timestamping. We developed a new operation methods
for TDC’s DNL reduction, which did not required the sensor redesign and manufactur-
ing. In addition, for the first time, we fully integrated these devices into PET modules
that were characterized in terms of γ-radiation detection performance.

7.1. FUTURE WORK
Inorganic scintillators, which in essence convert γ-energy into light, have a limited con-
version efficiency. For instance, LYSO generates approximately 20000 light photons per
511 keV γ-photon, which means that the efficiency is about 11 % [8]. Increasing the light
output, as well as reducing the photodetectors SPTR, impacts directly on the scintilla-
tors’ intrinsic timing resolution [1–5].

However, improving the conversion efficiency is a challenging task since the scin-
tillation materials have to fulfill with many demanding requirements simultaneously,
such as light transparency, high γ-detection efficiency, photodetector-matched refrac-
tive index and emission wavelength, fast rise and decay times, reduced cost, etc. These
simultaneous and strict requirements do not allow a rapid development of improved
scintillation materials; subsequently, LYSO, which was developed in the 1990s, has been
the material of choice for PET scanners [9].

Since PET detectors based on scintillation materials found its intrinsic limitations in
the scintillators themselves, new γ-radiation detection methods has been investigated
based on Cherenkov emission [6, 10]. The intrinsic timing resolution of Cherenkov ra-
diators, which is about tens of picoseconds FWHM when utilized to detect 511 keV γ-
photons, requires more sophisticated light extraction and detection systems for avoid-
ing further timing degradations. Additionally, the low number of emitted light photons
results into a reduced γ-photon detection efficiency and unknown γ-photon energy in-
formation. Alternative methods based on hybrid scintillation/Cherenkov emissions has
been proposed in order to resolve the pure-Cherenkov detectors limitations [11]. How-
ever, the disadvantage of hybrid scintillation/Cherenkov detectors is that some of the
requirement for detecting photons emitted by both mechanisms goes into opposite di-
rections, such as the light photon’s wavelength [6, 10, 12].

In pure Cherenkov detection, the photodetector’s SPTR has a strong influence into
the γ-photon timemarking due to the low number of detected photons [13]. Therefore,
in this case improving the photodetector’s SPTR is a crucial element for further CRT re-
ductions. Additionally, new improved-SPTR photodetectors, which are based on low-
threshold electronics are in current development [14]. Furthermore, alternative light-
extraction methods that are wavelength-optimized are also under research [15, 16].

We consider that the way to improve the PET technology consist on further reduc-
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ing the timing resolution, which has not reached the fundamental limits of the PET
technique yet. Additionally, increasing the PET scanner detector coverage by devel-
oping cost-effective detectors improves significantly the positron sensitivity [17]. In
these regards, pure Cherenkov PET detectors are an interesting option for creating next-
generation TOF-PET instruments due to the lower cost and outstanding intrinsic tim-
ing resolution of Cherenkov radiators. However, besides the light-extraction and pho-
todetector’s PDE and SPTR challenges, there is still a fundamental unanswered question
which is: what about the energy estimation?.
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Since the implementation of planar SPADs in custom technologies, later CMOS
integration, and full-SPAD CMOS sensor implementation, SPADs became the core-
component of analog/digital silicon photomultipliers [1–5]. As described in chapters
3, 4, 5, 6, the scintillation-detector timing performance largely depends on the amount
of detected photoelectrons. In a second order of priority, the photodetectors’ SPTR and
overall DCR limits the timing performance.

All the peripheral electronics, which could be inserted on/off chip, influences on the
photodetector’s research and development complexity, as well as the difficulty of the
system-level integration. Therefore, the intrinsic photodetectors’ performance depends
mainly on the SPAD features, such as PDP, FF, timing jitter, and DCR. Particularly, in the
case of utilizing the most common PET scintillator that is the LYSO, the first phase of
digital/analog SiPM research and development consist on creating optimized SPAD for
NUV photon detection.

A.1. SPADS IN A PURE CMOS 140 nm PROCESS
Implementing SPADs in custom technologies, which are not CMOS, gives more freedom
in tuning the doping profiles for creating high-PDE and low-DCR SPADs for A-SiPM im-
plementations. In addition, In custom CMOS technologies that are optimized for SPAD,
any doping profiles modification must be compatible with the CMOS doping profiles.
Furthermore, creating SPADs in pure CMOS technologies does not allow any doping pro-
file modifications, and the available doping profiles are only optimized for CMOS.

Therefore, the challenging process of creating SPADs with desirable features in pure
standard CMOS technologies is based on the clever utilization of the available CMOS
doping profiles. Typical available transistor doping profiles are well and contact creation
profiles such as deep n-type well (DNW), n-type well (NW), highly doped n-type (N+),
etc (see Figure A.1).

When designing epitaxial and circular SPADs, the main challenge remains in engi-
neering a high electric-field region that is compatible with the desired impinging pho-
tons’ wavelength. For example, NUV detection requires the design a multiplication re-
gion that is close to the silicon surface. An additional challenge remains in avoiding
premature junction breakdowns outside the engineered multiplication region, such as
premature edge breakdown [6].

A.1.1. SPAD TEST STRUCTURE
In order to avoid the premature edge breakdown, a peripheral region with lower doping
concentration is placed [6–8]. For example, when creating a junction between a highly
doped p-type (P+) and a NW doping regions, the P+ region is extended further by ∆P+
over the NW region (see Figure A.1). In this way, the doping gradient is lower at the edges
of the central NW region, and the breakdown voltage at the edge is increased with respect
to the multiplication region’s breakdown voltage.

The SPAD’s maximum FF is not only limited by the ∆P+ but also by the surrounding
NW region that is required for connecting the cathode to its external contact. The mini-
mum distance between the central and surrounding NW regions is ∆NW. This minimum
distance depends mainly on the central P+ and surrounding NW lateral diffusions and



A.1. SPADS IN A PURE CMOS 140 nm PROCESS

A

167

DNW

NWNW NW

P+ N+N+ P-epi

P-epi

guard ring

active area

cathode
contact contact
anode

∆P+
∆NW

Figure A.1: P+/NWELL CMOS FSI SPAD’s structure.

doping concentrations.
Typically, when designing SPADs in pure standard CMOS technologies, the accurate

doping information not available to the SPAD designer. Therefore, the SPAD design pa-
rameters, such as ∆P+ and ∆P+, are empirically determined by designing a so-called
“SPAD farm”. The SPAD farm consist of implementing repetitions of the same SPAD
structure but by sweeping the design parameters. Nevertheless, technology computer-
aided design (TCAD) simulations are utilized, with approximated doping information
as input data, in order to qualitatively understand the relationship between the SPAD
design parameters. Furthermore, when full doping information is available, TCAD be-
comes powerful calculation tool for SPAD design [9].

A.1.2. TCAD SIMULATION
The electric-field distribution of the SPAD structure of Figure A.1 was simulated utilizing
a 2D TCAD simulator [9]. The 2D simulation result of the electric-field magnitude’s de-
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vice cross section is shown in Figure A.2, where only half of the SPAD was simulated. The
SPAD dimensions were optimized to avoid premature breakdowns; therefore, a uniform
and high-intensity electric field is observed in the multiplication region.
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Figure A.2: Result of the cross-sectional TCAD simulation of the P+/NWELL CMOS SPAD.

A.1.3. LIGHT-EMISSION TEST
The observation of infrared light by hot-carrier photon generation, is a measurement
technique that allows to investigate the location and uniformity of the multiplication
region [6, 7, 10]. A relatively large current flowing into the junction is required in order
to observe a significant amount of infrared light through a microscope and a camera
device. Typical current values are around few milliamperes. When the diodes is reversed
biased and a current of few milliamperes is being injected into the device, a uniform
voltage supply across the junction is not guaranteed. Subsequently, the result of this
method is considered as an indication of the multiplication region planar distribution
[7]. The utilization of high sensitivity camera devices allows to reduce the injection of
current and therefore obtaining more accurate results.

Figure A.3 shows the light-emission test result of the implemented SPAD structure
(see Figure A.1), where a uniform light distribution is observed in the engineered multi-
plication region.
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Figure A.3: Light-emission test of the P+/NWELL CMOS SPAD.

A.1.4. PHOTON DETECTION PROBABILITY
The structure depicted in Figure A.1 was implemented with two different diameters:
8µm and 20µm. The PDP measurements were performed utilizing the same equipment
of section 5.2. In the PDP calculations, the active area size was considered as the central
NW planar area calculated from the CAD layout tool.

Figure A.4 shows the PDP values that corresponds to the two implemented SPADs as
function of the wavelength and for several excess bias voltages. Although the junction
structure is the same, higher PDP values are observed for the 20µm SPAD in compari-
son to the 8µm SPAD. These variations are related to the uncertainty in the active area
estimation, where the edge effects are less significant as the SPAD diameter increases.

A.1.5. DARK COUNT RATE
The DCR for 8µm and 20µm SPADs, and two devices per diameter, was measured at
several excess-bias voltages and room temperature (see Figure A.5). During this mea-
surement, and external active quench and recharge circuitry was utilized and the rates
were corrected by dead time [7].

A.2. SUMMARY
The design of SPADs in pure standard CMOS technologies are organized in several steps:
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Figure A.4: PDP measurement result for the 20µm and 8µm P+/NWELL SPADs at several excess
bias voltages.

• technology doping layers study,

• possible SPAD junction analysis,

• TCAD simulations,

• SPAD farm design,

• SPAD implementation,

• and SPAD farm measurement and conclusions.

This appendix briefly introduced the designs, tools, method results utilized during
the SPAD implementation process. The main performance limitations of the SPAD im-
plementations on a pure standard CMOS technology are the fixed doping profiles, which
are not optimized for SPADs.

The SPAD performance parameters are directly linked to the application. For ex-
ample, in the case of scintillation detection for TOF-PET, high-PDE and low-DCR is a
strict requirement. However, other SPAD applications have more relaxed requirements
in terms of sensitivity and noise, and the wide availability of pure standard CMOS tech-
nologies is always an advantage [11].
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