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Graphical Abstract

Abstract

We propose a fully immersed topology optimization procedure to design structures with tailored fracture resistance under
inear elastic fracture mechanics assumptions for brittle materials. We use a level set function discretized by radial basis
unctions to represent the topology and the Interface-enriched Generalized Finite Element Method (IGFEM) to obtain an
ccurate structural response. The technique assumes that cracks can nucleate at right angles from the boundary, at the location
f enriched nodes that are added to enhance the finite element approximation. Instead of performing multiple finite element
nalyses to evaluate the energy release rates (ERRs) of all potential cracks—a procedure that would be computationally
ntractable—we approximate them by means of topological derivatives after a single enriched finite element analysis of the

uncracked domain. ERRs are then aggregated to construct the objective function, and the corresponding sensitivity formulation
is derived analytically by means of an adjoint formulation. Several numerical examples demonstrate the technique’s ability to
tailor fracture resistance, including the well-known benchmark L-shaped bracket and a multiple-loading optimization problem
for obtaining a structure with fracture resistance anisotropy.
c⃝ 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

Cracks in engineering structures, which could develop during their manufacturing or service life, may affect
dversely the mechanical performance and even lead to catastrophic failure (particularly brittle fracture). When it is
ither impractical or just too expensive to simply change a defective component, a structure could be reconditioned
y simply applying adhesively bonded patches [1–3]. Nevertheless, without any doubt the best way to mitigate the
ffect of cracks is preventing them from materializing in the first place. Structural failure due to fracture should
herefore be considered in the early stages of structural design. At worst, the engineer should follow guidelines of
est practices to avoid unsafe designs. At best, computational tools should be used to obtain designs that have been
ptimized to reduce the likelihood of fracture or other mechanisms that could compromise structural integrity. One
uch tool is topology optimization [4–7], which has become a popular design technique in real-world industrial
pplications [8,9]. Based on structural failure criteria, topology optimization procedures can be classified into three
ategories: stress-, damage-, and fracture-based approaches.

Stress-based topology optimization is by far the most widely used technique. In this procedure, the stress state
n the final design must fulfill a stress requirement, for instance, not exceeding the yield strength. Therefore, yield
riteria such as von Mises [10–13] and Drucker–Prager [14,15] are enforced as constraints. Moreover, various
tatic failure theories for brittle and ductile materials have also been used in topology optimization [16]. Since
tress is a local quantity, a large number of stress constraints must be satisfied, making the optimization complex
nd computationally demanding [17,18]. To circumvent this, one approach widely used is to employ aggregation
unctions that group all stress-based terms into a single quantity; aggregation functions include the Kreisselmeier–
teinhauser (KS) [19], P-mean [20], and P-norm [21]. As a caveat, although these stress measures simplify the

computational implementation, they also “globalize” stress so local values are harder to enforce exactly. As a
esult, various techniques have been proposed to recover stress locality, including divide-and-conquer strategies,
here aggregation functions are used on various disjoint subdomains [22,23], and stress fields that are weighted by

he structural boundary’s curvature [24] (which significantly influences stress concentrations [25]). An alternative
pproach to the use of aggregation functions was recently proposed, whereby an augmented Lagrangian formulation
s used to deal with a large number of local stress constraints in the objective function directly [26]. Instead of
onsidering stresses as constraints, the stress distribution can also be directly minimized, for which the optimization
equires a global stress measure [27–29].

Damage-based topology optimization has also gained considerable attention in the past decade. The idea, which
as first explored by Bendsøe and Diaz [30], introduced damage-related criteria either as an objective or constraint.
hey used a continuum damage model to reinforce an existing structure for minimum damage. Another procedure
ased on continuum damage was later proposed to maximize the stiffness of concrete structures by optimizing the
ebar layout [31]. Amir [32] then extended this method to design concrete structures with minimum weight, in which
oth the rebar and concrete layout were optimized simultaneously. James and Waisman [33] also used the above
amage model to optimize structures with minimum weight under the constraint on maximum local damage. They
ater used their approach to solve multiple-loading optimization problems, where superposition was used to consider
he influence of damage accumulation [34]. All these studies focused on continuum damage models for brittle

aterials. Elastoplastic damage models were also investigated for designing energy absorbing structures [35–37],
here the objective was to maximize plastic work while constraining maximum damage.
As strength and fracture toughness are usually inversely proportional to each other in many materials [38],

racture criteria have also been explored in structural optimization. Works in this category can be classified according
o whether cracks are stationary or evolving (allowed to nucleate and/or propagate). In the former category cracks are
herefore predefined in the computational domain and topology optimization is used to mitigate their effect. Kang et
l. [39] borrowed linear elastic fracture mechanics (LEFM) concepts and considered the energy release rate (ERR)—
mount of energy available for crack extension—evaluated by means of the J-integral [40] in their optimization. In
act, they solved a multi-objective optimization problem, where structural compliance and ERRs were considered
s separate objective functions optimized simultaneously, yielding a Pareto set of solutions that revealed their trade-

ffs. Hu et al. [41] later followed a similar strategy to design structures including cracks at specific locations,
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where they used bi-directional evolutionary structural optimization (BESO) to update the structural topology and
the extended/generalized finite element method (X/GFEM) for the structural analysis. As an alternative to avoid
fracture failure by optimizing the topology of the structure with cracks, Klarbring et al. [3] optimized an adhesively
bonded patch fixed to a structure, thereby minimizing the crack energy release rate. In addition to gradient-based
optimization, improving fracture resilience in materials and structures has also been investigated with gradient-free
algorithms [42].

Evolving cracks have also been studied in topology optimization, primarily by means of phase-field methods
[43–45]. Xia et al. [46] maximized fracture resistance of quasi-brittle composites for multiple predefined cracks
that were allowed to propagate using a phase-field approach. Russ and Waisman [47] used a phase-field approach
within a SIMP-based topology optimization, and minimized the weight of a structure while putting a constraint on
the fracture surface energy. The same authors later added the fracture surface energy to the objective function and
weighted its priority with a scaling factor [48]. Da and Yvonnet [49] combined BESO with the phase-field method
to design a composite material with improved fracture resistance by considering interfacial failure. Instead of using
density-based methods, Wu et al. [50] incorporated a phase-field fracture model into the level set-based topology
optimization to improve a structure’s capability to withstand fracture; both crack initiation and propagation were
considered during the optimization, which sought to optimize the reinforcement layout in two-phase composite
materials. Afterwards, the same authors developed their methodology to include nonlinear finite element analysis
(FEA) when designing structures with enhanced fracture resistance [51]. The use of phase-field methods, however,
is not without issues [45]. For instance, the length scale parameter used to define the transition zone tends to become
small, requiring a very fine mesh especially at the vicinity of a crack. Accurate phase-field models are therefore
computationally demanding.

For designing a structure that minimizes the likelihood of fracture, it would be desired to consider the possibility
of cracks nucleating anywhere in the computational design domain. However, the design of structures with enhanced
fracture resistance, which considers cracks nucleating at many locations under LEFM assumptions, has only been
scarcely explored to date. This is mainly because of the vast computational demands required for such a design
approach: A single TO iteration would have to evaluate every potential crack nucleating at multiple locations
in the solid domain, for instance, by means of FEA with special finite element (FE) meshes tailored to resolve
accurately the cracks’ singular stress fields. To complicate things further, every potential crack could have an
arbitrary orientation. Then ERRs would have to be computed for every potential crack, for example, by means
of the J -integral. As a result, such an approach to design is simply intractable. To cope with this limitation, some
studies have relied heavily on simplifying assumptions. In shape optimization, Jones et al. [52] proposed a modified
biological algorithm to obtain the optimal shape of a hole under the assumption that cracks could nucleate only
at right angles from it; stress intensity factors (SIFs) were evaluated by the finite element alternating technique,
whereby a single FEA of the uncracked body is used together with analytical functions for any crack in a post-
processing step [53]. Later, Das et al. [54] presented a modified evolutionary structural optimization (ESO) algorithm
to optimize the shape of structures for maximum fracture resistance, also allowing cracks nucleating along the
boundary but with SIFs calculated using an analytical expression derived by Kujawski [55]. Regarding topology
optimization, Challis et al. [56] used a failure model that considered pseudo-cracks initiating at element nodes
along the domain boundary. The objective function for fracture resistance is derived from the change of structural
compliance at these locations using the “virtual crack extension” technique, whereby element nodes are moved in
the direction of the inward normal to the boundary to mimic crack nucleation. They acknowledge that such objective
function is close to only considering the energy density of each node in tension along the boundary, which results
in similar optimized designs as those obtained from compliance minimization in most cases. To date, no work has
attempted to conduct topology optimization under LEFM assumptions, where cracks are allowed to nucleate at
many locations in the computational domain.

In this work we propose an LEFM-based topology optimization procedure to design structures with tailored
fracture resistance by optimizing an aggregation of ERRs. The methodology builds on our previous work in the
context of compliance minimization [57], where we use a level set function to describe topology and the Interface-
enriched Generalized Finite Element Method (IGFEM) to analyze the structural response [58]. Cracks are allowed
to nucleate perpendicularly to solid-void interfaces, at the location of enriched nodes that are added in IGFEM
to resolve the displacement field accurately. ERRs of all potential cracks are obtained by means of topological

derivatives [59], for which a single FEA of the uncracked domain is required. Consequently, topological derivatives
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are the key ingredient to make the topology optimization tractable. Since an accurate stress field is required to obtain
ERRs, we use a stress recovery technique for low-order finite elements to smoothen the stress field [60–62]—and
thus avoid the stress overestimation that usually arises in enriched FEM [63]. In this optimization framework, ERRs
calculated at each potential crack are aggregated into a single term using the P-mean function [20]. In addition, an
alternative formulation based on von Mises stresses is proposed to design structures with uniform stress distribution.
Their corresponding analytical sensitivity formulations are derived by using an adjoint formulation. The method of
moving asymptotes (MMA) is set as the optimizer to update the design variables [64]. The capability of the proposed
technique is showcased on various examples that tailor fracture resistance. First, we solve the shape optimization
problem of a square design domain with a hole in the center under biaxial tension; we show the optimal design of
a circular hole with a uniform distribution of energy release rates is obtained. Then, the topology of the L-shaped
bracket is optimized, where the sharp re-entrant corner in the initial design is removed and a smooth round corner
emerges in the optimized design. We compare this result with that of a von Mises stress minimization problem aimed
at obtaining a uniform stress distribution. The latter’s optimized result also eliminates the sharp re-entrant corner
with the stress concentration. Finally, we obtain an optimized design for maximum fracture resistance anisotropy by
solving a multiple loading optimization problem; the objective of this problem is to maximize energy release rates
when the domain is compressed horizontally, while simultaneously minimize them when compressed vertically.

2. Formulation

Consider an open domain Ω ⊂ R2 (with closure Ω ), composed of isotropic linear elastic solid material with
Young’s modulus E1 and Poisson’s ratio ν1. The domain Ω lies within a fixed domain ∆ ⊃ Ω , and we denote by

\ Ω as the part of the domain occupied by void with Young’s modulus E2 ≪ E1 and Poisson’s ratio ν2. The
omain’s smooth boundary ∂Ω = Γ = Ω \Ω consists of two non-overlapping regions ΓD and ΓN , where Dirichlet

boundary conditions ū and surface tractions t̄ are prescribed, respectively.
The displacement field u is a unique solution to the boundary value problem that describes the static equilibrium,

.e., ⎧⎪⎨⎪⎩
∇ · σ + b = 0 in Ω ,

u = ū on ΓD,

σ · n = t̄ on ΓN ,

(1)

where ∇· denotes the divergence operator, σ Cauchy’s stress tensor, b the body force, and n the outward normal
to the boundary Γ . Under the assumption of linear elastic material behavior, the stress tensor σ is related to strain
ϵ by Hooke’s law as σ = C : ϵ(u), where C is the constitutive tensor, and ϵ =

1
2 (∇u + ∇u⊺) is the infinitesimal

train tensor.
The weak formulation of this linear elasticity problem is: Find u ∈ U such that

a(u, v) = ℓ(v) ∀v ∈ V, (2)

here U is the vector-valued set of kinematically admissible displacement fields and V the vector-valued space
f weight functions that satisfy homogeneous essential boundary conditions on ΓD . The bilinear a(u, v) and linear
(v) forms, which also represent the virtual work of internal and external forces, respectively, are given by

a(u, v) =

∫
Ω

ϵ(v) : C : ϵ(u) dΩ , (3)

nd

ℓ(v) =

∫
Ω

v · b dΩ +

∫
ΓN

v · t̄ dΓ . (4)

In order to solve the problem above, the design domain ∆ is discretized by finite element such that ∆h
=

nt(∪i ei ), where ei is the i th finite element and int(·) represents set interior. The finite-dimensional form of (2) is then∑
i

∫
ei

ϵ(vh) : C : ϵ(uh) dΩ =

∑
i

∫
ei

vh
· b dΩ +

∑
i

∫
∂ei ∩ΓN

vh
· t̄ dΓ , ∀vh

∈ Vh (5)

h h h h
here u ∈ U and v ∈ V are the trial solution and weight function, respectively.
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Fig. 1. A solid domain Ω with a smooth boundary ∂Ω = ΓD ∪ΓN defined in a fixed background domain ∆. Dirichlet boundary conditions
are prescribed on ΓD , and surface tractions are prescribed on ΓN . For the discretized model, enriched nodes (marked with red circles) are
reated at intersections between ∂Ω and the edges of mesh elements. The integration elements are created near the boundary (marked with
ed triangles).

In the Interface-enriched Generalized Finite Element Method (IGFEM), the interaction between ∆h and Γ creates
ew (enriched) nodes (marked by red circles in Fig. 1) at intersections between element edges and the boundary.
fterwards, cut elements in ∆h are split into integration elements, which as the name suggests, are used for the
umerical quadrature of local stiffness and force arrays. In IGFEM the discrete displacement field uh is written as

uh
=

∑
i∈ιh

Ni (x)U i  
standard FEM

+

∑
i∈ιw

ψi (x)αi  
enrichment

. (6)

In this equation, the first term is the standard FEM approximation, where ιh denotes the index set of all nodes in
∆h from the original background mesh (marked by black circles in Fig. 1), and Ni and U i are the Lagrange shape
function and degrees of freedom (DOFs) of the i th mesh node. In the second enrichment term, ιw represents the
index set of enriched nodes, and ψi is the enrichment function associated with corresponding enriched DOFs αi .

Regarding the evaluation of the local stiffness matrix ke and force vector f e, elements that are not intersected
follow standard FEM procedures. For integration elements, following a standard isoparametric procedure, ke and
f e can be evaluated as

ke =

∫
e

B⊺CB je dξ , and f e =

∫
e

[
N
ψ

]
b jedξ +

∫
e ∩ΓN

[
N
ψ

]
t̄ je d∂ξ , (7)

here ξ = (ξ1, ξ2) is the master coordinate, N and ψ are vectors that stack the element’s standard shape functions
nd enrichment functions, respectively, je is the Jacobian determinant (for the integration element’s transformation),
nd B =

[
∆

⊺
ξ N⊺ J−⊺ ∆

⊺
ξψ

⊺ J−⊺
e
]

is the strain–displacement matrix, where J−1
e and J−1 are the inverse of the

acobian of the isoparametric mapping for the integration and parent elements, respectively, and the differential
perator ∆ξ is given by

∆ξ ≡

[
∂
∂ξ1

0 ∂
∂ξ2

0 ∂
∂ξ2

∂
∂ξ1

]⊺

. (8)

onsidering the contribution of all elements in the discretization, the global stiffness matrix K and force vector F
re given by

K =A ki , F =A f i , (9)

i i
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where A is the standard finite element assembly operator. For more details on IGFEM’s formulation see
Refs. [58,65].

Similarly to X/GFEM, the complexity of creating a fitted discretization in standard FEM is transferred in
IGFEM to the enriched formulation, which requires advanced computational geometry operations for intersecting
a usually structured background finite element mesh with the discontinuities. However, although IGFEM retains
the main feature of X/GFEM, it also keeps the attractive properties of standard FEM: Since enrichment functions
are constructed with Lagrange shape functions of integration elements, their value is exactly zero at original mesh
nodes (this property requires shifting in X/GFEM [66,67]). This means that DOFs associated with background
mesh nodes represent the displacement at their corresponding location, thus keeping their physical interpretation.
Moreover, essential boundary conditions on discontinuities can be prescribed strongly after solving a local problem
or via multiple point constraints (MPCs) [68]. For instance, as shown in Fig. 2(a), an original element e with nodes
x1, x2 and x3 is cut by a material interface (shown in red), after which enriched nodes x4 and x5 are created. In
rder to prescribe the displacement field ū on nodes x1, x2 and x4, which are part of ΓD , we solve for a local
roblem for the enriched DOFs:

α4 = ū(x4) − N1(x4)U1 − N2(x4)U2. (10)

nce known, the enriched DOFs are prescribed strongly in the same way as U1 = ū(x1) and U2 = ū(x2). Fig. 2(b)
hows another scenario where ΓD actually crosses the element, which requires prescribing the displacement ū on
nriched nodes x4 and x5 using MPCs. According to Eq. (6), the enriched DOFs are given by

α4 = ū(x4) − N1(x4)U1 − N2(x4)U2,

α5 = ū(x5) − N2(x5)U2 − N3(x5)U3.
(11)

hese two equations can be included in the following system⎡⎢⎢⎢⎢⎣
U1
U2
U3
α4
α5

⎤⎥⎥⎥⎥⎦
  

U

=

⎡⎢⎢⎢⎢⎣
I 0 0 0 0
0 I 0 0 0
0 0 I 0 0

−N1(x4) · I −N2(x4) · I 0 0 0
0 −N2(x5) · I −N3(x5) · I 0 0

⎤⎥⎥⎥⎥⎦
  

T

⎡⎢⎢⎢⎢⎣
Ũ1

Ũ2

Ũ3
α̃4
α̃5

⎤⎥⎥⎥⎥⎦
  

Ũ

+

⎡⎢⎢⎢⎢⎣
0⃗
0⃗
0⃗

ū(x4)
ū(x5)

⎤⎥⎥⎥⎥⎦
  

g

, (12)

where I is a 2 × 2 identity matrix, 0 is a zero matrix with the same dimension, and 0⃗ is a vector with two zero
components. T is a transformation matrix containing the relation between original DOFs U and new DOFs Ũ , and
g is a vector of the prescribed values ū. In this case, the original equilibrium equation K U = F, where K and F

Fig. 2. Boundary region ΓD with prescribed Dirichlet BCs: (a) ΓD is aligned with an element edge; and (b) ΓD cuts through the element.
In both cases, two enriched nodes x4 and x5 are created at the intersection between the interface (in red) and edges of the background
lement.
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Fig. 3. (a) A background mesh with 3 × 3 × 2 triangular elements intersects an interface (marked in red), where essential boundary
conditions are prescribed; (b,c) Non-zeros terms (marked with blue square) of the global stiffness matrix before (b) and after (c) applying
multiple-point constrains.

are the global stiffness matrix and force vector, respectively, is modified to K̃ Ũ = F̃. K̃ and F̃ are expressed as

K̃ = T⊺K T , and F̃ = T⊺(F − K g), (13)

espectively. If displacement boundary conditions are only prescribed on original mesh nodes, then T is an identity
atrix and g is a zero vector, which leads to K̃ = K and F̃ = F. The transformation to the stiffness matrix

iven by (13) will change the sparsity of the global stiffness matrix. Consider in Fig. 3(a) a background mesh with
× 3 × 2 linear triangular elements that is intersected by an interface (marked in red), where Dirichlet boundary

onditions are prescribed. The change in sparsity before and after applying MPCs is shown in Fig. 3, where non-zero
erms (marked with blue square) show that no new terms are generated after the transformation.

. Topology optimization formulation

By means of topology optimization, we seek to solve the following problem:

minimize J (s)

subject to K̃ Ũ = F̃,
Vs ≤ Vc.

(14)

here J (s) is an objective function that depends on design variable vector s, Vs is the volume occupied by solid
aterial, and Vc is its maximum allowed value.
The objective function, denoted J henceforth for simplicity, is an aggregation function in P-mean form that

ollects energy release rates of all potential cracks:

J =

(
1

Nnode

Nnode∑
i=1

G p
i

) 1
p

, (15)

here p is an integer exponent and Nnode is the number of nodes along external and internal boundaries that are
nder tension, and G i is the energy release rate at the i th enriched node.

.1. Topology description

In this work the location of the boundary Γ is represented by a level set function φ, which was first introduced
o structural topology optimization by Sethian and Wiegmann [69]. This implicit function is defined as

φ(x) = 0 ∀x ∈ Γ ,
φ(x) < 0 ∀x ∈ Ω , (16)

φ(x) > 0 ∀x ∈ ∆\Ω .

7
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Fig. 4. Radial basis function ζ (x, y) with center at (0, 0) and support radius rs = 0.5.

ompactly supported radial basis functions (RBFs) are used to interpolate the level set function for a number of
easons [70]: (i) The smoothness of RBFs results in a smooth level set function; (ii) By increasing the support area
f RBFs, each design variable (weight associated with the RBF) has a higher influence on the level set function
nd thus in the evolution of the material boundary, which can make the optimization process converge faster; (iii)
s the RBF grid is decoupled from the finite element discretization of the domain, the design space dimensionality

nd the background mesh size can be set independently. The level set function φ(x) is then expressed as

φ(x) =

Nk∑
i=1

ζi (x)si , (17)

here Nk is the number of RBFs, si is the expansion coefficient corresponding to compactly supported RBF ζi (x),
which has the form [71]

ζi (x) = max (0, 1 − ri (x))4 (4ri (x)+ 1) , (18)

where the scaling parameter ri (x) is defined as ri (x) = ∥x − xi∥ /rs and rs is the radius of support.
RBFs are therefore C2-continuous functions, as shown in Fig. 4: In matrix form, φ(x) = Z(x)⊺s, where

Z (x) =
[
ζ1(x) ζ2(x) . . . ζNk (x)

]⊺ and s =
[
s1 s2 . . . sNk

]⊺. The design variables for our problem are
therefore the coefficients that describe the level set function.

Regarding the update procedure for the level set function, mathematical programming algorithms such as sequen-
tial quadratic programming (SQP) [72] and the method of moving asymptotes (MMA) [64], become increasingly
popular in level set-based topology optimization [57,73–76]. Because our level set function is parameterized using
compactly supported RBFs, it is readily suitable for incorporation in mathematical schemes because of the explicit
sensitivities [74]. Therefore, MMA is used to update the design variables, and the optimization terminates when
reaching a given maximum number of iterations.

It is worth noting that our procedure is not standard, since the solution of the Hamilton–Jacobi (H–J) equation has
traditionally governed the evolution of the topology for level set-based topology optimization procedures [77,78].
However, this first-order partial differential equation is solved by explicit methods with upwind schemes [79,80],
where the time step must satisfy the Courant–Friedrichs–Lewy (CFL) condition for stability and convergence [81].
As a result, updating level set function requires more iterations than our approach, with the consequent increase
of computational resources—in addition to the increase in computational time required to solve the H–J equation
in each iteration. Moreover, it is necessary to extend the velocity field from the structural boundary to the whole
design domain or at least to a narrow band along the boundary [69]. Finally, regularization, which requires solving
another H–J equation, should be integrated into the update procedure for obtaining accurate optimized results [82].
8
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Fig. 5. The illustration of a crack with length η nucleating at node xi , where γ is the angle between this crack and the internal normal of
tructural boundary, and β is the angle between the global and local coordinate systems.

.2. Evaluation of energy release rate

Based on LEFM considerations, the energy release rate G is defined as

G =
1

E1

(
K 2

I + K 2
II

)
, (19)

where E1 = E1/
(
1 − ν2

1

)
for plane strain and E1 = E1 for plane stress. KI and KII are the stress intensity

factors under modes I and II, respectively. It should be mentioned that negative KI caused by compression stresses
is physically incorrect. Then, the corresponding energy release rate is not considered in the objective function.
According to Silva et al. [59], KI and KII can be computed for an infinitesimal crack at a location xi along the
boundary Γ as[

KI(xi , η, γ, β)
KII(xi , η, γ, β)

]
=

√
πη

[
h11(γ ) h12(γ )
h21(γ ) h22(γ )

]
  

H(γ )

[
σθθ (xi , γ, β)
σrθ (xi , γ, β)

]
, (20)

where, as illustrated in Fig. 5, η is the crack length, γ is the angle between the crack and the inward normal to the
boundary at xi , and β is the angle between the global coordinate system and a local coordinate system located at
xi . hi j (γ ), i, j ∈ {1, 2} are sums of trigonometric functions of angle γ [83], and they are given in Appendix A. σθθ
and σrθ are stress components in polar coordinates (r, θ). Eq. (19) can then be rewritten by replacing KI and KII

with Eq. (20) as

G(xi , η, γ, β) =
πη

E1

[
σθθ (xi , γ, β)
σrθ (xi , γ, β)

]⊺
H⊺(γ )H(γ )

[
σθθ (xi , γ, β)
σrθ (xi , γ, β)

]
. (21)

The energy release rate G(xi , η, γ, β) as a function of stress σ =
[
σxx σxy σxy σyy

]⊺ in global coordinates is

G(xi , η, γ, β) =
πη

E1
σ (xi )⊺ Q(γ, β)σ (xi ), (22)

where Q(γ, β) accounts for the transformation between coordinate systems (see details in Appendix B).
Noteworthy, the results obtained with Eq. (20) are in good agreement with those evaluated via finite element

nalyses when crack size is smaller than 5% of the domain size [59]. In addition, the accuracy of energy release
ates obtained by topological derivatives can be increased by considering high-order terms into the formulation
hen treating longer cracks [84].
9
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3.3. Stress calculation

Because the stress field is obtained by applying the gradient to the displacement field, directly computed stresses
from linear finite element solutions are piece-wise constant. Since the stress field plays a critical role in the evaluation
of the energy release rate, it is important to use an appropriate method to approximate it. Even though enriched
finite element techniques yield more accurate solutions than those obtained by the Ersatz material approach [85],
they could also yield poor approximation for the stress field when interfaces get arbitrarily close to background
mesh nodes.

To circumvent the issue, several pre- and post-processing techniques have been proposed. One approach is to
eliminate small elements by merging nodes in close proximity into a single node [86–88]. This approach can
totally prevent the overestimation of the stress, but it requires meddling with the mesh or the interfaces. Another
strategy smoothens the stress of an element with small areas by taking its neighboring elements into account. For
instance, an average-weighted formulation considering element areas can be used to post-process the stress of these
tiny elements [89]. Although this method can provide quite good approximations [90], it does not avoid stress
overestimation completely. Yet another technique interpolates the stress field by using stress recovery approaches,
such as the superconvergent patch recovery technique [87,91]. Even though sensitivities of the objective function
with respect to design variables become intricate, the evaluation of the recovered stress field is more accurate than
other techniques.

In this work a new stress recovery technique for low-order finite elements, named the Stress Improvement
Procedure (SIP), is adopted to smoothen the stress field [60,61]. SIP is derived from a mixed formulation based
on the Hu–Washizu principle [92]. It relaxes the stress-strain relationship point-wise, but enhances the fulfillment
of equilibrium. For evaluating the recovered stress in each element, a patch of neighboring elements is detected
first. Then the improved stress is obtained by (i) satisfying equilibrium in a weak sense in this patch; and (ii)
projecting the directly computed FE stresses into the space of the enhanced stress [61]. Noteworthy, because the
enhanced stress space is quadratic, convergence rates are higher than directly computed stresses obtained from linear
approximations.

Mathematically, the enhanced stress is computed as σ e = Eσ σ̂ , where σ̂ is a 18 × 1 vector of stress coefficients
computed by solving⎡⎢⎣∑

{e∈E}

⎛⎜⎝
∫

e
Ē⊺
σ Eσ de∫

e
E⊺
ζ ∂σ Eσ de

⎞⎟⎠
⎤⎥⎦ σ̂ =

⎧⎪⎨⎪⎩
∑
{e∈E}

⎛⎜⎝
∫

e
Ē⊺
σσ

h
e de

−

∫
e

E⊺
ζ b de

⎞⎟⎠
⎫⎪⎬⎪⎭ , (23)

here E is the calculation domain (i.e., a patch of elements), Eσ , Ēσ , and Eζ , are interpolation matrices, ∂σ is
a differential operator, and σ h

e is the directly computed stress of the eth element (more details are provided in
Appendix C). Considering the interpolation matrices and the differential operator, the maximum polynomial order
in the integrands is quartic, which requires six integration points for exact quadrature.

It should be mentioned that only elements with the same material properties are considered when constructing
the calculation domain, since different materials are assigned to the solid and void parts. For instance, as shown in
Fig. 6(a), a patch of Np = 8 elements (shown in darker shade) is used to recover the stress in the hatched element.
In order to evaluate the nodal stress σ (xi ) (shown in red in Fig. 6(b)), we find a patch of elements connected to
this node first. Then, σ (xi ) is calculated based on the recovered stress as

σ (xi ) =

∑
{e∈Ei }

σ e(xi )

Ni
, (24)

here Ei is the calculation domain, σ e(xi ) = Eσ (xi )σ̂ e the stress of the eth element evaluated at the i th node, and
Ni the number of elements in the node patch.

.4. Sensitivity

The sensitivity of the objective function J with respect to design variables s is derived by using the adjoint
ariable method. A Lagrangian function of the objective, which is constructed by using the adjoint vector λ, is
10
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Fig. 6. (a) A patch of elements (marked in darker shade) is used to recover the stress of the target element (hatched); (b) Elements (in
darker shade) used to evaluate the stress of a node (marked with a red circle).

expressed as L = J +λ⊺(K̃ Ũ − F̃). Then the derivative of L with respect to the j th design variable s j is given by

dL
ds j

=
∂ J
∂s j

+
∂ J

∂Ũ
∂Ũ
∂s j

+ λ⊺

⎛⎝∂
(

K̃ Ũ
)

∂s j
−
∂ F̃
∂s j

⎞⎠
=
∂ J
∂s j

+

(
∂ J

∂Ũ
+ λ⊺ K̃

)
∂Ũ
∂s j

+ λ⊺

(
∂ K̃
∂s j

Ũ −
∂ F̃
∂s j

)
.

(25)

n order to obtain the adjoint vector λ, the following adjoint equation is solved:

∂ J

∂Ũ
+ λ⊺ K̃ = 0. (26)

etails about the evaluation of ∂ J/∂s j , and ∂ J/∂Ũ are given in Appendix D.1. ∂ K̃/∂s j and ∂ F̃/∂s j are explained
n detail in Appendix D.2.

. Numerical examples

In this section, several numerical examples are investigated to demonstrate the capability of the proposed
pproach in obtaining designs with tailored fracture resistance. The crack length is set to 1% of the domain size
o ensure the validity of Eq. (20). No units are given to material properties, tractions, nor domain dimensions, so
esults can be interpreted in any consistent unit system. If not explicitly specified, Young’s moduli are taken as

Es = 1 and Ev = 10−6 for solid and void materials, respectively. The Poisson’s ratio for both materials is ν = 0.3.
inear triangular elements are used to discretize the design domain—for which a single Gauss point is sufficient

n standard and integration elements—and the finite element analysis is conducted under plane strain conditions.
opological gradient information, which has traditionally been used to nucleate holes in the interior of the design
omain during topology optimization [93,94], is not considered in the proposed procedure. Therefore, all examples
tart with an initial design seeded with holes.

.1. Biaxial tension example

Firstly, a shape optimization example is studied, where unit magnitude tractions t1 and t2 are applied on the sides
f a 2 × 2 square domain as illustrated in Fig. 7. Because the design region is immersed into a background domain,
he tractions are prescribed by properly integrating the force vector in cut elements, as described in Section 2. Due
o symmetry, only a quarter of the design domain is considered with symmetric boundary conditions. A value p = 8
s used in the objective function, and the volume of solid material is constrained at Vc = 0.875. A background mesh
ith 20 × 20 × 2 linear triangular elements is used to discretize the background domain, and the maximum number
f iterations is set to 100.
11
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a

Fig. 7. Schematic of the biaxial tension example with tractions t1 and t2 prescribed to edges of a square design domain as shown. The
design domain is immersed into a larger background domain that is discretized by constant strain triangles. Due to symmetry, only a quarter
of this domain is considered.

Fig. 8. (a) Initial design with a triangular hole, where energy release rates around top and right vertices of the triangle are much higher
than those at other places in the initial design; (b) Optimized design with a quarter of circle, where the distribution of energy release rates
is uniform along the material interface in the optimized structure.

Fig. 8(a) shows the initial design, which has a hole with triangular shape at the bottom-left corner. The
corresponding optimized design with a quarter of a circular hole is displayed in Fig. 8(b). Figs. 8(a)–8(b) also
show their corresponding energy release rate distributions. From Fig. 8(a), it can be seen that energy release rates
around top and right vertices of the triangle are much higher than elsewhere because of the stress concentrations.
However, energy release rates in the optimized design are uniform along the circular boundary. The convergence for
both the objective and material volume fraction is shown in Fig. 9, where it can be seen that the former converges
at around 50 iterations. Structures obtained at 10, 30, and 50 iterations are also displayed in the figure. Note that
even though the volume of the optimized design is not the same as the constrained value, the constraint is still
satisfied; although the MMA optimizer minimizes the objective and satisfies the volume constraint in parallel, it
assigns higher priority to the former as a relatively small Lagrange multiplier is associated with the latter. The inset
in Fig. 9 shows how the volume increases after 45 iterations.

4.2. L-shaped bracket

We investigate the performance of the proposed method in optimizing the topology of an L-shaped bracket,
domain that is also immersed in a square computational domain with dimensions 11 × 11. The latter is discretized
with a background FE mesh composed of 100 × 100 × 2 constant strain triangles. As shown in Fig. 10, the

rea outside the L-shaped bracket, together with a small area in the vicinity of the applied load, is considered as

12
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a

Fig. 9. Convergence for the biaxial tension example shows that the objective function converges at about 50 iterations. Designs obtained
fter 10, 30, and 50 iterations are displayed.

Fig. 10. The schematic of L-shaped bracket example where the top part is fixed and a loading ∥F∥ = 0.25 is applied on the middle of the
right side.

a non-design domain. A homogeneous Dirichlet boundary condition is prescribed along the immersed top edge of
the bracket, as discussed in Section 2, and a vertical downward load F = −1/4 e2 is applied to the middle of right
side. A value p = 8 is used in the objective function, and the volume constraint is set to Vc = 25.6 (40% of the
volume of the L-shaped bracket fully occupied by solid material). The maximum number of iterations is set to 500,
and the initial design with many circular holes is shown in Fig. 11(a).

The optimized structure is shown in Fig. 11(b), and the corresponding energy release rate distribution is given
in the same figure. It can be seen that the sharp internal corner in the initial design with high energy release rate
has been removed. At this location, a rounded corner appears in the final result with a uniform distribution of
energy release rate values. Fig. 11(b) shows zigzagging of some edges in the optimized design where the level
set function is not perfectly smooth. This approximation artifact, which actually improves the objective function,
is caused by the discretization. This issue is discussed in detail by van den Boom et al. [57]. The convergence
curves and optimized structures obtained at 50, 100, 200, and 300 steps are shown in Fig. 12. Oscillations of the
objective function are observed during the optimization, particularly at the beginning. Since energy release rates are
obtained from the stress field, these oscillations are caused by elements with high stress values. Although the stress
recovery technique is used to smoothen the stress field, avoiding stress overestimation caused by bad aspect ratios
of integration elements, the merging of holes in the initial design is responsible for thin solid structures with high

stresses. An optimized design obtained after setting the crack length to 0.5% of the domain size is also shown in

13
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Fig. 11. (a) Initial design and its corresponding distribution of energy release rate; (b) Final design obtained with minimizing the energy
release rate and its corresponding distribution; The von Mises stress distributions of (c) the initial and (d) optimized designs.

Fig. 13(a), where it can be seen that the final result has the same topology with slightly different shapes compared
to the original optimized design of Fig. 13(b). The maximum value of the energy release rate of the new design is
almost half of that obtained by the original optimized structure—notice the linear relationship between the crack
length and the energy release rate in Eqs. (21) and (22). It is worth noting that the optimization is very sensitive
to the move limit of the MMA optimizer. If a large move limit is used, the final design could be disconnected,
which is actually beneficial to the objective function because stress is nil in isolated regions. A way to eliminate
this effect is to consider the structural compliance as a constraint [95]. In addition, we also show the von Mises
stress distribution of initial and optimized designs in Figs. 11(c) and 11(d), respectively. It is worth noting that
while there are locations with high stresses in the optimized structure, energy release rates are low and therefore
the L-shaped bracket will not fracture.

Because energy release rates are derived from the stress field, one may wonder how optimized structures compare
with those obtained via stress optimization. Consider the following von Mises stress-based objective function JσvM ,
which aims at obtaining a uniform stress throughout the entire domain:

JσvM =
1
N

Ne∑
(σvMi − σ̄vM)

q , (27)

e i=1

14
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a

Fig. 12. Convergence plot of objective and volume when optimizing the energy release rate; optimized designs obtained at 50, 100, 200,
nd 300 iterations; the design obtained after 87 iterations with a thin-wall structure.

Fig. 13. Final designs obtained assuming cracks with lengths of 0.5% (a) and 1% (b) of the domain size. The same structural topology is
obtained.

where Ne is the number of elements in the design domain with solid material, and q is an integer exponent, σvMi
is the von Mises stress of the i th element, and σ̄vM is the average von Mises stress of all elements in the solid part.
Detailed sensitivity formulations for this objective function with respect to design variable s and displacement field
Ũ are given in Appendix D.3. For consistency, we set q to have the same value of p. The same initial design
is used as well, with the corresponding von Mises stress field shown in Fig. 11(c). The final design obtained
with the above objective function is given in Fig. 14(a), where a round corner also emerges to remove the stress
concentration. In addition, Fig. 14(b) shows the energy release rate distribution of the final design with the maximum
value 0.8352, which is smaller than the optimized result 0.8609 given in Fig. 11(b). As a lower value of maximum
energy release rate is obtained when optimizing the stress distribution, it is apparent that the final design obtained
when optimizing the energy release rate is a local optimum. The corresponding von Mises stress distribution, which
is relatively smooth near the rounded corner, is shown in the same figure. The convergence plot and structural
topologies obtained at 50, 100, 200 and 300 steps are shown in Fig. 15, this time in semi-log scale because there
are several orders of magnitude between the objective function values of initial and final designs. Since the value
of q is set to 8, this objective is a highly non-linear function of the stress field. Therefore, if the difference between
15
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Fig. 14. Final structure obtained by optimizing the difference between elemental and average von Mises stresses. (a) von Mises stress
distribution in the optimized design; (b) energy release rates along the boundary.

Fig. 15. Convergence plot of objective and volume when optimizing the von Mises stress distribution and optimized designs obtained at 50,
100, 200, and 300 iterations.

elemental and averaged von Mises stresses σvMi − σ̄vM is greater than 1, the objective could be a large value.
Conversely, if the difference is smaller than 1 the objective function approaches zero very rapidly. Moreover, the
thin solid structures with stress concentration appear in the optimization process (see Fig. 16(a)), which may result
in peak objective values. In addition, the sudden change of the topology in the local region adjusts the loading
path (see Figs. 16(b) and 16(c)), which leads to the stress redistribution nearby. We then observe more oscillations
during the optimization.

4.3. Fracture resistance anisotropy

The purpose of this example is to obtain an optimized design with fracture resistance anisotropy. In order to
achieve this, a multiple-loading optimization problem is set up, where two unit magnitude compressive tractions t1
and t2 are applied in two independent load cases, as shown in Fig. 17. Therefore, two different finite element
analyses are performed to obtain the structural solutions uh

1 (x) and uh
2 (x). Only a quarter of design domain
is considered with dimensions 1 × 1. In order to introduce fracture resistance anisotropy, energy release rates
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Fig. 16. (a) Thin solid structure with high stress obtained at iteration 59; (b,c) The stress field is redistributed in the local area marked with
black square from (b) 127 to (c) 128 steps, which leads to a high stress distribution nearby.

Fig. 17. A domain with dimension 2 × 2 under compression, where t1 and t2 are prescribed on the vertical and horizontal directions,
respectively. Under the finite element analysis, a quarter of domain (marked with red dashed segments) is considered.

are minimized when compressing the computational domain along the vertical direction and maximized when
compressed along the horizontal direction. This optimization, which is different from previous examples, is formally
written as

minimize J = J1 + J2 =
1

Nnode

Nnode∑
i=1

G1i −
1

Nnode

Nnode∑
i=1

G2i

subject to K 1U1 = F1,

K 2U2 = F2,

Vs ≤ Vc.

(28)

n this equation, Ji , i = {1, 2} is therefore an aggregation of energy release rate values for the corresponding
oundary value problem K i U i = Fi . Since these quantities are always positive, the negative sign is introduced to
he second term J2 to maximize energy release rates for the horizontal load case. Solid material is constrained at
Vc = 0.5.

Fig. 18(a) shows the initial design including four holes in the whole domain (only one hole in the actual
omputational domain) where the ratio J2/J1 = −1. The corresponding final design in Fig. 18(b) displays that

more solid material is placed in along the vertical direction to make the structure tougher. Conversely, there are
tiny bars that greatly contribute to maximizing energy release rates for the horizontal load case. For the optimized
design, the ratio J2/J1 = −14.85. The convergence plot about J1 and J2 is given in Fig. 19, where J1 increases and
J2 decreases throughout the optimization. Since the magnitude of J2 is larger than that of J1, the optimizer gives

priority to the former.
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Fig. 18. (a) Initial design with four holes in the whole domain where the ratio J2/J1 = −1; (b) The corresponding optimized design with
J2/J1 = −14.85.

Fig. 19. Convergence plot of J1 and J2 when optimizing the fracture resistance anisotropy.

. Summary and conclusions

In this paper we introduced a novel topology optimization procedure to design structures with tailored fracture
esistance. The methodology uses a level set function discretized by radial basis functions to describe the topology,
nd an enriched finite element formulation to perform structural analysis. Contrary to other works, we do not
redefine the location of cracks but instead assume these can nucleate perpendicularly to the structural boundary at
iscrete locations. Energy release rates of all potential cracks are then evaluated by conducting a single enriched
nite element analysis of the intact uncracked model by means of topological derivatives. Since the stress field

s used in the latter’s formulation, a stress recovery technique was proposed to enhance the stress field and thus
vercome the issue of stress overestimation that burdens IGFEM—and other enriched FEMs alike. Since energy
elease rate is a local quantity, a P-mean aggregation function is used to build the objective function. Because

in IGFEM it is straightforward to prescribe essential boundary conditions along discontinuities, the topology
optimization can be performed by fully immersing the design domain into a background mesh.

By means of a shape optimization example, we showed that the proposed method recovers the optimal solution of
a square plate with a circular hole, along which energy release rate values are uniform. Subsequently, an L-shaped
bracket was embedded into a square computational domain discretized via a structured mesh. It was shown how the
18
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methodology removed in the final design the sharp inner corner with the stress concentration. Moreover, another
objective function associated with von Mises stress was introduced to design a structure with a stress distribution
as uniform as possible, which also removed the stress concentration by rounding the corner of the initial design.
Finally, a multiple-loading optimization problem was used to design a structure with fracture resistance anisotropy.
The technique was able to obtain a design that simultaneously maximized energy release rates when compressing the
computational design horizontally while minimizing them when compressing vertically. As a result, the optimized
structure is much tougher when compressing the structure vertically.

These are our final remarks:

• The methodology assumes that cracks could only nucleate at right angles from the boundary. However, as
discussed by Silva et al. [59], there are situations where this is not the most critical angle for crack nucleation.
Our work could therefore be extended to find the critical angle for each potential crack, albeit at the expense
of more computational resources and a more complex analytical sensitivity analysis formulation.

• We used the P-mean function to aggregate all energy release rates calculated along the structural boundary.
However, the value of p affects the optimized result significantly. For instance, for p = 2 the sharp re-entrant
corner in the L-bracket is not smoothened. Even though the energy release rate around that area has the highest
value, the objective function approximates the maximum value inaccurately. While the aggregation function
approaches to the maximum value as p is increased, the function also becomes highly nonlinear and could
thus lead to instabilities. As a result, there is always a tradeoff between the accuracy of approximating the
maximum value and the stability of the methodology.

• We also used an alternative objective function based on von Mises stress. The rationale behind obtaining a
structure with a stress distribution as uniform as possible was to make the best use of material. Even though
we did not perform the optimization for different values of the exponent q, optimized designs for this problem
proved to be quite sensitive to this value, as found elsewhere with a similar stress-based formulation [96].

• The accuracy of energy release rates obtained by means of topological derivatives depends on the accuracy
of the stress field. As a result, it is critical to choose an appropriate methodology to avoid stress oscillations
during the optimization process that could degenerate the final design. The stress recovery technique adopted
in this work cannot only prevent these issues, but also provide more accurate stresses than directly-calculated
stresses obtained by applying the gradient to the FE solution. However, the recovery technique also increases
the complexity of the sensitivity formulation, which is the most intricate part of this work. For instance, in
order to obtain the sensitivity of recovered stresses with respect to design variables, the derivative of Eq. (23)
used to evaluate the enhanced stress field should also be calculated, which makes the sensitivity formulation
involved.

• Owing to properties of IGFEM, such as creating enriched nodes along discontinuities and using Lagrange shape
functions of integration elements to construct enrichments, immersing design domains into any computational
FE mesh gives tremendous flexibility. Even though we use the proposed method to obtain solid-void topologies,
void material is still assigned to void areas to avoid ill-conditioned stiffness matrices. However, the proposed
procedure can be extended to solve pure solid optimization problems by using techniques presented by van
den Boom et al. [68].

• Compared to a stress-based optimization that considers stress values in all solid elements in the computational
domain, our approach to optimize for fracture resistance only considers the evaluation of energy release
rates along the boundaries. As a result, as the problems increase in size, asymptotically our approach is
more efficient because it computes quantities in lower-dimensional manifolds. In addition, only enriched
nodes under tension are considering when evaluating the objective function. To remain competitive, a stress-
based optimization procedure would have to consider only the stress in solid elements crossed by interfaces.
Nevertheless, such an approach would mandate for a procedure that detects such elements, complicating the
computer implementation.

• Designing structures with enhanced fracture resistance in 3D could also be done by developing the proposed
topology optimization methodology. To that end, the most intricate part would be to obtain the formulation
for the topological derivatives, for which some progress has already been made [97]. In addition, extra efforts
are required to obtain the analytical sensitivity formulation for recovered stresses in 3D.
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Table 1
Data of parameters c(I,1)

i , c(II,1)
i , c(I,2)

i , and c(II,2)
i in matrix H(γ ).

i c(I,1)
i c(II,1)

i c(I,2)
i c(II,2)

i

1 −0.174856 −0.198196 −0.419098 0.478653
2 1.393783 0.681479 −0.197271 −0.130868
3 −0.278259 −0.282608 −0.445897 0.663435
4 0.240695 0.136522 −0.050066 −0.066599
5 −0.071883 −0.041562 −0.022856 0.183693
6 0.011246 0.006177 0.003281 −0.006140
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ppendix A. Matrix H(γ ) of influence coefficients

H(γ ) is a 2 × 2 matrix that is a function of angle γ between cracks and the inward normal of the structural
oundary [83]. Its components are

h11(γ ) =

6∑
i=1

{[
1 − tan(γ )2]

· c(I,1)
i cos[(i − 1)γ ] −

sin(γ )
cos(γ )3 · c(I,2)

i sin(iγ )
}
,

h12(γ ) =

6∑
i=1

{
2 tan(γ ) · c(I,1)

i cos[(i − 1)γ ] +
1

cos(γ )2 · c(I,2)
i sin(iγ )

}
,

h21(γ ) =

6∑
i=1

{[
1 − tan(γ )2]

· c(II,1)
i sin(iγ ) −

tan(γ )
cos(γ )2 · c(II,2)

i cos[(i − 1)γ ]
}
,

h22(γ ) =

6∑
i=1

{
2 tan(γ ) · c(II,1)

i sin(iγ ) +
1

cos(γ )2 · c(II,2)
i cos[(i − 1)γ ]

}
,

, (29)

here c(I,1)
i , c(II,1)

i , c(I,2)
i , and c(II,2)

i are given by the following Table 1.
As cracks are assumed to nucleate perpendicularly to the structural boundary, the angle γ is set to 0, which leads

to a simplified H(γ ) matrix:

H(0) =

6∑
i=1

[
c(I,1)

i 0
0 c(II,2)

i

]
. (30)

ppendix B. Energy release rate coordinate transformation

The energy release rate was given in Eqs. (21) and (22) both in polar and Cartesian coordinates, respectively. In
act, expanding the matrix Q(γ, β), the expression for the energy release rate takes the form

G(xi , η, γ, β) =
πη
σ (xi )⊺ Q(γ, β)σ (xi ) =

πη
σ (xi )⊺ P g(β)⊺ P l(γ )⊺H⊺(γ )H(γ )P l(γ )P g(β)σ (xi ), (31)
E1 E1
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Fig. 20. Line elements ni and im (marked with red segments) sharing node i are used to compute the outward normal ni of node i .

where we assume that cracks always nucleate perpendicularly to the boundary, i.e., γ = 0 then for all potential
racks. P g(β) is a 4 × 4 matrix defined as

P g(β) =

⎡⎢⎢⎣
cos2 β sinβ cosβ sinβ cosβ sin2 β

− sinβ cosβ cos2 β − sin2 β sinβ cosβ
− sinβ cosβ − sin2 β cos2 β sinβ cosβ

sin2 β − sinβ cosβ − sinβ cosβ cos2 β

⎤⎥⎥⎦

=

⎡⎢⎢⎣
n2

x nx ny nx ny n2
y

−nx ny n2
x −n2

y nx ny

−nx ny −n2
y n2

x nx ny

n2
y −nx ny −nx ny n2

x

⎤⎥⎥⎦ . (32)

here n = (nx , ny) = (− cosβ,− sinβ) is the outward normal of the local boundary.
Under the discretized model, n is expressed as the outward normal ni of node i that is evaluated by averaging

the normal of segments along material interfaces. As shown in Fig. 20, node i is shared by two line elements ni
and im (marked with red segments). The average of normals of these two segments is evaluated as

navg = (navgx , navgy) =
1
2
(nni + nim) . (33)

hen ni is evaluated by normalizing navg as

ni = (nx , ny) =
(navgx , navgy)√
n2

avgx + n2
avgy

. (34)

The other transformation matrix P l(γ ) is given by

P l(γ ) =

[
sin2(γ ) −

sin(2γ )
2 −

sin(2γ )
2 cos2(γ )

− sin(γ ) cos(γ ) cos2(γ )−sin2(γ )
2

cos2(γ )−sin2(γ )
2 sin(γ ) cos(γ )

]
. (35)

etting the angle γ = 0, P l(γ ) is simplified to

P l(0) =

[
0 0 0 1
0 0.5 0.5 0

]
. (36)

ppendix C. Interpolation matrices and differential operator

The expressions for the interpolation matrices and for the differential operator used in the proposed stress recovery
echnique are:

Eσ =

⎡⎣ 1 x y xy x2 y2 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 x y xy x2 y2 0 0 0 0 0 0

2 2

⎤⎦ , (37)

0 0 0 0 0 0 0 0 0 0 0 0 1 x y xy x y

21
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Ēσ =

⎡⎣ 1 0 0 x y 2xy 0 0 0 y2 0 x2

0 1 0 0 0 0 x z 2xy 0 x2 y2

0 0 1 −y 0 −y2 0 −x −x2 0 0 −2xy

⎤⎦ , (38)

Eζ =

[
1 x y 0 0 0
0 0 0 1 x y

]
, (39)

∂σ =

[
∂
∂x 0 ∂

∂y
0 ∂

∂y
∂
∂x

]
. (40)

ppendix D. Detailed sensitivity formulation

.1. ∂ J
∂s j

And ∂ J
∂Ũ

According to Eq. (15), the derivative of J with respect to design variable s j is expressed as

∂ J
∂s j

=

(
1

Nnode

) 1
p 1

p

(Nnode∑
i=1

G p
i

) 1
p −1 (Nnode∑

i=1

pG p−1
i

∂G i

∂s j

)
, (41)

where
∂G i

∂s j
=
πη

E1

∂ (σ (xi )⊺ Q(γ, β)σ (xi ))
∂s j

=
πη

E1

(
∂σ (xi )⊺

∂s j
Q(γ, β)σ (xi ) + σ (xi )⊺

∂ Q(γ, β)
∂s j

σ (xi ) + σ (xi )⊺ Q(γ, β)
∂σ (xi )
∂s j

)
.

(42)

ccording to Eq. (24), the derivative of nodal stress σ (xi ) with respect to design variable s j is defined as

∂σ (xi )
∂s j

=
∂σ (xi )
∂xn

∂xn

∂s j
=

1
Ni

∂
(∑

Eσ (xi )σ̂ e
)

∂xn

∂xn

∂s j
=

1
Ni

∑(
∂Eσ (xi )
∂xn

σ̂ e + Eσ (xi )
∂σ̂ e

∂xn

)
∂xn

∂s j
. (43)

The first term (∂Eσ (xi )/∂xn) σ̂ e is only non-zero, when xi equals enriched node xn , and derivatives of Eσ (xi )
with respect to coordinates (xi , yi ) are given by

∂Eσ (xi )
∂xi

=

⎡⎣ 0 1 0 yi 2xi 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 yi 2xi 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 yi 2xi 0

⎤⎦ ,
∂Eσ (xi )
∂yi

=

⎡⎣ 0 0 1 xi 0 2yi 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 xi 0 2yi 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 xi 0 2yi

⎤⎦ .
(44)

n order to evaluate ∂σ̂ e/∂xn , we need to solve the derivative of Eq. (23), which is used to obtain the recovered
tress field. For simplicity, we redefine several terms in Eq. (23) as

Ae =

⎡⎢⎣
∫

e
Ē⊺
σ Eσde∫

e
E⊺
ζ ∂σ Eσde

⎤⎥⎦ , Be1 =

∫
e

Ē⊺
σσ

h
e de, Be2 =

∫
e

E⊺
ζ bde. (45)

hen, the corresponding derivative associated with enriched node xn is given by⎛⎝∑
{e∈Ei }

∂Ae

∂xn

⎞⎠ σ̂ e +

⎛⎝∑
{e∈Ei }

Ae

⎞⎠ ∂σ̂ e

∂xn
=

∑
{e∈Ei }

[
∂Be1
∂xn
∂Be2
∂xn

]
. (46)

fter solving Eq. (46), the derivative of σ̂ e with respect to enriched node xn is expressed as

∂σ̂ e

∂xn
=

⎛⎝∑
Ae

⎞⎠−1⎛⎝∑ [
∂Be1
∂xn
∂Be2

]
−

⎛⎝∑ ∂Ae

∂xn

⎞⎠ σ̂ e

⎞⎠ . (47)

{e∈Ei } {e∈Ei } ∂xn {e∈Ei }
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According to Appendix C and Eq. (45), ∂Ae/∂xn and ∂Bei/∂xn, i = 1, 2 can be obtained directly. As enriched
nodes are created at intersections between element edges and material interfaces, their locations are evaluated based
on level set values and coordinates of background mesh nodes. As shown in Fig. 21, enriched node xn is related
to original mesh nodes xk and xl as

xn = xl −
φl

φk − φl
(xk − xl) , (48)

here φk and φl are level set values of xk and xl , respectively. The derivative of xn with respect to design variable
j is then given by

∂xn

∂s j
=
∂xn

∂φl

∂φl

∂s j
+
∂xn

∂φk

∂φk

∂s j
, (49)

here
∂xn

∂φl
= −

φk

(φk − φl)
2 (xk − xl) , (50)

and
∂xn

∂φk
= −

φl

(φk − φl)
2 (xk − xl) . (51)

Since the level set function φ is discretized by means of compactly supported RBFs (see Eq. (17) and Fig. 4),
∂φl/∂s j = ζ j (xl) and ∂φk/∂s j = ζ j (xk). The derivative of Q(γ, β) with respect to design variable s j in Eq. (42)
s given in Appendix E. The derivative of J with respect to the displacement Ũ is

∂ J

∂Ũ
=

(
1

Nnode

) 1
p 1

p

(Nnode∑
i=1

G p
i

) 1
p −1 (Nnode∑

i=1

pG p−1
i

∂G i

∂Ũ

)
, (52)

here
∂G i

∂Ũ
=
πε

E1

∂ (σ (xi )⊺ Q(γ, β)σ (xi ))

∂Ũ
=
πε

E1

(
∂σ (xi )⊺

∂Ũ
Q(γ, β)σ (xi ) + σ (xi )⊺ Q(γ, β)

∂σ (xi )

∂Ũ

)
. (53)

Similar to Eq. (43), the derivative of σ (xi ) with respect to displacement Ũ is given by

∂σ (xi )

∂Ũ
=
∂
(∑

Eσ (xi )σ̂ e
)

∂Ũ
=

∑(
∂Eσ (xi )

∂Ũ
σ̂ e + Eσ (xi )

∂σ̂ e

∂Ũ

)
=

∑(
Eσ (xi )

∂σ̂ e

∂Ũ

)
= Eσ (xi )

∑ ∂σ̂ e

∂Ũ
.

(54)

n order to evaluate ∂σ̂ e/∂Ũ , we need to solve the derivative of Eq. (23) with respect to Ũ . Then, the corresponding
erivative is expressed as

∂σ̂ e

∂Ũ
=

⎛⎝∑
{e∈Ei }

Ae

⎞⎠−1⎛⎝∑
{e∈Ei }

[
∂Be1
∂Ũ
∂Be2
∂Ũ

]
−

⎛⎝∑
{e∈Ei }

∂Ae

∂Ũ

⎞⎠ σ̂ e

⎞⎠ . (55)

As shown in Eq. (45), Ae is only related to coordinates, so ∂Ae/∂Ũ = 0.

D.2. ∂ K̃
∂s j

And ∂ F̃
∂s j

According to Eq. (13), derivatives of K̃ and F̃ with respect to design variable s j are expressed as

∂ K̃
∂s j

=
∂T⊺

∂s j
K TŨ + T⊺ ∂K

∂s j
TŨ + T⊺K

∂T
∂s j

Ũ, (56)

nd

∂ F̃
=
∂T⊺

(F − K g) + T⊺

(
∂F

−
∂K

g − K
∂ g
)
. (57)
∂s j ∂s j ∂s j ∂s j ∂s j
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I

Fig. 21. Enriched nodes xn is created at the intersection between a material interface (marked in red) and an element edge with nodes xk
and xl .

According to Eqs. (7) and (9), ∂K/∂s j and ∂F/∂s j can be evaluated directly. ∂ g/∂s j is a zero vector as prescribed
displacements are not related to design variables in this paper. As shown in Eq. (12), the transformation matrix T
is constructed with shape function Ni , i = 1, 2, 3, so it can be expressed as a 10 × 10 matrix:

T =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0

−N1 0 −N2 0 0 0 1 0 0 0
0 −N1 0 −N2 0 0 0 1 0 0
0 0 −N2 0 −N3 0 0 0 1 0
0 0 0 −N2 0 −N3 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (58)

ts sensitivity with respect to design variable s j can be computed as

∂T
∂s j

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0

−
∂N1
∂s j

0 −
∂N2
∂s j

0 0 0 0 0 0 0

0 −
∂N1
∂s j

0 −
∂N2
∂s j

0 0 0 0 0 0

0 0 −
∂N2
∂s j

0 −
∂N3
∂s j

0 0 0 0 0

0 0 0 −
∂N2
∂s j

0 −
∂N3
∂s j

0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (59)

where the derivative of shape function Ni , i = 1, 2, 3 with respect to design variable s j is explained in detail in
Ref. [57].

D.3. ∂ JσvM
∂s j

, and ∂ JσvM
∂Ũ

Considering the objective function JσvM associated with von Mises stress, it is given by

JσvM =
1
N

Ne∑
(σvMi − σ̄vM)

q . (60)

e i=1
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Its derivative associated to design variable s j is then given by

∂ JσvM

∂s j
=

q
Ne

Ne∑
i=1

(
(σvMi − σ̄vM)

q−1 ∂ (σvMi − σ̄vM)

∂s j

)
=

q
Ne

Ne∑
i=1

(
(σvMi − σ̄vM)

q−1 ∂ (σvMi − σ̄vM)

∂xn

∂xn

∂s j

)
.

(61)

As von Mises stress σvM in 2D is expressed as

σvM =

√
σ 2

xx + σ 2
yy − σxxσyy + 3σ 2

xy =
√
σ ⊺Rσ , (62)

here

R =

⎡⎢⎢⎣
1 0 0 −0.5
0 1 0.5 0
0 0.5 1 0

−0.5 0 0 1

⎤⎥⎥⎦ , (63)

ts derivative with respect to design variable s j is

∂σvM

∂s j
=
∂
√
σ ⊺Rσ
∂s j

=
1

2σvM

(
∂σ ⊺

∂s j
Rσ + σ ⊺R

∂σ

∂s j

)
. (64)

Then the sensitivity term (∂ (σvMi − σ̄vM)) /∂s j in Eq. (61) is expressed as

∂ (σvMi − σ̄vM)

∂s j
=

1
2σvMi

(
∂σ

⊺
i

∂s j
Rσ i + σ

⊺
i R
∂σ i

∂s j

)
−

1
Ne

Ne∑
l=1

∂σvMl

∂s j
. (65)

he derivative of the recovered element stress σ i with respect to design variable s j is given by

∂σ i

∂s j
=
∂
(
Eσ (xg)σ̂ i

)
∂s j

=

(
∂Eσ (xg)
∂xn

σ̂ i + Eσ (xg)
∂σ̂ i

∂xn

)
∂xn

∂s j
, (66)

where xg is the global coordinate of gauss points in the i th element, ∂σ̂ i/∂xn can be obtained by solving Eq. (47),
nd σ̂ i is a vector derived from Eq. (23). The derivative of interpolation matrix Eσ (xg) associated to xn is defined
s

∂Eσ (xg)
∂xn

=
∂Eσ (xg)
∂xg

∂xg

∂xn
=
∂Eσ (xg)
∂xg

∂X⊺
e

∂xn

[
N(ξ i )
ψ(ξ i )

]
, (67)

here Xe are the nodal coordinates of the i th element, and ξ i is the local coordinate of Gauss point.
The derivative of JσvM with respect to the displacement Ũ is

∂ JσvM

∂Ũ
=

q
Ne

Ne∑
i=1

(
(σvMi − σ̄vM)

q−1 ∂ (σvMi − σ̄vM)

∂Ũ

)
, (68)

here

∂ (σvMi − σ̄vM)

∂Ũ
=

1
2σvMi

(
∂σ

⊺
i

∂Ũ
Rσ i + σ

⊺
i R
∂σ i

∂Ũ

)
−

1
Ne

Ne∑
l=1

∂σvMl

∂Ũ
. (69)

The derivative of the recovered element stress σ i with respect to the displacement Ũ is defined as

∂σ i

∂Ũ
=
∂
(
Eσ (xg)σ̂ i

)
∂Ũ

=
∂Eσ (xg)

∂Ũ
σ̂ i + Eσ (xg)

∂σ̂ i

∂Ũ
= Eσ (xg)

∂σ̂ i

∂Ũ
, (70)

here ∂σ̂ i/∂Ũ can be obtained by solving Eq. (55).

ppendix E. Derivative of Q(γ, β) with respect to design variable s j
25
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According to Eq. (31), Q(γ, β) is a matrix used to transform stress σ defined in the global Cartesian coordinates
to stress σ θ in polar coordinates, and it is expressed as

Q(γ, β) = P g(β)⊺ P l(γ )⊺H⊺(γ )H(γ )P l(γ )P g(β). (71)

ince cracks are assumed to nucleate perpendicularly to the structural boundary, γ = 0. This means that matrices
P l(γ ) and H(γ ) are not affected by design variables. The derivative of matrix Q(γ, β) with respect to design
variable s j is then expressed as

∂ Q(γ, β)
∂s j

=
∂ P g(β)⊺

∂s j
P l(γ )⊺H⊺(γ )H(γ )P l(γ )P g(β) + P g(β)⊺ P l(γ )⊺H⊺(γ )H(γ )P l(γ )

∂ P g(β)
∂s j

. (72)

ccording to Eq. (32), the derivative of P g(β) with respect to design variable s j is

∂ P g(β)
∂s j

=

⎡⎢⎢⎢⎢⎢⎣
2nx

∂nx
∂s j

∂nx
∂s j

ny + nx
∂ny
∂s j

∂nx
∂s j

ny + nx
∂ny
∂s j

2ny
∂ny
∂s j

−( ∂nx
∂s j

ny + nx
∂ny
∂s j

) 2nx
∂nx
∂s j

−2ny
∂ny
∂s j

∂nx
∂s j

ny + nx
∂ny
∂s j

−( ∂nx
∂s j

ny + nx
∂ny
∂s j

) −2ny
∂ny
∂s j

2nx
∂nx
∂s j

∂nx
∂s j

ny + nx
∂ny
∂s j

2ny
∂ny
∂s j

−( ∂nx
∂s j

ny + nx
∂ny
∂s j

) −( ∂nx
∂s j

ny + nx
∂ny
∂s j

) 2nx
∂nx
∂s j

⎤⎥⎥⎥⎥⎥⎦ . (73)

s shown in Eq. (34), sensitivities of nx and ny associated with design variable s j are calculated, respectively, as

∂nx

∂s j
=

∂
navgx√

n2
avgx +n2

avgy

∂s j
=

n2
avgy

∂navgx
∂s j

− navgx navgy
∂navgy
∂s j

(n2
avgx + n2

avgy)
√

n2
avgx + n2

avgy

, (74)

and

∂ny

∂s j
=

∂
navgy√

n2
avgx +n2

avgy

∂s j
=

n2
avgx

∂navgy
∂s j

− navgx navgy
∂navgx
∂s j

(n2
avgx + n2

avgy)
√

n2
avgx + n2

avgy

. (75)

As the average normal (navgx , navgy) is evaluated by the normal of segments sharing node i , we take segment im
s an example to illustrate the procedure for obtaining the derivative of segment normal nim . Fig. 20 shows that
egment im is defined by two enriched nodes xi and xm , and its direction and normal then can be expressed,
espectively, as

d im =
xi − xm

√
(xi − xm) · (xi − xm)

= (d imx , d imy), (76)

and

nim = (−d imy, d imx ). (77)

Then the derivative of the direction d im with respect to design variable s j is given by

∂d im

∂s j
=

√
(xi − xm) · (xi − xm) ·

(
∂xi
∂s j

−
∂xm
∂s j

)
− (xi − xm) ·

( ∂xi
∂s j

−
∂xm
∂s j

)·(xi −xm )
√

(xi −xm )·(xi −xm )

(xi − xm) · (xi − xm)
(78)

where ∂xi/∂s j and ∂xm/∂s j are extracted from Eq. (49). The derivative of nim with respect to s j can be obtained
via Eq. (77).
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