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Abstract
Electronic nose (eNose) technology is an emerging diagnostic application, using artificial
intelligence to classify human breath patterns. These patterns can be used to diagnose medical
conditions. Sarcoidosis is an often difficult to diagnose disease, as no standard procedure or
conclusive test exists. An accurate diagnostic model based on eNose data could therefore be helpful
in clinical decision-making. The aim of this paper is to evaluate the performance of various
dimensionality reduction methods and classifiers in order to design an accurate diagnostic model
for sarcoidosis. Various methods of dimensionality reduction and multiple hyperparameter
optimised classifiers were tested and cross-validated on a dataset of patients with pulmonary
sarcoidosis (n= 224) and other interstitial lung disease (n= 317). Best performing methods were
selected to create a model to diagnose patients with sarcoidosis. Nested cross-validation was
applied to calculate the overall diagnostic performance. A classification model with feature
selection and random forest (RF) classifier showed the highest accuracy. The overall diagnostic
performance resulted in an accuracy of 87.1% and area-under-the-curve of 91.2%. After
comparing different dimensionality reduction methods and classifiers, a highly accurate model to
diagnose a patient with sarcoidosis using eNose data was created. The RF classifier and feature
selection showed the best performance. The presented systematic approach could also be applied to
other eNose datasets to compare methods and select the optimal diagnostic model.

1. Introduction

New applications of artificial intelligence (AI) in pul-
monary medicine have been increasingly studied and
published over the last years. However, no applic-
ations have yet been approved for use in clinical
practice. Investigated applications range from auto-
matic interpretation of pulmonary function tests and
chest computed tomography scans, to predicting dis-
ease exacerbations using home monitoring data [1].
AI models sometimes achieve the accuracy level of

human experts [2]. Therefore, it is likely that AI
will support clinical decision making in the near
future.

Electronic nose (eNose) technology is one of the
upcoming new technologies for clinical practice that
uses AI. An eNose device analyses exhaled breath in
real-time, using multiple cross-reactive sensors with
different sensitivities. By using classification mod-
els to categorize generated sensor data, the eNose
device has the potential to be used as non-invasive
diagnostic tool. Hence, different eNose devices and
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clinical applications are currently studied in the field
of pulmonary medicine [3].

Interstitial lung diseases (ILDs) comprise a large
group of heterogeneous rare individual diseases that
affect the interstitium of the lungs. Patients usu-
ally present with non-specific symptoms, and dis-
ease course and response to therapy widely varies.
Sarcoidosis, a form of ILD, is a multisystem granu-
lomatous disease with lung involvement occurring in
89%–99% of patients [4]. In the current guidelines,
three main criteria are proposed to diagnose sarc-
oidosis: a compatible clinical presentation, the find-
ing of nonnecrotizing granulomatous inflammation
in tissue samples, and the exclusion of alternative
causes of granulomatous disease [5]. However, no
objective measures exist to judge whether these cri-
teria are satisfied. Consequently, the established con-
sensus diagnosis always contains a certain margin of
uncertainty for each individual, despite multiple dia-
gnostic test, often including invasive tissue biopsy.
Therefore, accurate, non-invasive and fast diagnostic
modalities are highly needed.

Studies that tested performance of eNose tech-
nology as a diagnostic tool for ILD show accuracies
varying from 49%–100% [6–12]. The large spread
might be explained by differences in study design and
eNose devices. Moreover, these studies used different
classifiers to analyse the sensor data: neural networks
(NNs), canonical discriminant analysis, K-nearest
neighbour, linear discriminant analysis (LDA),
partial least squares discriminant analysis (PLS-
DA), random forest (RF), support vector machines
(SVMs), and Extreme Gradient Boosting (XGBoost).
We previously showed that PLS-DA accurately distin-
guished sarcoidosis from other forms of ILD, but we
did not evaluate the performance of different classifi-
ers or models [11, 12].

In the field of machine learning, various models
are usually compared before selecting a final machine
learning model [13]. This might also be a good
approach for clinical eNose research, as performance
might differ per dataset and classificationmodel [14].
Until now, only two eNose studies in ILD evaluated
multiple models. They showed fair and comparable
model performance on training datasets, but per-
formance in test and validation sets varied [6, 10].

The main aim of this paper is to evaluate the per-
formance of various dimensionality reduction meth-
ods and classifiers to design the most accurate dia-
gnostic model for sarcoidosis.

2. Methods

2.1. Dataset andmaterials
The used dataset includes eNose sensor and clin-
ical data of patients with pulmonary sarcoidosis
(n = 224) and patients with other ILDs (n = 317)

from the Erasmus Medical Center (Rotterdam, the
Netherlands). Clinical characteristics have been pub-
lished previously [11]. We collected exhaled breath
data using the SpiroNose (Breathomix, Leiden,
Netherlands) which is connected to an online secured
platform and database called BreathBase. Breath
manoeuvres were performed in duplicate. Each man-
oeuvre included five tidal breaths, followed by a max-
imal inhalation to vital capacity, 5 s breath hold and
slow maximal exhalation leading to a sensor peak
value. During the measurements, a mouthpiece with
bacterial filter (Pulmosafe 3, Lemon Medical GmbH,
Hammelburg, Germany) and a nose clampwere used.
The investigator checks the quality of each measure-
ment in real-time during the breath manoeuvre by
inspecting the sensor deviation curves that appear in
BreathBase. The investigator can provide the patient
feedback for the second manoeuvre if necessary.
Specifications of the device and manoeuvres have
previously been published and are specified in sup-
plementary dataA [15]. Sensor characteristics, system
verification procedures, and conditions and contra-
indications for using the device are also described in
supplementary data A.

The SpiroNose contains seven different metal
oxide semiconductor sensors, present in duplicate
on the inside and outside of the device. After data
pre-processing (including scaling and correction for
ambient air), both the sensor peak value and peak
to breath-hold ratio are extracted from each sensor
signal, leading to 14 sensor values per patient. The
peak value of sensor 2 is set to a constant value and is
used for scaling of the other sensor values. The peak
value of sensor 2 does not serve as an input variable.
The data processing has been described previously
[15]. Figure S1 and S2 in supplementary data B shows
some examples of sensor diagrams and correspond-
ing input variables.

Clinical characteristics were obtained from med-
ical files and patient questionnaires. The study pro-
tocol was approved by the local ethical committee of
ErasmusMedical Center (MEC-2019-0230). Analyses
were conducted inMatlab (versionR2021b), Statistics
and Machine Learning Toolbox [16]. The final script
to generate the results of this paper was run in June
2022. The full Matlab scripts are freely available on
request.

2.2. Model design and testing
Based on previously published eNose studies and
compatibilities of Matlab, classifiers k-NN, LDA, NN,
RF, and SVM were selected for evaluation of their
binary classification performance using eNose sensor
data of patients with sarcoidosis and ILD. The overall
process of model design and evaluation consisted of
several consecutive steps:

2
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Figure 1. Summary of model design and evaluation. (A) Testing several methods of dimensionality reduction to select the best
performing method. (B) Training and testing different classifiers to select the best performing method and train the final model.
(C) Validating the overall diagnostic performance of the model using nested cross-validation. Cross-validation in the inner loop is
similar to the cross-validation in (B).
∗The classifier or DR technique resulting in the best CVA is selected. ∧Using Bayesian optimisation. CVA= cross-validated
accuracy; DR= dimensionality reduction
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1. Testing several methods of dimension-
ality reduction to select the best per-
forming method to train the model
(figure 1(A));

2. Training and testing several hyperparameter
optimised classifiers using 10-fold cross-
validation to select the most accurate classifier
to train the model (figure 1(B));

3. Validating the overall diagnostic performance
of the model using nested cross-validation
(figure 1(C));

4. Applying the trained final model on random
patients to show the individual diagnostic prob-
ability;

5. Assessing the sufficiency of dataset size by calcu-
lating model accuracies on increasing sample size
proportions.

2.2.1. Dimensionality reduction
First, the dimensionality of the dataset was reduced
using feature selection or feature extraction, and this
was compared to using no dimensionality reduc-
tion. The input variables (i.e. features) were the
13 peak sensor and peak to breath-hold values per
eNose measurement of a patient. All three methods
were tested on 80% of the data using 10-fold cross-
validation (figure 1(A)). Themethodwith the highest
cross-validated accuracy (CVA) was implemented in
training the final model. The dimensionality reduc-
tion cross-validation was performed once, as the out-
come of dimensionality reduction depends on the
dataset itself, not on the classifier [17, 18].

Feature extraction was performed using prin-
cipal component analysis (PCA) with Matlab’s func-
tion PCA [19]. PCA results in a set of multivariate
components, where each component is a combina-
tion of the original 13 sensor values. The first PCA
component explains the greatest variance of the data
and the last PCA component the least. To determ-
ine which components to include, percentage of vari-
ability thresholds of ⩾90%, 95% or 99% were com-
pared. The singular value decomposition algorithm
was selected within Matlab’s PCA function.

Feature selection was performed with Matlab’s
fscchi2 function [20]. This function was used to cal-
culate theweight of each feature by taking the negative
logarithm of the p-value resulting from a chi-squared
test. This weight represents the extent to which a
single feature influences the outcome of the model; a
higher score indicates more influence. Following the
feature weights calculation, various weight thresholds
were tested to select a certain number of contributing
features. Three thresholds that resulted in five up to
ten contributing features were eventually tested.

2.2.2. Hyperparameter optimisation
In each fold, hyperparameter optimisation was
executed while training each classifier. This was done
by setting the option OptimizeHyperparameters in

each classifier to ‘auto’. This led to 2–4 parameters
being optimised per classifier. The type of paramet-
ers depended on which classifier was being trained.
Specifications of the optimizations can be found in
supplementary data C. Using Bayesian optimisation,
the 5-fold cross-validated loss per set of hyperpara-
meters was calculated over 30 iterations [21]. The set
with the minimal cross-validation loss was selected.

The RF method required several other paramet-
ers to be defined in the function fitcensemble [22]. In
Matlab, the type of learnermethodwas set as ‘decision
tree’ and the aggregation method as ‘bag’. Bootstrap
aggregation (i.e. bagging) reduces the variance of
weak learners such as RF. This specification can-
not be combined with the OptimizeHyperparameters
option. Thus, hyperparameter optimisation was per-
formed separately using the Bayesopt function in the
same manner as for the other classifiers [21].

2.2.3. Model training, testing and selecting
To select the most accurate classifier, 10-fold cross-
validation was performed on the full dataset (set A)
for each classifier using the selected dimensionality
reduction method (section 2.2.1). The data splits for
10-fold cross-validation were made using the func-
tion cv-partition [23]. Nine folds formed the train-
ing set (set B) and the other fold the test set (set
C). The CVA per classifier was calculated as the aver-
age of the accuracies of the ten folds and included a
range (i.e. minimum and maximum accuracy of the
folds). The classifier with the highest CVA was selec-
ted and trained on set A. Hyperparameter optim-
isation was executed anew. For SVM, the selected
kernel type was ‘linear’. This resulted in the final
trainedmodel to classify patients based on eNose data
(figure 1(B)).

2.2.4. Diagnostic performance calculation
The overall diagnostic performance of this final
model was determined by repeating the initial 10-
fold cross-validation within a 5-fold cross-validation
(i.e. nested cross-validation) including all five classi-
fiers (k-NN, LDA, NN, RF, and SVM) (figure 1(C)).
Nested cross-validation leads to less bias than single-
loop cross-validationused for training the finalmodel
(section 2.2.3) as the results do not depend on a single
data split [24].

To execute this validation method, the full data-
set (set A) was split into five folds resulting in four
folds representing 80% (set D) and one representing
20% of the data (set E), the so-called outer loop. Set D
was used for inner loop 10-fold cross-validation and
therefore divided into set F andG (figure 1(C)). These
sets F and G underwent the exact same process as the
initial training and test sets B and C (figure 1(B)).

Each of the five folds resulted in a best performing
classifier, and this classifier was subsequently trained
on set D and tested on set E to calculate the dia-
gnostic performance (accuracy, specificity, sensitivity

4
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Figure 2. Cross-validated accuracy per classifier when applying different dimensionality reduction method, including three
different thresholds for FS (1, 3 and 5) and PCA (90%, 95% and 99%).
CVA= cross-validated accuracy; FS= feature selection; KNN= K-nearest neighbour; LDA= linear discriminant analysis;
NN= neural networks; PCA= principle component analysis; RF= random forest; SVM= support vector machines.

and AUC values) of that fold using Matlab’s function
confusionmat. The accuracy was calculated as (true
negatives + true positives)/(true negatives + true
positives + false negatives + true positives), spe-
cificity as true negatives/(true negatives + false pos-
itives), and sensitivity as true positives/(true posit-
ives + false negatives). Finally, the overall diagnostic
performance of the model was the average of these
values of the five folds.

2.2.5. Classifying individual patients
To simulate the model’s ability in diagnosing a ‘new’
patient, the trained final model was applied to sensor
data from random patients from set A. The model
predicted for an individual patient the class it belongs
to (sarcoidosis or ILD), including the probability of
this prediction and the time it took to complete the
prediction. A higher probability means a higher like-
lihood of the prediction being correct for this indi-
vidual. The probability was calculated by multiplying
the prior probability with multivariate normal dens-
ity and expressed as an percentage [25].

2.2.6. Evaluation size dataset
In order to evaluate whether the final model would
benefit by training on more data or if sample
size was sufficient, the model’s accuracy was cal-
culated for smaller training dataset sizes. The final

trained model was repeatedly trained on an increas-
ing proportion of data to calculate the corresponding
accuracy.

The entire dataset was first split into a new train-
ing (90%) and test set (10% of data). The model
was trained using 1 up to 100% of the training data,
each attempt increasing with 1%. The corresponding
accuracy was tested using the full test set. Training
and testing was repeated 20 times per proportion of
training data, resulting in an average accuracy per
proportion used.

3. Results

3.1. Dimensionality reduction
CVA values resulting from the five different classifi-
ers after applying ‘feature selection’, ‘feature extrac-
tion’ (i.e. PCA) and ‘no dimensionality reduction’
are shown in figure 2. A feature selection weight
threshold set on 1 resulted in 10 features, 3 in 6,
and 5 in 5 features. A threshold of 1 resulted in the
highest CVA in four out of five classifiers. Therefore,
this method was chosen for dimensionality reduction
to implement in the final model. The weights of each
feature are shown in figure 3. The peak value of sensor
3 and 5, and peak to breath-hold ratio of sensor 2
did not reach the optimal threshold of 1, and were
excluded for training the final model.

5
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Figure 3.Weight per feature of the trained final model. Features include peak values and peak to breath-hold ratios. Weights
represent the extent to which a sensor value influences the response variable of the model.
Weight=−log(p-value per feature). The red line illustrates the weight of 1 used as threshold for feature selection. BH= breath
hold.

Figure 4. Comparison of the minimum, maximum, and the average accuracy of the ten folds, displayed per classifier calculated by
10-fold cross validation.
K-NN= K-nearest neighbour; LDA= linear discriminant analysis; NN= neural networks; RF= random forest;
SVM= support vector machines.
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3.2. Model training, testing and selecting
After applying feature selection with threshold of 1,
CVAs for all classifiers were calculated separately. RF
showed the highest CVA of 87.6% with a range of
79.6%–96.3% (figure 4) and was therefore selected as
classifier for the final model.

Hyperparameter optimisation resulted in 100
learning cycles and 23 bins, which were used to train
the RF classifier and the final model. All data sub-
sets in the ten folds had approximately the same class
distribution of ILD and sarcoidosis as the complete
dataset.

3.3. Diagnostic performance calculation
The best performing classifier and the correspond-
ing diagnostic performance values resulting from
each fold of the nested cross-validation are shown
in table 1. RF performed best in three out of five
folds. The CVA resulting from the five folds was
87.1% ranging from 80.7% to 92.6%. The average
sensitivity was 91.4% (range 86.4%–96.6%) and spe-
cificity 82.2% (range 74.0%—90.5%). The AUC of
the receiver operating characteristic curves varied
from 83.7%–96.8% with an average of 91.2%. The
accuracy for each five classifiers of all five folds and the
receiver operating characteristic curve resulting from
each fold can be found in supplementary dataD (table
S3 and figure S3).

3.4. Classifying individual patients
The model’s output for each individual patient
includes a diagnosis and diagnostic probability based
on eNose data. An example of the model’s output of
ten randomly selected individuals from the full data-
set is shown in table 2.

3.5. Evaluation size dataset
Increasing the training dataset from 80%–100% res-
ulted in 0.7% accuracy improvement (87.5–88.2%),
indicating that the model is likely trained on suffi-
cient data. The model’s accuracy when training with
a smaller dataset size is shown in figure S4 in supple-
mentary data E.

4. Discussion

In this paper, we evaluated multiple classification
methods to design a highly accurate model using
eNose data for diagnosing patients with pulmonary
sarcoidosis within a group of patients with ILD.
Different dimensionality reduction methods and
classifiers were trained, tested and compared sys-
tematically. Feature selection and RF resulted in
the highest diagnostic performance compared to the
other methods assessed and were trained to create a
final diagnostic model. Diagnostic performance res-
ulted in a CVA of 87.1%. The presented approach for

comparing different dimensionality reduction meth-
ods and classifiers to design a diagnostic eNosemodel
has not been described previously. A strength of the
designed model is the ability to show a specific dia-
gnostic probability for an individual patient, which
will facilitate translation of eNose technology into
clinical practice.

When starting to design a diagnostic model for a
certain condition using eNose data, the most import-
ant factor that determines model performance is
whether the selected condition can be detected in
exhaled breath accurately. A proof-of-concept study
should clarify this first before designing a diagnostic
model, like we performed for sarcoidosis previously
using the PLS-DA classifier [11]. In the current com-
parative analysis of classifiers, RF turned out to be the
best performing classifier for this dataset. RF has been
used previously to classify variousmedical conditions
using eNose data [3, 14]. In general, the majority of
eNose papers focus on a single analysis method to
classify patients supervised without a clear rationale
for the selected method. In this paper, we show a sys-
tematic comparative approach to justify the choice for
a certain analysis method.

Although RF showed the highest accuracy, differ-
ences between classifiers were small and all showed
good accuracies. When designing a model for clinical
applications, also other factors besides performance
have to be considered, such as speed of the model,
visualization, and outcome parameters [26]. Our
trained final model shows a diagnosis within 1 s for
an individual patient including a diagnostic certainty.
The latter is important for clinician to interpret the
eNose results correctly when using this test in clinical
practice.

Before implementing the eNose as a diagnostic
tool for sarcoidosis in clinical practice, the current
model needs to be trained and tested on an inde-
pendent heterogeneous multicentre cohort includ-
ing patients with various related conditions, with
respiratory complaints without a diagnosis, and
healthy controls matched by possible confounders
(e.g. age and sex), to confirm the models robustness
and to prevent overfitting [14]. Additionally, ana-
lysis of unlabelled patient data need to confirm the
hypothesis of this diagnostic tool. This is in partic-
ular important for a sarcoidosis cohort due to sev-
eral reasons. First, patients from different healthcare
settings should be included, not only from ILD and
sarcoidosis expert centres like the current cohort,
as patients’ characteristics and diagnostic certainty
might differ. Second, given the lack of clear object-
ive diagnostic criteria for sarcoidosis and ILD, the
reached consensus diagnosis always includes some
uncertainty. It is inevitable that training data of the
current dataset are not 100% accurate. Moreover,
the time between a patient’s diagnosis and eNose

7
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Table 1. Overall diagnostic performance of the final model displayed as the average accuracy (i.e. CVA), sensitivity, specificity and AUC
of the five folds. The best performing classifier per fold was selected based on the highest accuracy.

Classifier Accuracy (%) Sensitivity Specificity AUC (%)

Fold 1 RF 90.7 90.9 90.5 93.9
Fold 2 SVM 80.7 86.4 74.0 83.7
Fold 3 RF 86.1 88.7 82.6 93.3
Fold 4 SVM 85.2 94.3 76.4 88.1
Fold 5 RF 92.6 96.6 87.8 96.8
Average

—
87.1 91.4 82.2 91.2

95% CI 84.29, 89.91 88.99, 93.81 78.63, 85.77 90.76, 91.64

AUC= area under the curve; CI= confidence interval; CVA= cross-validated accuracy; RF= random forest; SVM= support vector

machines.

Table 2. Example of the diagnostic model’s output of ten
randomly selected patients including the probability of the
assigned class and the time needed to classify. All patients were
classified correctly.

Diagnosis Probability (%) Prediction time (s)

Patient 1 ILD 94 0.11
Patient 2 Sarcoidosis 93 0.09
Patient 3 ILD 89 0.09
Patient 4 ILD 88 0.13
Patient 5 Sarcoidosis 97 0.08
Patient 6 Sarcoidosis 97 0.07
Patient 7 ILD 86 0.07
Patient 8 Sarcoidosis 85 0.08
Patient 9 ILD 84 0.06
Patient 10 Sarcoidosis 95 0.06

ILD= interstitial lung disease; s= seconds.

measurement varied. Additionally, class frequencies
are assumed a realistic representation of prior prob-
abilities, which might vary in other care settings.
Lastly, most patients have received or were receiv-
ing therapy, which could have influenced the eNose
measurements. Nevertheless, previous analyses of this
sarcoidosis cohort suggested that the extent of disease
activity and treatment does not significantly affect the
accuracy of eNose results [11].

When looking at potential clinical applications
of diagnostic AI tools, including eNose technology,
it is unlikely that AI will fully replace clinical
decision making, as both clinicians and AI systems
have unique strengths. It is well recognised that
humans outperform machines in detection, percep-
tion, improvisation, long-term memory, induction,
and judgement, andmachines outperformhumans in
response speed and precision, repetition, short-term
memory, deductive reasoning, and handling com-
plex operations [27]. Thus, especially the use of AI
combined with clinical decision-making is likely to
be of added value. This accounts in particular for
diseases without a conclusive diagnostic test, such
as sarcoidosis, where pattern recognition is of great
importance.

Another prerequisite for a fruitful implementa-
tion of eNose technology in clinical practice is trust
of clinicians in the capability of the technology [28].

In the current paper, we aim to provide insights
to clinicians with regard to data processing, model
design and performance. This will build trust in
eNose technology and encourage correct interpreta-
tion of the model output. Essential for correct model
output interpretation and integration in clinical
decision-making is the individual diagnostic prob-
ability score provided in the current paper. Besides,
clinicians should know on what data the model is
trained to identify the correct patients for applying
the model to.

Several limitations of the developed model and
proposed method should be addressed.

The PLS-DA classifier that was used for analyses
in the previous proof-of-concept paper on the same
sarcoidosis cohort, which led to an accuracy of 83.2%
in the validation set, is not evaluated in the current
paper. The way PLS-DA reduces and classifies data
is substantially different from the other selected clas-
sifiers and less commonly used in machine learning
[29]. Besides, PLS-DA is not supported by a compat-
ible Matlab package. Moreover, some of the classi-
fiers presented in this paper achieve better accuracy
than 83.2%. However, for proof-of-concept studies
to explore whether eNose technology is able to dis-
tinguish certain patient groups there is no need to
compare multiple classifiers and PLS-DA is a reliable
method to use [29].

The calculated threshold for feature selection was
based on an independent 10-fold cross-validation
(figure 1(A)). Preferably, threshold optimisation
would have been included in the 10-fold cross-
validation when each classifier was trained and tested,
to select the most relevant features. This was not
executed due to computational limits.

The current results cannot yet be used in clinical
practice due to the lack of external validation of the
model. Due to the rarity of the disease and the small
number of specialized treatment centres, an external
patient cohort is difficult to create. To generate robust
results and avoid overfitting of the model using the
available data, the nested cross-validation was per-
formed as an extra step in testing the model follow-
ing recommendations from Cawley and Talbot [24].
Another possible source of bias is the absence of data
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from patients suspected of pulmonary sarcoidosis or
ILD.

5. Conclusion

Evaluation of various classification methods resulted
in an accurate diagnostic model for sarcoidosis based
on exhaled breath eNose data. To design this model,
frequently used dimensionality reduction methods
and classifiers were assessed and compared system-
atically by rigorous procedures such as nested cross-
validation. For the current eNose dataset, a model
based on feature selection followed by RF yield the
best results. The proposed strategy to design and
evaluate a diagnostic model can serve as an example
for other researchers and is applicable to other eNose
datasets.

The outcome of the model includes a specific dia-
gnostic probability for an individual patient, which
will facilitate translation into clinical practice. After
optimising the model with a multicentre training
dataset and validating the developed model with
eNose data of patients with suspected pulmonary
sarcoidosis, eNosemodelsmight be integrated in clin-
ical decisionmaking in order to facilitate a fast, accur-
ate and non-invasive diagnosis.
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