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Characterization of a Two-Dimensional Subsurface
Object With an Effective Scattering Model

Neil V. Budko and Peter M. van den Berg

Abstract—The problem of the location and characterization of
a two-dimensional (2-D) subsurface object is formulated as the
inverse problem for an effective scattering model. An arbitrary
finite-sized buried object is described as a subsurface circular
cylinder with the radius, permittivity, and position of its center
to be determined. The inversion is performed in a nonlinearized
way, minimizing the discrepancy between the actual scattered
field and that of the effective scattering model. A simple and
quick solution for a circular cylinder embedded in a lossy half
space is introduced. As far as numerical efficiency is concerned,
the obtained approximate algorithm is comparable to the free-
space solution. The location algorithm has been tested with the
two-dimensional models of plastic antipersonnel land mines.

Index Terms—Detection and characterization of subsurface
objects, ground penetrating radar, nonlinear inversion.

I. INTRODUCTION

I N this paper, we consider the problem of an effective para-
metric characterization of a two-dimensional subsurface

object from a limited set of measured scattered electromagnetic
field data. Most of the solutions to the inverse problem of
subsurface scattering configurations are known to be sensitive
to the initial estimate of the location, size, and constitutive
parameters of the buried object, especially in the case of the
ground penetrating radar (GPR) bistatic measurement setup,
which normally does not provide a complete and accurate mea-
surement of the scattered field’s spatial distribution. Another
important question addressed in this work is the practical real-
time applicability of the algorithm. Such an algorithm must be
fast enough to be useful in land mine detection, for example.

Our preliminary studies were concerned with the free-
space scattering configuration [1], where we had developed
an effective forward and inverse scattering model, based
on the concept of an approximate-matrix. Actually, an
arbitrary finite-sized object was described with the help of
the effective homogeneous circular scatterer, restoring its
location, radius, and permittivity in the process of nonlinear
minimization of the discrepancy between the field scattered
by the unknown object and the field scattered by the effective
circular substitute. With this, the necessary initial estimate
of the effective parameters of the real object (position, size,
and constitution) were obtained, which are also useful for the
immediate preliminary characterization.
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In the present paper, the unknown object is supposed to be
located in a lossy half space. We show how the structure of the
background media can be taken into account within concepts
of the -matrix approach, so that previously developed results
of the approximate -matrix are easily extended to the present
case. We use a slightly modified version of the conventional

-matrix approach [2], which follows the ideas mentioned in
[3] and realized in [4].

The solution to the forward scattering problem for the two-
media configuration employs the Green function in the form of
an inverse Fourier transform. This complicates the procedure,
developing a forward scattering code and particularly an
inverse scattering code, both of which would be applicable in
the real time, since calculation of the Green function includes
repetitious adaptive integration in complex domain [6], [7].
The first part of this paper is devoted to the analysis and the
effective approximation of the two-media Green function. As
a result, we obtain expressions that are equivalent to those
for the free-space configuration as far as numerical efficiency
is concerned. Also, we make a numerical comparison of
our approximation with the one most frequently used in the
literature, viz., the one where the Green function of the two-
media background simply is replaced by the Green function of
an infinite homogeneous medium with the material parameters
of the lower half space. This latter approximation appears to
be too crude. Finally, some numerical experiments with the
inversion algorithm are discussed.

II. SCATTERING CONFIGURATION

In a two-dimensional (2-D) case, we consider an inho-
mogeneous object, with its axis along the-direction of a
Cartesian coordinate system, immersed in a background that
consists of two half spaces with a plane interface at .
The permittivity and the electrical conductivity are the
constitutive parameters of the upper half space , while
the lower one is characterized by the permittivity
and conductivity . Fig. 1 shows the cross section of the
configuration in the -plane. The dielectric material inside
the cylinder is characterized by the permittivity and the
conductivity . The measurement setup, which
is widely used in GPR applications, is considered the bistatic
model with the fixed source-receiver offset . We assume
that the object is illuminated by a TM-polarized wave (is
parallel to the cylinder axis) generated by a single line source.
Scattered data are collected in the process of the movement
of the source-receiver unit along a horizontal section of length

. We assume that the transient scattered data are transformed
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Fig. 1. Scattering configuration.

to the frequency domain, and the analysis will be in this
frequency domain with time factor .

III. GREEN’S STATE OF THE BACKGROUND MEDIUM

The fundamental difference between scattering from free-
space and subsurface objects stems from the presence of the
plane interface in the latter case. We treat the problem by
employing the concept of background medium, which requires
a rigorous analysis of its Green state. This Green’s state

is the field at a point due to a line source at
in the background medium.

A. Expanded Form of the Green Function
and the T-Matrix Relation

Suppose the Green function of the background medium is
obtainable in a form of expansion as

(1)

The functions are singular but satisfy the radiation
conditions for , while the functions are
regular. The incident field in the background medium is the
field in absence of the scattering object and may be written as

(2)

where is the source point of the transmitter. Substitution of
the Green function in its expanded form (1) into (2) yields

(3)

with

(4)

From the contrast source or other formulation, one can recall
that the relation between the scattered field and the Green
function of the background is a linear integral representation.
In operator form, we write

(5)

where denotes the receiver point. Substituting the Green
function here in its expanded form (1), we obtain

(6)

with the unknown quantity

(7)

From the linearity of both the initial and scattered fields (with
respect to the Green function), it is clear that a linear relation
exists between the quantities and . This relation may
be written down with the help of the -matrix as

(8)

The -matrix contains the description of a particular scat-
terer. In addition, the process of its calculation implements a
particular method to solve the direct scattering problem. The
above formulation shows that as soon as the Green function
of the background medium is written in the expanded form
(1), both the initial and scattered fields may be represented
with the help of the expansion functions and
[see (3) and (6)], and a linear-matrix relation (8) between
the expansion coefficients of initial and scattered fields may
be established. The completeness of the systems of functions

and versus their actual shape has been studied in
detail elsewhere (see [5] and references therein).

B. Exact Expanded Form of the Green Function

In the 2-D case, the Green function of a homogeneous
medium with wavenumber may be
written in the integral form as

(9)

where is the propagation coefficient or in the
equivalent form through the Hankel function as

(10)

Employing the addition theorem for cylindrical functions, the
Green function is obtained in the expanded form as

(11)

when , where is a reference
point in the lower half space and in particular, we later
choose to be the center of the scattering object (see Fig. 1).
Furthermore, the angles and are defined as

(12)

Equation (11) provides the necessary representation (1) to use
the -matrix formulation of the problem.
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The Green function of the medium, consisting of two half
spaces with a plane interface at , has the following
integral representation [8]:

(13)

for and belonging to different half spaces (i.e.
), and

(14)

for and both situated in the lower half space (i.e.
). Here, and

are the wavenumber and propagation coefficient in
the upper half space, respectively. The Green function given
by (14) consists of two terms, in which the first one is the
Green function of the homogeneous medium with the material
parameters of the lower half space. The second term takes into
account reflection against the plane interface.

To represent the integrals (13), (14) as the series (1),
we introduce an alternative form for the employed complex
quantities

(15)

where the complex angle follows from

(16)

Employing the expansion of the exponential function in terms
of Bessel functions

(17)

we can expand the integrals (13) and (14) as

(18)

where is given by

(19)

for and belonging to different half spaces (i.e.
), and

(20)

for and both situated in the lower half space (i.e.
).

From the expansions (11) and (18) for the Green functions
of free-space and the two-media, we obtain the functions

and as

(21)

(22)

for a one-medium background, and

(23)

(24)

for a two-media background. Note that in the latter case, the
function has two different representations [(19), (20)]
depending upon on the position ofand with respect to
the plane interface.

C. Approximate Expanded Form of the
Two-Media Green Function

The exact expanded form of the two-media Green function
as introduced in (17) contains the elements given by
(19) and (20) that play an important role in the construction of
the final solution for the forward scattering problem. Having

in the form of complex domain integrals, we would
deal with the precise algorithm. This is, however, very slow
in a numerical sense. It is natural to consider the possibility
of an approximate evaluation of the complex domain integrals
involved. First, we note that if we expand the one-medium
Green function (9) in the same manner as it was done for the
two-media Green function, one arrives at the following integral
representation of the Hankel function of the-th order:

(25)

when .
To exploit this relation in (19), we introduce the effective

quantities and , and we
determine and such that (19) may be approximated by

(26)

where is a suitable damping factor, , and

(27)

One can pose a separate algebraic problem for finding the
quantities , , , and , which allow for the simplification
of (26). However, the arising system of equations does not
have a closed-form solution for a varying or for a fixed

. The simplest available choice is .
Since for , one can find and by

equalizing the integrands of (26) and (19) at . This
leads to the effective wavenumber

(28)
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while follows from

(29)

When and/or are complex-valued, a complex-valued
result for is obtained as

(30)

The imaginary part of the complex-valued term , which
has been omitted in (27), can be incorporated in the damping
factor

(31)

Now let us turn our attention to the expression (20), which
also includes a Fourier integration. Here, we simply approx-
imate the factor by its value at
to obtain

(32)

The integral is nothing else than the Hankel function (25) of
the image point . Hence, we obtain

(33)

where , while

(34)

The proposed approximation favors the values of the pa-
rameter close to zero. This means that from the whole
plane-wave spectrum of the two-media Green function, we
select the waves propagating in the directions close to the
vertical. It is a remarkable coincidence that the resulting
expressions resemble the optical approximation, containing
both the transmission and the reflection coefficients. However,
in reality, this approximation appears to be more suitable for
the low-frequency region, as can be seen from the numerical
experiments of the following section.

IV. EFFECTIVE CIRCULAR SCATTERING MODEL

The most important feature of the present inversion method
is the forthcoming approximation of the-matrix of the real
object by an effective approximation based on the model of
a few parameters characterizing the scatterer. Actually, we
approximate the -matrix with the one corresponding to a
homogeneous lossy circular cylinder with its center atand
the radius . The parameters that approximately describe
the real object are the location of the center, the radius

, the internal permittivity , and the conductivity of
the homogeneous circular cylinder. This kind of an effective
model has appeared to be useful in its free-space counterpart
presented earlier in [1].

First, we use the second Green identity to arrive at

(35)

Here, is the cross section of the effective homogeneous
cylinder, and is the corresponding boundary with the ex-
ternal normal vector . To obtain the -matrix relation, one
has to solve the integral equation (35) for the total field
on the boundary . We therefore employ an expansion for the
total field and its normal derivative

(36)

(37)

Note that in both expansions, we have taken the same expan-
sion coefficients as it was discussed in the null-field literature
[2], [3]. The expansion functions are defined iden-
tically to (22), except the wavenumber is changed to

. Using the expanded form (18) of the
two-media Green function and the incident field, we obtain the
system of linear algebraic equations

(38)

where the -matrix is defined as

(39)

In this expression, the function is defined either in the exact
form by (20) or in the approximate form by (33). In the case of
the line source excitation, the expansion coefficients
of the incident field are equal to , defined either in the
exact form by (19) or in the approximate form by (26), while
replacing by .

Let us now return to the scattered field at a receiver point
outside . This scattered field is given by

(40)

Using the expanded form (18) of the two-media Green func-
tion, the scattered field representation is written as

(41)

with the expansion functions defined either in the exact
form by (19) or in the approximate form by (26), while the
expansion coefficients are obtained as

(42)

where the elements of the-matrix follow from

(43)



BUDKO AND VAN DEN BERG: CHARACTERIZATION OF A 2-D SUBSURFACE OBJECT 2589

Since the coefficients can be obtained from (38), we
rewrite (42) as

(44)

with the conventional -matrix relation

(45)

So far, we have dealt with the general type of cross section
of the scattering object . In case we deal with an effective
object of circular shape, we introduceas a new integration
variable with and as the radius of the circular
cylinder. The integrals in the elements of the-matrix are then
carried out analytically with the result

(46)

where denotes the derivative of with respect to its
argument, and where denotes the Kronecker symbol.
We observe that even in this half-space problem, the-matrix
remains antidiagonal.

The calculation of -matrix is more laborious. The -
matrix will have the form

(47)

where the first term is determined by the first term (33) with
the result that

(48)

is a diagonal matrix. The second term of (33) leads to

(49)

where is given either in the exact form

(50)

or in the approximate form

(51)

One can proceed with further simplifications in the expression
(49) by applying the addition theorem to the Hankel function
in (51). Relating the image point to (see Fig. 2), we obtain

(52)

Fig. 2. Relation betweenri and r.

Using this expression in (49), we obtain an approximate form
for as

(53)

Following the numerical scheme described by the sequence
of equations (45), (44), and (41), one can compute the field
scattered by a circular cylinder immersed in a lossy half
space. If the exact expanded form of the two-media Green
function is employed, one deals with the precise forward
solution, which includes repetitious evaluation of the complex
domain integrals incorporated in the scattered field’s expansion
functions , in the initial field’s expansion coefficients ,
and in the expansion functions (used in the matrix).
This makes the inversion algorithm, based on the forward
code with the exact Green function, hardly applicable for the
real-time data processing.

Employing the approximate expanded form of the two-
media Green function, one would deal with the approximate
forward code, which does not include Fourier integration at
all. Hence, it is simpler and faster from the numerical point
of view.

It is worth mentioning that the algorithm can become even
simpler without any additional approximations if a particular
physical situation is taken into account. For example, at low
frequencies and/or in a half space with high electromagnetic
losses (e.g., wet soil), one can neglect the mutual scattering
between the object and the plane boundary of the half space.
For these particular cases, the elements of the matrix,
which is responsible for the object-interface (multiple) scat-
tering, become negligibly small, so that this matrix does not
influence the final result and simply can be omitted.

We conclude this study with a numerical experiment, which
is performed to test the validity of the proposed approximate
forward scattering model. We also test the applicability of
the most frequently used substitute for the two-media Green
function, the single-medium Green function (i.e., that of the
infinite homogeneous domain with the material parameter of
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Fig. 3. Test of the approximate forward solution. Amplitude of the scattered
field at 100 MHz. Solid line: exact solution; dashed line: single-medium
approximation; dashed-and-dotted line: present approximation.

Fig. 4. Test of the approximate forward solution. Phase of the scattered
field at 100 MHz. Solid line: exact solution; dashed line: single-medium
approximation; dashed-and-dotted line: present approximation.

the lower half space). Figs. 3 and 4 show the amplitude and
the phase of the scattered field at 100 MHz for a circular
cylinder of the radius m, placed 0.2 m below the
boundary, with the measurement line situated 0.2 m above the
boundary. The distance between source and receiver is set to
zero, m. The permittivity and conductivity of the half
space and cylinder are, respectively, ,
and . The solid line corresponds to the exact
solution, the dashed line stands for the free-space solution with
the constitutive parameters of the embedding set to be those of
the lower half space, and the dashed-and-dotted line denotes
our approximation. This comparison is obviously in favor of
the present approximation.

In Figs. 5 and 6, the same configuration is taken, but
now the frequency is 500 MHz. The discrepancy in the

Fig. 5. Test of the approximate forward solution. Amplitude of the scattered
field at 500 MHz. Solid line: exact solution; dashed line: single-medium
approximation; dashed-and-dotted line: present approximation.

Fig. 6. Test of the approximate forward solution. Phase of the scattered
field at 500 MHz. Solid line: exact solution; dashed line: single-medium
approximation; dashed-and-dotted line: present approximation.

amplitude is higher, while the phase is still well-approximated
by our method in the vicinity of the object. The single-
medium approximation is even further from the truth for higher
frequencies. The single-medium Green function becomes a
reasonable approximation only when the distance between
the measurement line and the half-space boundary vanishes,
provided the frequency of operation is low enough. However,
this case is covered by our approximation as well, which thus
appears to be more feasible.

V. NONLINEAR MODEL-BASED INVERSION

Let us suppose that some arbitrary finite-sized object is
present in the lower half space. In the process of inversion,
we try to minimize the following nonlinear functional:

(54)
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Here, is the output of our forward solution based on the
effective circular scattering model, which is compared to the
actual field scattered by the real object. We consider two
types of the norm in (54). The one defined as

(55)

uses complex amplitudes of the scattered field and therefore
demands both amplitude and phase measurements. The other
one, defined as

(56)

employs amplitude-only measurements.
No linearization is applied to solve the inverse problem,

keeping the functional in its original, nonlinear form. The
desired (global) minimum of this functional would be the set
of parameters, which determines the best approximation of the
real object in terms of a simplified circular model. Although we
have no guarantee that the global minimum will be obtained,
our previous experience from the free-space studies [1] allows
us to expect the present algorithm to limit the domain of
possible location of the object and provide some knowledge
of its material parameters.

VI. A PPLICATIONS OF THEALGORITHM

A difficult problem arises in subsurface sensing if one
tries to locate and characterize the object of relatively low
dielectric contrast with respect to the background. Such an
object produces low anomalous scattered field. Therefore, we
concentrate mainly on this situation, which corresponds par-
ticularly to the practical problem of location of antipersonnel
land mines that are made of polymer materials and that are
undetectable with an ordinary land mine detector.

In this section, we consider two different applications of the
developed algorithm. The first one concerns the problem of
localization of a single spatially compact, buried object using
monofrequency scattered data. The second application uses
simulated transient GPR response for the characterization of
conventional synthetic aperture radar (SAR) images.

A. Localization of Compact Objects Using
Monofrequency Data

Here, monofrequency synthetic measurement data are gen-
erated using a numerical method based on the domain-integral-
equation (CGFFT) method [9]. We study two different in-
homogeneous objects having realistic parameters of antiper-
sonnel land mines (plastic, blast-type with low or no metal
contents). The permittivity of land mines varies between
2.0 and 2.7. The permittivity and conductivity of soil (lower
half space) is set to be and Sm. The
quasi-Newton method is used for minimization of the error
functional (54).

We consider three types of acquisition corresponding to
different locations of source and receiver with respect to each
other and to the domain containing the object of interest (See

(a)

(b)

(c)

Fig. 7. Types of acquisition.

Cases A, B, and C of Fig. 7). The first two correspond to
the situation in which the object domain is inaccessible by
neither source nor receiver. Here, we distinguish the case of
source and receiver placed at different sides out of the object
domain (stretched bistatic acquisition, Case A), and in which
both source and receiver are placed at the same region next
to the object domain (shifted monostatic acquisition, Case B).
The third acquisition corresponds to the backscattered field
measured right above the object domain (local monostatic
acquisition, Case C). The total length of the source/receiver
path is usually comparable to the size of the object domain. In
all of the mentioned acquisitions, the scattered field data are
collected in 20 equidistant points of the receiver’s path.

Each inversion has been repeated with several different
initial guesses to make sure that the obtained result is not
occasional. The unknown parameters are subject to the set of
natural constraints. From the geometrical point of view, these
constraints pose the problem of finding the object whose size
is less then 5% of the size of the domain of search (object
domain). Although the algorithm has demonstrated very little
sensitivity to the choice of initial guess, an initial guess in
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Fig. 8. General view of the object domain with a land mine model (MAI75)
in it. Circles represent some of the results of inversion. The dotted rectangular
denotes the area to be enlarged in the next figure.

the middle of the imposed constraints provides the fastest
convergence.

It is well known that GPR technology is based on frequen-
cies lower then 1 GHz, since an electromagnetic field of higher
frequency does not penetrate deep enough into the ground
(soil). Normally, the frequency band of GPR starts from 100
MHz. With our method, we propose to invert data obtained at
this lowest frequency to get some fast preliminary information
about the buried object.

In Figs. 8 and 9, the land mine model (MAI75) is buried at
0.2 m; obviously deeper than in practice. However, this allows
us to overview some important features of the algorithm. Fig. 8
gives a general view of the object domain with a land mine
model in it and some of the results of location (circles). In
the next figure (Fig. 9), the region of Fig. 8 marked with the
dotted rectangular is enlarged. Here, the results of inversion
using the exact forward solution are presented with solid
circumferences, while the dashed ones correspond to the
approximation proposed in this paper. We use both amplitude
and phase data for the inversion based on the exact code
(mainly for reference purposes). The approximation-based
code is supplied with amplitude-only scattered data. The
inversion process takes substantially different computer time
depending upon the type of an underlying forward algorithm.
Based on the exact code, it takes more than 1 h. Based
on the approximation, it takes less than 1 min (normally,
10–20 s). The type of acquisition is explicitly marked with
the corresponding letter (A, B, or C). The distance of the
source/receiver path from the interface is set to be 2 m in
all the cases, corresponding to the situation where the GPR
equipment is mounted on a vehicle.

The acquisition B, which is favorable from the practical
point of view (one-side illumination/measurement next to the
object domain), presents the worst result with shifts in both
vertical and horizontal directions. The scattered data collected
in this way do not allow for better inversion. However, keeping
in mind that the relative size of the object is 5% of the domain
of search in both vertical and horizontal directions (note that
comparison of cross sections would give even smaller values),
the center of the solid circle gives less then 5% error in
each coordinate (acceptable in certain cases). The error for the
center of the dashed circle (Case B) is 10–15%. This means
that by employing these results, one can reduce the size of the

object domain down to 30% of the original in bothand
directions.

When data are collected across the object domain or above
it, the horizontal location of the object is almost perfect for
the exact code and has an error of less then 5% for the
approximation. As can be seen from Fig. 9, the exact code
gives the precise location in Case C. The approximation-based
inversion remains with some vertical shift, although horizontal
location is true.

The radius of the effective circular cylinder tends to be that
of the inscribed circle whenever the location of its center is
close enough to the true one: solid circle (Case C) and dashed
circle (Case A). Note that in the free-space embedding [1],
it was a circumscribed circle. To obtain a similar result in
subsurface localization, one has to reduce the frequency of
operation down from 100 MHz. However, we do not consider
this frequency band here, since it is not yet realized in the
available compact equipment. Hence, the obtained value of
the effective permittivity is less obviously related to that of
the volume averaged through the object [it often corresponds
to a “stronger” scatterer ].

In the next example, a detailed version of which is given
in Fig. 10, we consider a somewhat more realistic situation,
in which the plastic land mine (FAMA) is buried closer
to the surface. The results have been obtained with the
approximation-based inversion algorithm. Taking into account
the previous results, we apply a two-step procedure. First,
the acquisition B is used to reduce the horizontal size of the
domain of search. Assuming (quite inductively of course) that
the error in the horizontal location isalwaysabout 15%, we
choose the new (reduced) domain to be 30% of the original
size, taking the result of location as a center point. At the
second stage, we collect new scattered data via the acquisition
C right above the new (reduced) object domain and repeat
the inversion procedure. The distance from the interface in
case B is chosen to be 1.5 m, whereas in case C, we take
a lower illumination/measurement path with respect to the
interface (0.2 m). The result of the second stage is correct with
regard to the center of the object, while the radius of a circle
is somewhere in between inscribed and circumscribed ones.
The restored effective permittivity corresponds to a “stronger”
scatterer .

An attempt has been made to use thea priori information
about the radius of the cross section and the internal con-
stitution. With these parameters fixed, the two coordinates
of the center are left to be determined. The location in this
case was much faster. However, the results have the same
precision as with all four parameters released. In our previous
studies [1], we have tested a similar inversion algorithm
with multifrequency data. Opposite to what is expected, the
optimization scheme generally does not become more stable,
but it will if the frequencies are chosen very carefully. On the
other hand, the forward multifrequency code is significantly
slower than the one for a single frequency.

From the analysis of the last three figures, one can draw the
conclusion that the present method provides a good horizontal
location for 2-D objects and determines their inner radius
(inscribed circle). The restored permittivity corresponds to that
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Fig. 9. Localization of a land mine model (MAI75) with different acquisitions (see Fig. 7) and forward codes. Solid circles: exact solution; dashed
circles: present approximation.

Fig. 10. Two-step localization of a land mine model (FAMA). The acquisition B is used to reduce the horizontal size of the domain down to 30% of the
original. Acquisition C then is applied. The approximation-based inversion algorithm has been used with amplitude-only data.
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of a stronger scatterer. In terms of the problem of land mine
detection, this means that using acquisitions A and B (see
Fig. 7), the answer to the question “Where is the land mine
buried?” may be quite precise. However, the answer to the
question “At what depth is the land mine buried?” will contain
a systematic error either due to the lack of measurements (if the
exact solution-based code is used) or due to both incomplete
data and crude approximation (if the approximation-based
code is employed). A solution to this latter problem can
be obtained via the two-step inversion procedure described
previously.

B. Characterization of SAR Images

In the previous section, we dealt with spatially compact,
singled-out, buried objects. However, if there are several
scatterers buried close to each other, the localization may
run into a wrong local minimum. In order to obtain the
information about the location of multiple objects, we perform
SAR imaging.

Transient GPR data are generated using the computer code
based on the recently developed reduced-order modeling time-
domain method [10]. Here, we consider the situation with
several objects buried close to the air-soil interface. The set
of objects contains two identical plastic land mine models
and the model of an igneous mafic weathered rock (see the
upper image of Fig. 11). The permittivity of inhomogeneous
lossless land mines ranges from 3.0 to 3.5, while the rock has
a permittivity of 6.0 and a conductivity of 0.1 Sm. The soil
parameters are set to and . The source-
receiver unit of a GPR system corresponds to Acquisition
C with the source-receiver offset and the distance from the
measurement path to the interface both equal to 0.25 m. The
distance between consequent data points is 0.025 m.

The central frequency of the wavelet is approximately
1.6 GHz, although this information and the actual shape of
the wavelet are not used in the inversion procedure. We
restrict ourselves in this manner, since in practice it is often
impossible to obtain such informationa priori. The time-
domain response of the simulated GPR is presented in the
second picture of Fig. 11. Here, the vertical axis gives time
in nanoseconds, while the horizontal axis corresponds to the
position of the midpoint of the source-receiver unit. The effect
of the background has been subtracted in this picture (see Step
1).

First we use the simplest SAR technique [11] in order
to visualize the contents of the subsurface. In the process
of SAR imaging, we employ the homogeneous background
model with the permittivity of the medium set to 2.5 (the
average between the permittivities of soil and air). As a result,
we obtain the image given in the third picture of Fig. 11.
Basically, conventional SAR employs the phase of the field,
not its amplitude, and thus provides only thevisualinformation
about the scatterer; itsimage, and is irrelevant to the actual
permittivity of the object. At the second stage of this numerical
experiment, we propose to use at least some of the amplitude
information in order to obtain the effective constitution of
subsurface scatterers.

Fig. 11. Characterization of a SAR image. Synthetic time-domain data have
been used as an input for the inversion algorithm. Locations and radii are
fixed using the visual features of a SAR image.

We select the spatial regions of interest from the SAR image
by means of an interactive software. In fact, we circumscribe
the parts of the image that could be visually identified as com-
pact scatterers. Having the centers and the radii of the circles
fixed, we choose the segments of data which correspond to
each particular scatterer. In particular, we have used three sets
of five data points each, situated right above the recognizable
scatterers in the conventional SAR image.

The method described in the theoretical part of this paper
deals with the scattered field due to the monochromatic point
source of a unit amplitude, while the time-domain response
of a GPR represents the total field in the region due to the
wavelet of an unknown shape. Obviously, some preliminary
manipulations are needed to adjust and normalize the GPR
data.

For the bistatic GPR setup, the data consist oftraces
. The incident field in the two-media

background can be approximately defined from the
trace which corresponds to the part of computational domain
without subsurface objects. Let it be the trace with .
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Then the incident field in time and frequency domains will be

FFT
(57)

Since the field at the receiver has already propagated through
the air from the source to the receiver and was reflected by the
air–soil interface, we normalize our incident field as follows:

(58)

Here, we employ the approximate two-media Green function
based on the derivations of this paper.

The scattered transient field at the receiver is obtained by
subtracting the incident time-domain field from the rest of the
data

(59)

The normalized frequency-domain counterpart of the scattered
field is given by

FFT
(60)

Finally, after the normalization is complete, we proceed
with the optimization for the permittivity of the effective
circular scatterers using the corresponding segments of data
for each optimization. As it has been explained before, the
low-frequency band is the most appropriate for our purposes.
We employ the lowest frequency that is still producing a
detectable response (270 MHz in our case). The result of
this step is given in the fourth (bottom) picture of Fig. 11
with the values of the effective permittivity printed next to
the circles. The reconstructed effective permittivities are in
good agreement with the exact values. Thus, we have added
significant information to the conventional SAR image, which
is now not just a simple visualization of the subsurface, but
also provides the knowledge of the effective constitution of
buried objects.

We would like to add that, although the low-contrast objects
were the main concern of this paper, the algorithm has
shown essentially the same results with stronger scatterers

. For some high-contrast and large objects, the
frequency had to be lowered in accordance with the region of
applicability of the introduced approximations.

VII. CONCLUSION

Two consistent approximations in the forward scattering
model have been employed to solve the problem of local-
ization and effective characterization of a 2-D subsurface
object from single-frequency, spatially incomplete scattered
field data. The first approximation significantly simplifies the

two-media Green’s function, avoiding numerically expensive
spatial inverse Fourier transform. The second approximation,
being the essence of the method, models the real object in
terms of an effective homogeneous circular scatterer, thus
taking into account only the most general features of the
scattering process.

Different acquisitions for the GPR system have been stud-
ied. If, somehow, neither source nor receiver can be placed
close to the surface right above the unknown object, our
algorithm still provides a good indication of the place where
the object is buried. This result is substantially improved when
the scattered data collected in the vicinity of the object are
used.

Due to the algorithmic and numerical simplicity of this
approach, it can be used in the real-time localization of
subsurface objects (land mines, cables, pipes, etc.).

Another important application of the proposed algorithm
can be found in the characterization of conventional SAR
images. With the help of effective circular scatterers and
a fast optimization procedure (10–30 s on a Pentium-type
PC), one can obtain valuable information about the effective
constitution of subsurface objects.

Our future studies will be concerned with the application of
this method to three-dimensional configurations.
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