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Abstract
Acoustic liners are used extensively in aircraft engines, typically turbofan, to achieve relevant noise ab-
sorption. Over the past decades, numerous methods have been used to study acoustic liners through
their impedance, of which numerical methods are of particular interest. Despite their advantages,
numerical methods are bounded by certain drawbacks. One such drawback stems from the need to
accurately discretize the liner geometry, which can lead to large simulation wall-clock time. Another lim-
itation is caused by the absence of a stable and robust impedance boundary condition to account for the
liner effects. With such limitations, there is a need to develop new methodologies which can effectively
mimic the effects of an acoustic liner. A possible approach could be to model them as equivalent fluids.
Thus, the primary objective of this project is to investigate the efficacy of the equivalent fluid approach
to reproduce the liner effects. To satisfy this objective, the Acoustic Porous Medium (APM), which is an
equivalent fluid formulation available in the flow-solver PowerFLOW® is employed in the current thesis.

The first part of the project focuses on verifying the use of the numerical setup with a honeycomb liner
geometry and subsequently with an APM. Firstly, the honeycomb liner geometry is simulated and the
results are analysed against experimental data and the theoretical models. This activity shows some
discrepancies between the simulation and reference results. Through thorough diagnostic analysis, it
has been found that these discrepancies are essentially caused because of the difference in the nature
of input signals. While the reference results are computed with a tonal input, the current simulations
are run with a broadband signal. It is shown that for the liner used in this study, flow non-linearities can
exist for certain initial conditions, and thus, broadband and tonal signals cannot be used interchange-
ably. Next, from the simulations with the APM geometry the acoustic effects of the benchmark CT73
ceramic tubular liner are successfully reproduced, which verifies the use of the APM formulation. Now,
the use of APM can be extended to mimic the effects of the reference honeycomb liner.

For reproducing the honeycomb liner effects with an APM, two different methodologies are explored.
In the first approach, the APM model parameters are derived through an inverse algorithm present in
PowerFLOW®. This algorithm uses a priori known impedance as an input and gives the corresponding
model parameters as an output. In the second approach, the APM parameters are derived through the
pressure drop values, measured across the liner facesheet under a steady laminar flow. With both
these approaches, APM faces some limitations when compared with the reference impedance results.
The shortcoming is primarily cause by the inability of the APM formulation to correctly account for the
mass reactance effects of the reference liner. Moreover, the impedance results have also raised doubts
over the use of the APM formulation for low input porosity values.

In the end, it is concluded that some improvements are required in the current implementation of APM
to improve its efficacy for reproducing the acoustic effects of the honeycomb liner. This being said,
APM in its’ current implementation might still be able to model the acoustic effects of other honeycomb
liners, however further investigation is required to ascertain this claim.
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1
Introduction

For several years now, people have been protesting against the high level of noise associated with the
ever growing aircraft operations. This is primarily motivated by the annoyance and irritation caused by
the aircraft-related noise [53]. Thus, aviation governing bodies such as the European Aviation Safety
Agency (EASA) have imposed stringent regulations for aircraft noise reduction [1]. In addition to this,
aircraft companies have to also comply with the noise regulations of individual airports, which in many
cases might be more rigorous. For example, in the London Heathrow airport, the aircrafts have to abide
with their score-system for low noise requirements [41]. In such case, it is likely that the commercial
operations of aircraft companies are threatened by strict noise regulations.

Figure 1.1: Aircraft engine nacelle installed with acoustic liners (in black) [2]

In the current scenario, the aircraft engine remains the biggest source of aircraft-related noise. This
noise can be associated with the engine-core, where the combustion process takes place, or with the
engine-nacelle which houses the compressor blades [33]. Traditionally, the engine-related noise is
damped by using acoustic liners, which are installed at the inner walls of the aircraft engine [5]. Fig-
ure 1.1 shows the acoustic liners installed on an engine nacelle. Prompted by the ever increasing
demands of the noise regulations, recent research has been focused on developing improved liner
designs. Over the past decades, numerous methods have been used to study acoustic liners, of which
numerical methods are of particular interest. Despite its advantages, the extent of use of numerical
methods is limited, as its application is computationally expensive [73]. Another limitation stems from
the absence of a stable and robust impedance boundary condition to account for the effects of an
acoustic liner [9]. This has motivated the current research to investigate a new innovative method to
mimic the acoustic effects of these liners.

The current introduction presents some of the basic concepts which are essential to understand the
work done in the current thesis. Finally, the motivation behind the current project is given followed by
the structure of the thesis report.

3
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1.1. Acoustic Liners of Interest

The most commonly used acoustic liner, as far the aero-engine related application is concerned, is
the Single Degree of Freedom (SDOF) liner such as that shown in figure 1.2(a). It consists of a per-
forated facesheet backed by a cavity and a solid backplate. In such liners, the major source of sound
attenuation is the dissipation that occurs at the orifice of the facesheets [27], while the backing cavity
essentially decides the frequency at which maximum acoustic attenuation will occur [45]. For most
aircraft applications, the cross sectional shape of the cavity is that of a honeycomb, and thus the SDOF
liners are also referred to as honeycomb liners. The SDOF/ honeycomb liners are usually preferred
when absorption is required over a narrow-band frequency range [32]. A variant of the SDOF liner is
the Double Degree of Freedom (DDOF) liner as shown in figure 1.2(b). Unlike the SDOF liners, DDOF
liners have two sets of cavity, that are usually divided using a porous mesh or a perforated facesheet.
With the presence of two cavities, DDOF liners are able to provide maximum sound attenuation at two
different frequencies [44]. Porous Medium Liners such as the metallic foam shown in figure 1.3 are
another type of acoustic liners. These liners are designed to provide acoustic absorption over a broad-
band range of frequency. However, their use especially in aircraft-related applications is limited due
to manufacturing and durability concerns. Moreover, they continue to be heavier and expensive than
the SDOF liners which has thwarted its widespread use. It should be noted that for the purpose of this
thesis, the honeycomb liners are of particular interest.

(a) SDOF Liner (b) DDOF Liner

Figure 1.2: Single Degree (SDOF) and Double Degree (DDOF) of Freedom Honeycomb Liners [32]

Figure 1.3: Metallic Foam Liner [51]

1.2. Locally Reacting and Extended Reacting Assumptions

Depending on their structure, acoustic liners can be classified as locally reacting or extended/ non-
locally reacting. One of the most common version of locally reacting structure are the cavity-backed
perforated facesheets such as that shown in figure 1.4. Such liners usually provide spatially concen-
trated acoustic absorption, mainly at the location of the liner orifice. Consequently, most locally reacting
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liners are efficient absorbers over a narrow frequency bandwidth. The assumption of being locally re-
acting implies that the interaction of the liner with the sound wave occurs only in the normal direction.
Thus, the flow physics within the domain of a single cavity is independent of the neighbouring cavities
as there is no acoustic interaction parallel to the liner facesheet. Although the efficacy of this assump-
tion is a topic of widespread research, it is justified for multiple liner applications.

Conversely, extended-reacting liners usually consist of a porous medium without any impervious par-
titions. Without any partitions, such liners are able to provide spatially distributed resistance to the
incoming sound waves. Extended-reacting liners have proved to be an ideal choice for delivering
sound absorption over a broadband frequency range. The porous material shown in figure 1.3 can be
considered as an extended reacting liner.

(a) Locally-Reacting Liners (b) Extended-Reacting Liners

Figure 1.4: Liners based on their structure [32]

1.3. Acoustic Impedance
Locally reacting acoustic liners are characterised through a macroscopic quantity called the acoustic
impedance. Acoustic impedance (𝑍) is defined as the ratio of the complex acoustic pressure (�̂�) and
the complex acoustic velocity (�̂�) normal to the surface 𝑆. In most acoustic applications, impedance
(Z) is normalised with the characteristic impedance of air i.e., 𝜌𝑐ጼ and is represented as,

𝑍
𝜌𝑐ጼ

= �̂�
𝜌𝑐ጼ(�̂� ⋅ 𝑛፬)

= 𝑅 + 𝜄𝜒 (1.1)

where 𝜌 density while 𝑐ጼ represents the speed of sound. The above equation shows that the acoustic
impedance is a complex variable, i.e. it is defined in the frequency domain. The real part 𝑅 represents
the acoustic resistance while the imaginary part 𝜒 is the acoustic reactance. Physically speaking, the
acoustic resistance is related to the absorption mechanisms such as the viscous losses at the orifice
walls [63], the vortex shedding from the edge of the orifices [27] etc, while the reactance is related to
the inertia of the medium. The acoustic reactance is essentially composed of two components, namely
i) the reactance due to the backing cavity and that due to ii) the mass-inertia associated with the liner
orifice [45]. Acoustic impedance (𝑍) is an intrinsic property of the liner, which implies that it should be
independent of the installation geometry [32]. Thus, impedance derived in a controlled environment,
such as in the Kundt’s tube, can be directly used to study the sound absorption performance of liners
installed in nacelles of aircraft engine. This is indeed an advantage of using impedance for character-
ising acoustic liners. Thus, the current research in the field of acoustic liners is focused on the eduction
of the acoustic impedance.

1.4. Problem Statement
It is clear from the discussion presented above that acoustic impedance is an important parameter to
assess the performance of honeycomb liners. Impedance can be educed either through theoretical
methods, through experimental methods, or by employing computational methods based on either
the Navier-Stokes (NS) equations or the Lattice Boltzmann (LB) equations. However, each of these
methods is bounded by certain drawbacks. For example,

• A common challenge for the theoretical methods is to accurately account for the non-linear flow
phenomenons [62], such as shedding of vortices from the edge of liner orifice. Moreover, per-
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formance of these models relies largely on the availability of empirical data, which is not always
known as a priori.

• Experimental methods often have cumbersome installation requirements which limits its use to
simple installation geometries [19].

• The effort to accurately discretize the liner geometry in numerical simulations can lead to large
wall-clock times which is major limitation of this method [43]. Moreover, the use of an impedance
boundary condition with numerical simulations is bounded by instability issues [9].

The limitation associated with the impedance eduction methods mentioned above, with the numer-
ical methods in particular, reflects on the need to develop alternative methodologies to educe liner
impedance. A possible yet comparatively unexplored approach is to model honeycomb liners as equiv-
alent fluid regions. Equivalent fluid regions can be directly coupled with numerical schemes such as
LBM to generate the same absorption characteristics as an acoustic liner. Although some research has
been been done to model porous materials as equivalent fluid regions [65], hardly any work has been
done to do the same for honeycomb liners. Thus, this thesis aims to implement and validate the use of
the equivalent fluid approach to model the effects of a honeycomb acoustic liner. The equivalent fluid
model used in the current study is based on the Acoustic Porous Medium (APM) formulation available
in the Lattice-Boltzmann based flow-solver, PowerFLOW®.

1.5. Thesis Outline

Figure 1.5: Schematic showcasing the report structure

This report is essentially divided in four parts. In Part I of the current thesis, necessary background
knowledge which is required to achieve the research objective is presented. This introductory chapter
along with chapter 2 and chapter 3 are included in part I. In chapter 2 essential background information
on honeycomb liners is provided along with a brief review of the existing impedance eduction methods.
This chapter should establish the motivation behind the need to explore alternate methodologies for
educing liner impedance. Chapter 3 introduces the concept of equivalent fluid regions and attempts to
justify the use of the APM model to mimic the acoustic effects of the honeycomb liner.

In part II, an elaborate discussion is presented on the methodology employed in the current thesis.
This part includes information on the numerical scheme employed within PowerFLOW® in chapter 4,
followed by a verification study of the honeycomb liner and APM-CFD setups in chapter 5 and chapter
6 respectively. Chapter 7 presents the procedure to derive the APMmodel parameters from a pressure
drop experiment.

Next, in part III the important results from the APM simulations are given. Finally, the knowledge
gained from the aforementioned parts is used to conclude the thesis and give recommendations for the
future work in part IV.



2
Acoustic Liners

Acoustic Liners are one of the most commonly used techniques for achieving relevant noise absorption.
They find applications in variegated fields ranging from an aircraft engine to the walls in a room [20].
Liners can be of various types, but for the current thesis, the conventional cavity-backed perforated
facesheets are of particular interest. Thus, in the current chapter, the working of the liner is intro-
duced through a physical description of a Helmholtz resonator in section 2.1. Following this, various
impedance prediction methods, ranging from theoretical to numerical methods, are discussed in sec-
tion 2.2, with a meticulous discussion of the associated limitations. Familiarisation with the drawbacks
of the existing impedance eduction methods will justify the need to look towards alternate methods,
such as the equivalent fluid modeling.

2.1. The Helmholtz Resonator
Commonly used acoustic liners, especially those used in aircraft-engine related applications, consists
of a perforated facesheet backed with a cavity and a solid back-plate, making the liners Helmholtz-
resonator type [72]. Helmholtz resonators are resonance-type absorbers, which means that the max-
imum sound absorption is driven by the resonance frequency of the Helmholtz resonator. A typical
Helmholtz resonator consists of a closed volume (𝑉), which interacts with the external medium through
a cavity/ neck opening as shown in figure 2.1. The resonators’ neck represents the perforated facesheet
of an acoustic liner, while the backing cavity enclosed by the solid back-plate is represented by the
closed volume 𝑉. In figure 2.1, 𝑎 and 𝐴 are the radius of the neck and cavity respectively. 𝑆 ad 𝐿 repre-
sent cross sectional area and length, while subscript 𝑛 and 𝑏 are used for neck and body respectively.

Figure 2.1: Helmholtz Resonator [20]

Under the action of an external acoustic excitation, the mass of air enclosed inside the resonator neck is
driven into the solid volume (𝑉), thus compressing the air inside the volume and consequently, increas-
ing the pressure. When the pressure inside the volume becomes greater than the incoming pressure

7
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from the acoustic wave, the mass of air in the neck is pushed back to its original position. Under the
assumption that no new external force is applied to the system, the air-mass in the neck will oscillate
due to the ”springiness” of the air trapped inside the volume 𝑉. These oscillations and subsequently
the acoustic energy attenuates due to thermal and viscous dissipation at the walls of the resonators’
neck, of which viscous dissipation is of particular interest. Viscous dissipation is a result of the no-slip
boundary condition at the resonators wall, which induces a viscous boundary layer.

Quantitatively speaking, a more intuitive description of the sound attenuation process can be given
by characterising the Helmholtz resonator using the lumped-element analysis. This method is valid
under the assumption that the wavelength of the incident acoustic wave is large compared to the char-
acteristic dimensions of the resonator. Under this assumption, the Helmholtz resonator is analogous
to a mass-spring-damper (MSD) system. A fixed base MSD configuration with the spring and damper
in parallel are shown in figure 2.2.

(a) Mass Spring Damper (MSD) System (b) Free body diagram of MSD

Figure 2.2: Lumped Analogy of a single Helmholtz resonator [20]

The mass (M) shown in figure 2.2 represents the mass of the air inside the cavity neck, and is thus
defined by the volume of the neck and the density of the fluid (in this case air):

𝑀 = 𝑆፧𝜌𝐿፧ (2.1)

As explained earlier, the ”springiness” of the air enclosed in the volume 𝑉 causes the mass of air in the
neck to oscillate. This ”springiness” is defined by the spring constant (𝑠), which is derived using the
Hooke’s law as [39],

𝑠 = 𝜌𝑐ኼጼ𝑆ኼ፧
𝑉 (2.2)

where 𝑐ጼ is the speed of sound. The viscous dissipation, on the other hand, is accounted by the
damper in the MSD system (see figure 2.2(a)). The expression for this dissipation is given by Ingard
[27] as,

𝑅፧ =
𝐿፧
𝑎
√2𝜇𝜌𝜔
𝜋𝑎ኼ + 2√2𝜇𝜌𝜔𝜋𝑎ኼ (2.3)

where 𝜇 is the dynamic viscosity and 𝜔 is the angular frequency. The first right hand term in equation
2.3 represents the viscous losses in the walls of the neck, while the second right hand term accounts
for the viscous losses at the ends of the neck [27]. Furthermore, the resonance frequency (𝜔ኺ) of a
Helmholtz resonator is derived using the natural frequency of a MSD system, i.e. 𝜔ኺ = √𝑠/𝑀፧ [58].
The maximum attenuation of acoustic energy is achieved at the resonance frequency which is defined
as,

𝜔ኼኺ =
𝑆n𝑐ኼጼ
𝑉𝐿፧

(2.4)

In the lumped-element representation, the contribution of the mass, spring and damper to the dissi-
pation of acoustic energy can be represented by a single macroscopic quantity, called the acoustic
impedance (𝑍). Impedance (𝑍) under the locally reacting assumption (section 1.2), can be defined as
the ratio of complex acoustic pressure (�̂�) and complex acoustic velocity (�̂�) normal to the surface 𝑆.

𝑍 = �̂�
�̂� ⋅ 𝑛፬

(2.5)
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Finally, the acoustic impedance of a Helmholtz resonator can be derived by substituting the external
force 𝐹 (derived using the force balance in figure 2.2(b)) in the equation 2.5.

𝑍 =
𝚤𝜔𝑀 + 𝑅፧ +

᎖፬
Ꭶ

𝑆፧
= 𝑅 + 𝜄𝜒 (2.6)

where 𝑅፧ is a measure of resistive forces that dissipates the acoustic energy. Equation 2.6 shows that
the acoustic impedance is indeed a complex valued function. The real part (𝑅) is the resistance term,
while the imaginary part (𝜒) is the reactance term. The complete derivation of the impedance given in
the above equation can be found in Appendix A.

The discussion presented above gives a quantitative understanding of sound attenuation by an acous-
tic liner, without diving into complex flow dynamics. It is important to note that the lumped-element
analogy presented above assumes a linear framework i.e. no grazing flow and a particle displacement
smaller than the characteristic dimensions of the resonator [58]. However, it is well established that
sound intensities upto a level of practical interest often lead to a non-linear liner behaviour (such as
shedding of secondary vortices from the liner orifice) [63]. This implies that the liners under most ac-
tual installation conditions cannot be represented by the impedance derived in equation 2.6. Thus, the
prediction of liner impedance is rather complex and is discussed in detail in the next section.

2.2. Characterisation of Acoustic Liners

The discussion presented in previous sections establishes that the acoustic liners are characterised
through their impedance (𝑍). The total acoustic impedance of a liner can be defined as the sum of
several effects, i.e. the viscous impedance (𝑍ፕ), backing impedance (𝑍ፁ), radiation impedance (𝑍ፑ)
and the non linear effects (𝑍ፍፋ). The viscous impedance (𝑍ፕ) is the result of viscous dissipation of
acoustic energy at the walls of the liner orifice, while the radiation impedance (𝑍ፑ) is caused by the
mass-inertia and the distortion of the acoustic flow at the surface of the perforated facesheet. The
backing impedance (𝑍ፁ), on the other hand, represents the contribution of the backing cavity and the
non-linear effects (𝑍ፍፋ) usually occur under grazing flow conditions, under high sound pressure level
(SPL) and at the resonance frequency of the acoustic liner.

𝑍 = 𝑍ፕ + 𝑍ፁ + 𝑍ፑ + 𝑍ፍፋ (2.7)

The current section, summarizes some of the most important theoretical, experimental, and numerical
methods that are commonly used for characterising acoustic liners.

2.2.1. Prediction of Liner Impedance using Analytical & Semi-Empirical Methods

All analytical approaches seek to model the effects mentioned in equation 2.7 based on physically in-
spired modeling assumptions. Early analytical studies for predicting impedance, such as that given by
Sivian [63], assumes a mass of fluid confined in the orifice. This fluid oscillates under the action of an
external acoustic excitation on one side and cavity pressure on the other side. Sivian [63] used a simple
viscous model at the orifice walls along with orifice end corrections to represent the viscous dissipation
and the radiation effects respectively. A common challenge for such theoretical models has been to ac-
curately account for the flow non-linearities which are usually dominant under grazing flow and high SPL
input. Analytical attempts to determine non-linear impedance, close to the liner resonance frequency
without grazing flow, has been made by Singh & Rienstra [62]. They performed an asymptotic analysis
on a single Helmholtz resonator that provided higher order corrections for the pressure inside the liner
cavity, to account for the non-linear effects near the resonance frequency. Rienstra & Singh [59] have
also presented a higher fidelity version of their previous model [62]. They attributed the improved fidelity
to the use of a numerically superior asymptotic expression for the pressure inside the liner cavity. With
this analysis, they extended the use of their model to predict non-linear behaviour at higher SPL values.

For all semi-empirical methods, the usual procedure is to derive the viscous effects 𝑍ፕ, backing impedance
𝑍ፁ and radiation effects 𝑍ፑ analytically and model the non-linear effects (𝑍ፍፋ) based on experimental
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results. Melling [45] derived a semi-empirical model to predict acoustic impedance in both linear and
non-linear regime for an acoustically excited flow. He based the linear viscous dissipation on Crandall’s
theory of linear impedance [17] and included the end corrections based on the work of Ingard [27]. The
impedance of the perforated facesheet as derived by Melling [45] is given as,

𝑍፩፞፫፟፨፫ፚ፭፞
𝜌𝑐ጼ

= 𝑖𝜔
𝑐ጼ𝜙𝐶ፃ

[
𝑡፟

𝐹 (𝑘ᖣ፬𝑟)
+ 8𝑑፨Ψ(𝜁)
3𝜋𝐹 (𝑘፬𝑟)

] + 1.2
2𝑐ጼ

1 − 𝜙ኼ

(𝜙𝐶ፃ)
ኼ 𝑣፫፦፬ (2.8)

where 𝑑፨ represents the orifice diameter, 𝜌 is the density, 𝜙 is the porosity of the facesheet, 𝑡፟ is the
facesheet thickness, 𝑐ጼ is the speed of sound, 𝐶ፃ is the orifice discharge coefficient, 𝑣፫፦፬ is the rms of
the acoustic velocity at the centre of the orifice and 𝑘፬ and 𝑘ᖣ፬ are the Stokes wave number defined by,

𝑘፬ = √−
𝑖𝜔
𝑣 and 𝑘ᖣ፬ = √−

𝑖𝜔
𝑣ᖣ (2.9)

where 𝜈ᖣ is the effective kinematic viscosity which takes into account the losses due to thermal con-
ductivity, such that 𝜈ᖣ = 2.179⋅𝜈. Furthermore, the acoustic interactions between neighbouring orifices
are included using the Fok function Ψ(𝜁) which is given by,

Ψ(𝜁) =
፧዆ዂ

∑
፧዆ኺ

𝑎፧𝜁፧ (2.10)

𝑎፧ are empirically derived constants given as, 𝑎ኻ = -1.4092, 𝑎ኼ = 0, 𝑎ኽ = 0.33818, 𝑎ኾ = 0, 𝑎኿ = 0.06793,
𝑎ዀ = -0.02287, 𝑎዁ = 0.03015, 𝑎ዂ = -0.01641 and 𝜁 = √𝜙.

𝐹 (𝑘ᖣ፬𝑟) = 1 − [
2𝐽ኻ (𝑘ᖣ፬𝑟)
𝑘ᖣ፬𝑟𝐽ኺ (𝑘ᖣ፬𝑟)

] (2.11)

where 𝐽ኺ and 𝐽ኻ are the Bessel function of the first kind. It should be noted that equation 2.8 gives only
the impedance of the perforated facesheet. The reactance associated with the cavity depth is included
by the term shown below,

𝜒፜ፚ፯።፭፲ = −𝜌𝑐ጼ𝑐𝑜𝑡(𝑘 ⋅ 𝐿) (2.12)

Thus, the final impedance of a cavity backed perforated liner is given by,

𝑍፩፞፫፟፨፫ፚ፭፞
𝜌𝑐ጼ

= 𝑖𝜔
𝑐ጼ𝜙𝐶ፃ

⎡
⎢
⎢
⎣

𝑡፟
𝐹 (𝑘ᖣ፬𝑟)⏝⎵⏟⎵⏝
Linear

+ 8𝑑፨Ψ(𝜁)
3𝜋𝐹 (𝑘፬𝑟)⏝⎵⎵⏟⎵⎵⏝

Inertial

⎤
⎥
⎥
⎦
+ 1.2
2𝑐ጼ

1 − 𝜙ኼ
(𝜙𝐶ፃ)

ኼ 𝑣፫፦፬
⏝⎵⎵⎵⎵⏟⎵⎵⎵⎵⏝

Non-Linear

+ 𝜄𝜒፜ፚ፯።፭፲⏝⎵⏟⎵⏝
Cavity-Depth

(2.13)

In equation 2.13, the first and the second term represents the linear and inertial effects, i.e the viscous
dissipation and mass-inertia respectively. The third term represents the non-linear resistance which
essentially depends on the fluctuating acoustic velocity in the orifice (𝑣፫፦፬). This velocity can be de-
rived either through experimental results or through numerical simulations. The last term on the right
hand side gives the effect of the cavity depth. Moreover, the orifice discharge coefficient 𝐶ፃ, represents
the contraction of the flow as it enters the liner orifice. The contraction sets up a minimum flow area,
called the vena contracta, where the streamlines are parallel to each other. This area is smaller than
the orifice cross-section and thus, signifies the acceleration of the flow as it enters the liner-orifice.

Another commonly used semi-empirical model is given by Motsinger & Kraft [46]. Unlike the model
given by Melling [45], the use of this model can be extended to grazing flow conditions. In this model,
the resistive part of the impedance is given by,

𝑅
𝜌𝑐ጼ

=
32𝜇𝑡፟

𝑐ጼ𝜙𝐶ፃ𝑑ኼ፨⏝⎵⎵⏟⎵⎵⏝
viscous

+ |𝑢፨|
2𝜙ኼ𝑐ጼ𝐶ኼፃ⏝⎵⎵⏟⎵⎵⏝

grazing flow + high SPL

(2.14)
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where 𝜇 represents the dynamic viscosity and the term 𝑢፨ includes empirical correction to account for
the grazing flow. Spillere et al. [64] have been critical of using the expression of viscous resistance in
equation 2.14. They state that the expression is valid only when |𝑘፬d/2| < 1, which is not valid for most
practical liner operating conditions. Here 𝑑 represents the liner orifice diameter. The reactance of the
liner, on the other hand, is influenced by the cavity depth and the mass reactance. The mass reactance
further includes viscous components and component due to the radiation effects at the surface of the
facesheet. Thus, the reactance term becomes,

𝜒
𝜌𝑐ጼ

=
𝜔𝑡፟
𝜙𝑐ጼ⏟
viscous

+ 𝜔𝜖
𝜙𝑐ጼ⏟

radiation

− cot(𝑘 ⋅ 𝐿)⏝⎵⎵⏟⎵⎵⏝
cavity depth

(2.15)

where 𝜖 is the correction length which accounts for the radiation effect at the liner orifice and is given
as 𝜖 = 0.85(1 − 0.7√𝜙). The combination of equation 2.14 and equation 2.15 gives the impedance (Z)
as shown in equation 2.16.

𝑍
𝜌𝑐ጼ

= 𝑅
𝜌𝑐ጼ

+ 𝜄 𝑋𝜌𝑐ጼ
(2.16)

The models of Melling [45] and Motsinger [46] are important for the current thesis as they are used in
the verification study presented in chapter 5.A challenge faced by the semi-empirical models presented
above is the accurate prediction of the discharge coefficient 𝐶ፃ. The discharge coefficient is used to
model the change in momentum flux through the orifice-wall boundary layer. Motsinger et al. [46],
based on experimental data, suggested an average discharge coefficient ( ̄𝐶ፃ) of 0.76 for an acoustically
excited orifice. This average value for 𝐶ፃ can be used when an analytical formulation is not possible
(due to non-linearities). However, Zhang and Bodony [74] have shown that 𝐶ፃ is not constant but rather
dependent on the phase of the incident acoustic excitation. For an acoustically excited flow, Zhang and
Bodony [74] decided to model the orifice boundary layer profile (𝑉(𝑟)) rather than directly modeling 𝐶ፃ.
The expression to model 𝑉(𝑟) is given as,

𝑉(𝑟) = 1
tanh (𝑎/𝛿∗) tanh (

𝑎 − 𝑟
𝛿∗ ) (2.17)

where 𝑟 is the orifice radius and 𝛿∗ is the in-orifice boundary layer thickness which was obtained using
the direct numerical simulation (DNS) data. The discharge coefficient 𝐶ፃ can be deduced from the
expression of 𝑉(𝑟) given in equation 2.17.

However, unlike for the acoustically excited case discussed above, Zhang and Bodony [73] were unable
to find a fully theoretical model for the in-orifice boundary layer under grazing flow conditions. This was
attributed to the flow complexities introduced by the grazing flow, such as the blocking of the acous-
tic wave by the grazing flow boundary layer. Thus, Zhang and Bodony [73] modeled the discharge
coefficient (𝐶ፃ) separately for the inflow and outflow cycle based on a power law relation as shown in
equation 2.18 and equation 2.19 respectively. Here the inflow and outflow cycle signifies the oscillatory
motion of the acoustic wave through the liner orifice.

𝐶ፃᑚ = 𝛽ኻ tanh [𝛼ኻ (
𝑣።
𝑈ጼ
)
᎐Ꮃ
] (2.18)

𝐶ፃᑠ = 𝛽ኼ tanh [𝛼ኼ (
𝑣፨
𝑈ጼ
)
᎐Ꮄ
] (2.19)

where 𝑣። and 𝑣፨ are the inflow and outflow velocity at the orifice centre respectively. The constants 𝛽ኻ,
𝛽ኼ, 𝛼ኻ and 𝛼ኼ are obtained using the least square fitting of the DNS data.

This section summarizes few of the most relevant analytical and semi-empirical models for the cur-
rent study. From this discussion it can be concluded that the accurate prediction of non-linear effects
is a bottleneck for the theoretical models. It is clear that although non-linear effects can be accounted
by using empirical inputs, the success of the theoretical models is highly sensitive to the availability of
quality experimental data.
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2.2.2. Prediction of Liner Impedance using Experimental Methods

The current section presents a brief introduction of different experimental methods used for character-
ising acoustic liners at various levels of precision.

One of the more basic methods to characterise a liner is to evaluate the ”DC” flow resistance of the
liner facesheet [32]. Here, the name ”DC” stems from the fact that the facesheet is analysed under
a steady laminar flow, as opposed to the oscillatory motion of an acoustic wave. A common setup to
measure the DC flow resistance is shown in figure 2.3. The test sample, which is the liner facesheet,
is kept under a laminar flow input, and the pressure drop is measured using the static pressure probes
on either side of the facesheet. The DC flow resistance, 𝑅፟, is then given as,

𝑅፟ =
Δ𝑃፬
𝑈 (2.20)

where 𝑃ፒ represents the static pressure and 𝑈 is the velocity of the laminar flow. Normalising the
resistance obtained in equation 2.20 with the characteristic impedance of air (𝜌ጼ𝑐ጼ) gives a good
approximation of the acoustic resistance [32]. It has been shown that the current representation holds
reasonably well for acoustic wavelength much larger than the facesheet thickness, i.e. 𝜆 » 𝑡፟, and for
frequencies away from the resonance and anti-resonance frequency of the liner [29]. However, the
fact that the effect of frequency, input sound pressure level (SPL), and the input source type (tonal or
broadband) on the liner impedance (𝑍) cannot be evaluated by the current method, is one of its clear
disadvantages. Anyways, this method is used in the current thesis to obtain the DC flow resistance
and consequently the APM model parameters corresponding to the reference liner (see chapter 5) in
chapter 7.

Figure 2.3: Pressure drop measurement setup [32]

An extensively used method to determine liner impedance under an acoustic input is the in situ tech-
nique such as that formulated by Dean [19]. Dean [19] formulated a two-microphone impedance educ-
tion method for locally reacting acoustic liners. This method involves capturing the absolute value of
the acoustic pressures at two different microphone locations; one at the liner facesheet (𝑃 ፬) and the
other at the cavity backplate (𝑃፛፩) as shown in figure 2.4(a). The impedance with this method can be
then computed as,

𝑍 =
𝑃 ፬

𝜌ጼ𝑐ጼ𝑢፟፬
= −𝑖𝑒።Ꭻ

sin(𝑘ℎ)
𝑃 ፬
𝑃፛፩

(2.21)

where 𝜙 is the phase difference between the pressure at the liner facesheet and that at the cavity back-
plate, 𝑘 is the wavenumber and ℎ represents the depth of the liner. The two microphone method can
give accurate impedance predictions under no flow conditions. When grazed by mean flow, the accu-
racy of this method is limited as the assumption of locally reacting liner maybe violated [72]. Dean [19]
also pointed out two limitations of the method, i) the microphone situated at the liner surface should be
outside the hydrodynamic influence so only the acoustic disturbances are captured; however, ii) if the
distance of the mic from liner surface is comparable to the boundary layer thickness then the impedance
prediction would be incorrect. Anyways, this method is widely used for impedance eduction not only in
experiments but also in numerical simulations ([74],[73], [43]).

In situ methods such as that explained above are intrusive and thus require cumbersome installation.
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An alternative to the in situ method is to acquire the desired readings at a distance away from the liner
surface. One such method is the two microphone method (TMM) developed by Jones & Stiede [36].
The acoustic pressure is measured by the flush-mounted microphones on the wall of the impedance
tube as shown in figure 2.4(b). This method assumes that only plane wave exists inside the wave
guide, which means that the wavefronts are planes perpendicular to the direction of propagation of the
wave. Thus, the complex acoustic pressure can be given by,

̂𝑝፣ = [𝑝።𝑒ዅ።፤፱ᑛ + 𝑝፫𝑒።፤፱ᑛ] 𝑒።Ꭶ፭ (2.22)

where 𝑝። and 𝑝፫ are the acoustic pressure of the incident and reflected waves at the microphone lo-
cation 𝑗 respectively. In equation 2.22 the only unknowns are 𝑝። and 𝑝፫. With pressure readings at
two microphone locations, the above problem becomes deterministic in nature. In such a case, the
impedance (𝑍) is given as,

𝑍 = 1 + 𝑅፞
1 − 𝑅፞

(2.23)

where 𝑅፞ is the reflection coefficient and is given as 𝑅፞ = 𝑝፫/𝑝።. Although, this method provides eas-
ier installation as compared to the in situ methods, it introduces other issues. For frequencies where
the half-wavelength, and subsequently the acoustic node, is close to distance between the two micro-
phones, the results are subjected to uncertainties. This is because near the nodes, the microphone
would sense small amplitudes of the same order of magnitude as that of the experimental error [34].
Moreover, the TMM measures a weighted average of the acoustic pressure over the entire liner sur-
face. This averaging might cause a slight loss of accuracy [32]. Nevertheless, TMM method remains
a popular choice for educing acoustic impedance especially for liners under normal acoustic excitation
[32].

(a) Dean’s Setup (b) Two Microphone Method Setup

Figure 2.4: Common impedance eduction setups under no-flow conditions [32]

The addition of grazing flow along with the acoustic wave increases the complexity to educe acoustic
impedance. Commonly used method to educe acoustic impedance, when the liner is grazed by a
uniform flow, combines the microphone measurements with a duct propagation code, such as those
based on Convected Helmholtz Equation (CHE) [37]. In this method, the acoustic field inside the wave-
duct (shown in figure 2.5) satisfies the CHE which is given by,

(1 − 𝑀ኼ) 𝜕
ኼ𝑝(𝑥, 𝑦)
𝜕𝑥ኼ + 𝜕

ኼ𝑝(𝑥, 𝑦)
𝜕𝑦ኼ − 2𝑖𝑘𝑀𝜕𝑝(𝑥, 𝑦)𝜕𝑥 + 𝑘ኼ𝑝(𝑥, 𝑦) = 0 (2.24)

where 𝑀 denotes the Mach number of the input grazing flow. The liner surface is represented by an
impedance boundary, which uses the Ingard-Myers boundary condition (see equation 2.26). Equation
2.24 and equation 2.26 are coupled with a cost minimisation problem (equation 2.25) to search for the
impedance (𝑍) which would generate the same pressure field as that recorded by the microphones.

𝐹(𝑍) =
ፍᑞᑚᑔ
∑
፣዆ኻ

‖𝑝 (𝑥፣ , 0)ፂፇፄ − 𝑝 (𝑥፣ , 0)፦፞ፚ፬‖ (2.25)

where 𝑁፦።፜ represents the number of microphones at the bottom wall of the waveguide, 𝑝(𝑥፣ , 0)ፂፇፄ is
the pressure calculated through CHE, and 𝑝(𝑥፣ , 0)፦፞ፚ፬ is the pressured measured by the microphones.
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In other methods, the duct propagation code is based on Linearised Euler Equation (LEE) [71], how-
ever, the basic principle of solving for minimising the error remains the same.

A limitation of educing impedance through experimental methods, under grazing flow conditions, has
been identified by Renou and Aurégan [54]. This stems from their observation of differences in the
impedance spectra, when the direction of the grazing flow relative to that of an acoustic wave is
changed. This phenomenon violates the locally reacting assumption for an acoustic liner, according
to which the impedance should be independent of the structure of the flow field above the liner [72].
Watson et al. [70] have suggested that this discrepancy indicates the need to include the shear flow ef-
fects, which are not considered with the Ingard-Myers boundary condition (discussed in section 2.2.3).
Currently, the efficacy of the Ingard-Myers boundary condition to educe liner impedance under grazing
flow remains a contentious topic in liner research [15]. Moreover, under grazing flow conditions, some
authors such as Dai & Aurégan [18] have even questioned the locally reacting definition of acoustic
impedance (see equation 1.1).

Figure 2.5: Grazing Impedance Tube Setup at NASA Langley [32]

2.2.3. Prediction of Liner Impedance using Numerical Methods

From the discussion presented in the previous sections, it is clear that eduction of acoustic impedance,
especially in the non-linear regime, is a rather complicated process. The limitations associated with
non-linear flows stems from a limited physical understanding of the near and in-orifice flowfield. With
the recent advances in the computational aeroacousitc methods, numerical schemes such as DNS and
LBM have become useful tools which can be used to mimic the effects of acoustic liners and therefore,
improve our understanding of the flowfield in the vicinity of the liners. The discussion in this section is
given in two parts. In the first part, the results from numerical simulations conducted with the actual
liner geometry is presented, followed by a discussion on the use of the Impedance Boundary Condition
(IBC) with the numerical schemes in the second part.

Numerical Simulations with Liner Geometry

One of the first impedance study, through numerical means, was conducted by Tam & Kurbatskii [67]
who studied slit liners (figure 2.6(a)) under a normal acoustic excitation for a wide range of frequencies
and incident sound pressure levels, using DNS. Tam & Kurbatskii [67] observed vortex shedding from
the slit at the resonance frequency of the slit liner (≈ 1 kHz), which is in accordance with the work of
Ingard et al. [27]. They attributed the dissipation of acoustic energy to the viscous dissipation at the
walls of the slit and to the vortex shedding. The comparison of experimental and numerical results at
an input SPL of 130 dB is shown in figure 2.6(b). It is seen that the numerical results show a reasonable
match with the experimental ones except at a frequency of 2 kHz. Tam & Kurbatskii [67] suggested a
possible vortex shedding at 𝑓 = 2 kHz which is not captured by their numerical simulations might cause
this discrepancy. However, this suggestion could not be confirmed in their study.
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(a) Computational Setup with Slit Liner (b) Absorption Coefficient at SPL = 130 dB, Legend: ( )Simulation,
( )Experiment

Figure 2.6: Description of numerical study of Tam et al. [67]

Zhang & Bodony [74], on the other hand, conducted a DNS campaign to mimic the effects of a 3-
dimensional honeycomb liner, under acoustically excited conditions. Their simulations established that
the in-orifice flow is dependent on the phase of the incident acoustic excitation, where substantial flow
through the orifice can exist at certain phases and flow separation at the edge of the orifice walls can
exist at others. The evolution of orifice flow and thus the acoustic dissipation mechanism at different
sound amplitudes was also analysed using the 𝜆ኼ criterion as shown in figure 2.7. Lower flow pene-
tration into the cavity at SPL = 130 dB reflects on the fact that the main noise dissipation mechanism
is the orifice-wall friction, while at SPL values ≥ 150 dB the dissipation is mainly due the vorticity shed
into the cavity. These observations are in-line with Sivian [63]. Finally, Zhang & Bodony [74] used
the Dean’s method (see section 2.2.2) to educe liner impedance and found a reasonable comparison
with the experimental results, except a discrepancy in the normalised resistance at 𝑓 = 3 kHz. Similar
trends were observed with the normalised reactance curves.

(a) SPL = 130 dB (b) SPL = 150 dB (c) SPL = 160 dB

Figure 2.7: ᎘Ꮄ criterion plotted at ፟ = 3 kHz [74]

Zhang & Bodony [73] further extended their DNS study to mimic the effects of 3-dimensional acoustic
liner under grazing flow conditions. They observed that the vorticity penetration into the honeycomb
cavity is a stronger function of acoustic sound amplitude than of the turbulence in the grazing flow. How-
ever, the turbulent grazing flow increased the peak orifice velocity by a factor of two, which increased
the dissipation due to orifice-wall friction. This was reflected by the fact that the liner resistance at low
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sound levels, where the acoustic dissipation is mainly caused by the viscous dissipation at the orifice
walls, was higher for the grazing flow case. This is shown in the porosity normalized resistance curve
in figure 2.8. On the other hand, introduction of grazing flow has hardly any effect on the normalised
reactance values.

(a) Porosity Normalised Resistance (b) Porosity Normalised Reactance

Figure 2.8: Normalized impedance at different SPL for grazing flow condition, Legend: ( )no flow, ( )Laminar boundary layer,
( )Turbulent boundary layer [73]

(a) Porosity Normalised Resistance (b) Porosity Normalised Reactance

Figure 2.9: Normalized impedance at different SPL for grazing flow condition, Legend: Model A - Melling’s Model, Model B -
Motsinger’s Model [43]

The discussion of numerical studies given above proves that the Direct Numerical Simulations (DNS)
are a useful tool to not only educe impedance but also give a physical interpretation of the result. How-
ever, the use of DNS is limited due to a large requirement of the computational resources. With such
limitations, LBM provides an innovative alternative to DNS. Manjunath et al. [43] conducted a numer-
ical study on honeycomb liners under acoustically excited flow, using LBM-VLES and validated the
impedance results against the DNS results in [74] as shown in figure 2.9 . In the figure, model A and
model B represent Melling (equation 2.13) and Motsinger models (equation 2.14 & 2.15) respectively.
It is seen that the the porosity-normal reactance of the LBM simulation is in quantitative agreement with
DNS and semi-empirical models. On the other hand the resistance values exhibit correct trends but
show quantitative difference especially at frequency close to the liners resonant frequency (≈1.1 kHz).
These deviations could arise due to the fundamental difference between the two numerical schemes
(DNS and LBM) as well as from the difference in the computational setup.

The numerical simulations discussed in this section, with DNS and LBM schemes, are extremely time
intensive, mainly because of the effort to resolve in-orifice flow structures and the boundary layer (ap-
plicable only for grazing flow conditions). For instance the case ran by Manjunath et al. [43] consumed
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a total of 466.93 CPU-hours on a Xenon E5-2697 2.6 GHz. Such long CPU-hours are a burden on the
available resources.

Numerical Simulations with Impedance Boundary Condition

An alternative method to model the effects of the acoustic liner is to use an IBC in combination with a
numerical scheme such as DNS or LBM. In this method, the need to resolve the in-orifice flow structures
can be bypassed as the impedance is directly prescribed at the wall. The standard formulation of the
IBC with a mean flow, assumes a thin zero velocity fluid layer near the wall which is separated from
the mean flow by a vortex sheet as shown in figure 2.10. In the figure 2.10, the position of the thin
vortex sheet is given by 𝑦 = 𝛿፛. It is generally admitted that the acoustic normal displacement and the
acoustic pressure are continuous across the boundary layer, which leads to the well-known Ingard-
Myers boundary condition as given below [47],

𝑢፧(𝑖𝜔) =
𝑝(𝑖𝜔)
𝑍(𝑖𝜔) + 𝑈ጼ ⋅ ∇ (

𝑝(𝑖𝜔)
𝑖𝜔𝑍(𝑖𝜔))⏝⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⏝

convective term

− 𝑝(𝑖𝜔)
𝑖𝜔𝑍(𝑖𝜔)𝑛 ⋅ (𝑛 ⋅ ∇𝑈ጼ)⏝⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⏝

curvature term

(2.26)

where 𝑛 is the normal vector pointing outwards from the wall, 𝑈ጼ is the freestream velocity, and 𝑢፧ and
𝑝 are complex acoustic velocity and complex acoustic pressure above the lined surface respectively. In
the above equation, the convective term shows the effects of the convection with the mean flow while
the effect of the curvature of the impedance surface is accounted by the curvature term. It should be
noted that the equation 2.26 is only valid under a limit of vanishing fluid layer thickness (𝛿፛ →0) and an
infinitely small vortex sheet deflection (𝜂→0), i.e. 0 < 𝜂 « 𝛿፛ < 1. Tester [69] has found that the boundary
condition mentioned in equation 2.26 leads to an unstable solution, due to a Kelvin-Helmholtz type
instability arising from the vortex sheet interface. This instability renders the boundary value problem
ill-posed in time domain [66], which is of particular interest as most liner analysis involves time domain
simulations. Rienstra [57] has stated that the instabilities occur due to the time domain representation
of impedance which is originally defined in the frequency domain. He stresses that all conversions
from frequency domain to time domain are not possible and they must satisfy certain constraints [57].
However, this is not always possible and thus time-domain instabilities persists.

Figure 2.10: Geometrical representation of the Ingard-Myers boundary condition [57]

Studies such as that conducted by Tam & Auirault [66] have pointed that this instability is non-physical
in nature, and the assumption of a thin-vortex layer is futile as in reality no such vortex sheet exists
in the flow. They stressed on including the effect of the mean flow on acoustic impedance directly
without introducing a vortex-sheet discontinuity. Numerically stable implementations of the Ingard-
Myers boundary conditionmight be achieved by selective filtering of the unstablemodes and coarsening
of the grid. Filtering and coarsening adds additional dissipation which can prevent the instability from
growing. This option has been explored by Richter et al. [56]. They further simulated the NASA -
Grazing Impedance Tube (GIT) (similar to setup shown in figure 2.5), to model the effects of a ceramic
tubular liner using two different time domain implementations of equation 2.26, namely, the 3-parameter
MSD model [66] and the extended Helmholtz resonator model [57]. Richter et al. [56] observed a good
match with the experimental results at all operating conditions, except at low frequencies of 0.5 kHz
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and 1 kHz, results of which are shown in figure 2.11. The discrepancy at 0.5 kHz is attributed to a
standing wave pattern that exists in the entire computational domain, while that at 1 kHz is attributed
to a spatially growing Tollmein-Schlichting type instability. It should be noted that in the figure 2.11, EFI
represents the MSD model while EHR is the extended Helmholtz resonator model.

(a) ፟ = 0.5 kHz (b) ፟ = 1 kHz

Figure 2.11: Comparison of SPL recorded with different Time Domain Impedance Boundary Condition [56]

From the discussion presented above, it is clear that the instabilities arise because of the simplifiedmod-
eling assumptions associated with the use of the Ingard-Meyers boundary condition (equation 2.26).
Thus, a method to facilitate a stable IBC could be to resolve the boundary layer and use it in combina-
tion with a nominal impedance. Here, ’nominal impedance’ means the impedance value in a stagnant
medium (equation 1.1). With a resolved boundary layer, the Ingard-Meyers boundary condition (IMBC)
becomes obsolete and thus, the instability issues arising due to the modeling assumptions of the IMBC
can be tackled. However, it should be noted that resolving the boundary layer completely can increase
the computational cost, which is against the whole purpose of using an impedance boundary. In this
case, the question is what level of resolution of the boundary layer is required to efficiently capture the
effect of mean flow on the lined wall.

Based on the above assumption, Richter & Thiele [55] used an ’artificial’ boundary layer profile in-
stead of a fully resolved boundary layer. However, they raised questions at the robustness of this
method, as they observed that the results with an artificial boundary layer are highly sensitive to its’
thickness. Burak et al. [10]. conducted simulations with Large Eddy Simulations (LES) and Linearized
Navier Stokes Equation (LNSE) to model the effect of the ceramic tubular liner [50]. They resolved
the boundary layer upto the log law region, and used the 3-parameter MSD model to account for the
impedance boundary in time domain. Burak et al. [10] observed a good match with the experimental
results conducted by Jones et al [50]. Moreover, they were able to capture the hydrodynamic insta-
bilities at 𝑓 = 1 kHz, which is in agreement with the experimental results. A limitation of this study
stems from the fact that it decouples the acoustic and hydrodynamic fields and treats them separately.
However, in reality the hydrodynamic and acoustic effects are extremely coupled.

The discussion presented in this section shows that the use of an IBC remains a bottleneck due to
stability issues. The stability issues arise because of the simplified modeling assumption, which proba-
bly is due to our lack of knowledge regarding the physical interaction between the flow and liner cavities
[48]. Numerical simulations with a liner geometry can help improving our understanding of the physical
processes, however their widespread use is limited because of high computational requirements.

2.2.4. Important Takeaways

Some of the major limitations of the models in section 2.2 are summarised below,

• The use of theoretical models to characterise liner impedance is limited, due to their inability to
accurately account for the non-linearities. This can be regarded to our limited understanding of
the flow physics in the vicinity of the liner, especially in the non-linear regime.

• Characterising acoustic liners through experiments is a widely used method, however, they often
have cumbersome installation requirements. Moreover educing liner impedance, especially un-
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der grazing flow conditions, is a contentious topic in the field of liner research. This again stems
from our limited knowledge of the interaction between the flow and the acoustic field in the vicinity
of the liner.

• Numerical simulations with a liner geometry can improve our understanding of the acoustic-flow
interactions, however they require large computational resources.

• Combining numerical simulations with an IBC can reduce the burden on the computational re-
sources, but the stability issues associated with it remain a bottleneck.

The limitations associated with the impedance eduction methods discussed in the current chapter act
as a motivation to investigate alternate modeling approaches. From the points mentioned above, it can
be said that a newmodel should be stable in time domain and that it should not be based extensively on
the near/ in-orifice flow physics. Moreover, it should alleviate the burden on the available computational
resources. Thus, exploring the prospect of using the equivalent fluid modeling option for mimicking the
acoustic effects of honeycomb liner is justified. The basic concepts of this type of modeling and the
associated assumptions are discussed in chapter 3.





3
Equivalent Fluid Region

The previous chapter summarises some of the most common impedance eduction methods to char-
acterise the SDOF liners. It has been concluded that the general understanding of the near and in-
orifice flow physics is limited, especially in the non-linear flow regime. This limitation has consequently
thwarted the development of theoretical models. Moreover, cumbersome installation requirements also
restrict the use of empirical methods to understand the flow dynamics in the vicinity of the acoustic liner.
In this scenario, numerical methods have proven to be successful, in not only offering a better under-
standing of the near orifice flow dynamics but also in providing reasonably accurate impedance values.
However, the numerical simulation with an actual liner geometry is a burden on the computational re-
sources. An alternative might be to replace the liner geometry in the numerical setup with an IBC,
however, the use of this boundary condition is bounded by instability issues and ill-posed problems.

The following sections explore the plausibility of modeling the acoustic effects of SDOF liners using
the equivalent fluid approach. Traditionally, this approach is used to mimic the acoustic effects of the
extended-reacting type liners such as porous materials. Thus, before discussing the prospect of us-
ing the equivalent fluid modeling for SDOF liners, it is essential to familiarise oneself with the use of
equivalent fluid models for porous materials. Hence, the concept of equivalent fluid regions for porous
materials is introduced in section 3.1. Thereafter, a case is developed for the use of the APM for-
mulation, which is an equivalent fluid model in PowerFLOW®, for mimicking the acoustic effects of
honeycomb liners in section 3.2. Finally, the chapter concludes with the research objectives and the
research questions of the current thesis in section 3.3.

3.1. Equivalent Fluid Modeling for Porous Materials

Porous materials are extended-reacting type liners that have proved to be an ideal choice for sound
absorption over a broadband frequency range. Generally, porous materials such as felt/ foams con-
sist of a complex microscopic topology. This is apparent from figure 3.1, where an open-cell and a
closed-cell polyethylene foam are shown. The acoustic effects of such porous materials are strongly
dependent on their complex internal-structures. For example, closed-cell foams are usually highly re-
flective and thus poor absorbers as the motion of the incoming acoustic wave is thwarted by the closed
cells. Alternatively, open-cell foams are usually good sound absorbers.

At a microscopic scale, the porous materials are generally inhomogeneous and the sound attenua-
tion mechanism is usually attributed to [42]: i) the visco-thermal dissipation due to fluid flowing through
the pores, ii) mechanical damping due to the frame, iii) the Helmholtz-type resonance, and iv) shedding
of vortices at edges (applicable only under non-linear regime such as high SPL of input acoustic wave).
Clearly, developing pure analytical descriptions of the above mentioned mechanism is an arduous task.
Thus, porous materials are usually analysed at a macroscopic scale. If, the microscopic characteristic
length is given by 𝑙∗፜, the macroscopic length (𝐿∗፜) is defined such that 𝜆 > 𝐿∗፜ » 𝑙∗፜, where 𝜆 represents
the acoustic wavelength. A description of different length scales in the acoustic problem is shown in

21
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figure 3.2. At a macroscopic scale, along with a rigid frame approximation, a porous material can be
replaced by an equivalent fluid region [40]. This region is characterised by the same bulk modulus
(𝐾) as the saturating air inside the porous material, and a complex density (𝜌) which accounts for the
visco-inertial interactions of the acoustic wave with the frame.

(a) Open-pore type (b) Closed-pore type

Figure 3.1: Scanning Electron Microscope (SEM) graph for different polyurethane foam [23]

Figure 3.2: Different length scales of a porous material[22]

3.1.1. Relevant Equivalent Fluid Models

One of the most commonly used theoretical model based on the macroscopic description explained
above was originally formulated by Johnson et al. [28], to which additions were made by Champoux
& Allard [13]. This model is essentially called the Jonhson-Champoux-Allard (JCA) model. It uses five
parameters to characterise a porous material, namely the acoustic porosity (𝜙), the tortuosity (𝛼ጼ), the
static flow resistance (𝜎), and the viscous and thermal characteristic lengths are represented by Λ and
Λᖣ respectively. According to the JCA model, the effective density (�̃�) and effective bulk modulus of an
equivalent fluid is given as,

�̃�(𝜔) = 𝛼ጼ𝜌ኺ
𝜙 (1 + 𝜎𝜙

𝑖𝜔𝜌ኺ𝛼ጼ
√1 + 4𝑖𝛼

ኼጼ𝜇𝜌ኺ𝜔
𝜎ኼΛኼ𝜙ኼ ) (3.1)

�̃�(𝜔) =
᎐ፏᎲ
Ꭻ

𝛾 − (𝛾 − 1)/ (1 + ዂ᎙
።ጉᖤᎴፏ፫Ꭶ᎞Ꮂ

√1 + ።᎞ᎲᎦፏ፫ጉᖤᎴ
ኻዀ᎔ )

(3.2)

where 𝜔 is the angular frequency, 𝜇 represents the dynamic viscosity, 𝑃𝑟 is the Prandtl number (0.71 for
air), 𝛾 is the specific heat ratio and 𝑃፨ is the atmospheric pressure. The complex effective density (�̃�) is
the density experienced by the acoustic wave travelling through the equivalent fluid, while the complex
effective bulk modulus (�̃�) is the ratio of pressure applied to the equivalent fluid to the fractional change
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in its volume. Equation 3.1 and equation 3.2 can be further used to calculate characteristic impedance
𝑍፜, which essentially gives the normal surface impedance of the equivalent fluid (𝑍).

𝑍፜ = √�̃�(𝜔) ⋅ �̃�(𝜔) (3.3)

𝑍 = −𝑖𝑍፜ cot (𝑘𝑑) (3.4)

where 𝑑 is the length of the equivalent fluid region and 𝑘 is the wavenumber. Another relevant equiva-
lent fluid model is the APM formulation implemented in the LB based solver, PowerFLOW®. The APM
model provides a comparatively easier implementation than the JCA model as it requires the knowl-
edge of only two equivalent fluid parameters, i.e. the flow resistance (𝜎) and the material porosity (𝜙),
compared to five parameters in the latter case. For a detailed discussion on the numerical implemen-
tation of this model, the reader is referred to chapter 4.

The current discussion shows that the equivalent fluid models are characterised through macroscopic
parameters such as the static flow resistance (𝜎), porosity (𝜙), tortuosity (𝛼ጼ), etc. Thus, with the
knowledge of these parameters the impedance offered by a porous material to an incident acoustic
wave can be determined. These characterising parameters can be either obtained through analytical
models [6], or empirically through experiments [61].

3.1.2. Numerical Simulations with Equivalent Fluid Model

Pérot et al. [51] modelled the sound absorption property of a porous material using an equivalent fluid
model in PowerFLOW®. The current study used a high porosity assumption (𝜙 ≈1) and thus only the
resistance to characterize the material under investigation. Pérot et al. [51] simulated the equivalent
fluid model in a Digital Normal Impedance Tube (DNIT) setup, illustration of which is shown in figure
3.3. In the setup the sample thickness and air layer thickness is represented by 𝑑 and 𝑒 respectively,
while 𝜎፱ represents the flow resistance in x-direction.

Figure 3.3: 2D representation of Computational Impedance Tube Setup [51]

Figure 3.4 shows the absorption coefficients educed with different methods in the numerical study of
Pérot et al [51]. Although the simulation results exhibit correct trends, they underestimate the experi-
mental value within a maximum error range of 20-30%. With only one macroscopic parameter charac-
terizing the porous material, the accuracy of impedance prediction is bound to be affected. However,
when an air layer (𝑒) is introduced, the estimation of absorption coefficient are in better agreement and
the shape of the plot is well captured as shown in figure 3.4. This trend is related to the fact that for a
APM-air layer combination, the absorption characteristic is less sensitive to accurate modelling of the
only the APM [51]. Another interesting observation from figure 3.4(b) is the increased absorption at
low frequencies compared to the configuration used in figure 3.4(a). However, Pérot et al [51] have
not mentioned the physical reasons that might have caused this trend. In the current simulations the
absorption coefficient was not a priori known and the simulation parameters such as the resistance,
sample thickness and air layer thickness were derived empirically.

Alternatively, with the priori knowledge of the absorption coefficient, the simulation parameters can
be characterised using an inverse analysis. Pérot et al. [51] conducted simulations with the modified
regression parameters and found improved predictions of the absorption coefficient. This can be seen
in figure 3.5 where the estimation has greatly improved, especially in the case where 𝑒 = 0. Deriving
the equivalent fluid parameters through inverse formulation is also an integral part of the current thesis
and is discussed in-depth in chapter 8.
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(a) ፞ = 0 mm (b) ፞ = 120 mm

Figure 3.4: Absorption coefficient as a function of frequency, Legend: ( )Simulation, Legend: ( )Experiment, (-)Analytical [51]

(a) ፞ = 0 mm (b) ፞ = 142 mm

Figure 3.5: Absorption coefficient calculated with regression parameters , Legend: ( )Simulation, ( )Experiment [51]

A numerical study to model a ceramic liner (shown in figure 3.6) as an APM was conducted by Sun et
al. [65], who conducted simulations under no-flow and grazing flow conditions. In this effort, Sun et al.
[65] characterised the porous material using both the flow resistance (𝜎) and material porosity porosity
(𝜙). The equivalent fluid parameters, i.e. 𝜎 and 𝜙 were obtained from the experimental results of Jones
et al. [50]. Under no-flow conditions, Sun et al. [65] were able to obtain a good overall comparison
between the experiments and LBM simulations, especially at low frequencies as seen in figure 3.7.
However at 𝑓 ≈ 2000 Hz which is close to the anti-resonance frequency of the porous material, the
simulations underpredict the experimentally obtained absorption values. This discrepancy might be
caused by the inability of the simulation to accurately model the near-antiresonance behaviour of the
ceramic liner, possibly due to the fact that the model neglects thermal and structural effects which might
dominate at 𝑓 ≈ 2000 Hz. The results from the simulations under no-flow conditions are important for
the current thesis as they are used in the verification of the APM-CFD numerical setup in chapter 6.

Under grazing flow conditions, Sun et al. [65] simulated a Grazing Flow Impedance Tube, similar
to that shown in figure 2.5. The acoustic performance was studied by analysing the Sound Pressure
Level (SPL) values at different inflow Mach number (M=0, 0.1, 0.3). Figure 3.8 shows the SPL plots
at M=0.1. From the figure, it is evident that the implemented model is in good agreement with the
experimental data, proving the ability of the APM model to correctly predict the sound absorption in
presence of grazing flow. Moreover, Sun et al. [65] concluded that the APM model naturally avoids
the instability issues such as that associated with the implementation of IBC. This is because APM
directly solves the equations in time domain, hence, it bypasses the issues associated with the con-
version of impedance from frequency domain to time domain as discussed in section 2.2.3. These
stability issues are a bottleneck for conventional IBC applications, as discussed in chapter 2.The fact
that the APM formulation under grazing flow condition is devoid of such concerns is a major advantage.
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The discussion presented in this section presents some of the relevant numerical studies conducted
with the APM formulation. Sun et al. [65] have reported that the APM model characterised using two
macroscopic properties 𝜎 and 𝜙 can accurately model the acoustic effects of a rigid frame porous ma-
terial not only under no-flow conditions but also under grazing flow conditions. Now, the challenge is
to extend the use of the equivalent fluid models, the APM formulation in particular, for mimicking the
acoustic effects of honeycomb liners.

Figure 3.6: Schematic of a ceramic liner [50]
Figure 3.7: Absorption Coefficient (no-flow case), Legend -

( )Experiment, (-)Analytical, (-)Simulation [65]

Figure 3.8: SPL recorded for ፌ = 0.1, Legend - ( )Experiment, (-)Simulation [65]

3.2. Equivalent Fluid Modeling for Honeycomb liners

From the discussion given in chapter 2, it is seen that the acoustic effects of the honeycomb liner
are essentially dependent on the liner geometry and the nature of the input signal (i.e. its SPL and
frequency). Moreover, the acoustic absorption is attributed to the physical processes within the vicin-
ity of the liner orifice, such as the viscous losses at the orifice wall and the vortex shedding from the
edge of the orifice as shown in figure 2.7. Conventional methods for mimicking the acoustic effects
of the honeycomb liner seek to model such near/ in-orifice flow phenomenons [64]. Conversely, the
equivalent fluid models are based on the macroscopic representation of porous materials, which exhibit
completely different flow dynamics than honeycomb liners. Therefore, it can be said that equivalent
fluid modeling for honeycomb liners is an effort to represent its’ acoustic effects through the equations
that govern the acoustic absorption inside a porous medium.

Thus, with the knowledge of appropriate model parameters, the equivalent fluid models should ideally
be able to reproduce the acoustic effects of the reference liner. However, obtaining these parameters
for a honeycomb liner is not straightforward. While the honeycomb liners are characterised through
their impedance (𝑍), the equivalent fluids are characterised through parameters such as the static flow
resistance (𝜎), fluid porosity (𝜙), etc. Hence, there is no direct correspondence between the param-
eters that define a honeycomb liner and those that define an equivalent fluid. Moreover, there is a
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major underlying assumption in the use of the equivalent fluid approach for honeycomb liners. This
assumption stems from the fact that the honeycomb liners are locally-reacting type liners, while the
porous materials are extended-reacting type. Modeling a locally-reacting liner as an extended-reacting
liner is not entirely physical and might not even be feasible.

Nevertheless, in the current thesis, the APM model available in the flow solver, PowerFLOW® is used
to mimic the honeycomb liner effects. The possible advantages of using this formulation are summa-
rized in section 3.2.2. However, first a discussion is presented on the equivalent fluid implementation of
Atalla & Sgards [6] in section 3.2.1. This implementation seeks to model the honeycomb liners based
on the JCA model as given in section 3.1.1.

3.2.1. Jonhson-Champoux-Allard Model for Honeycomb liners

Atalla & Sgards [6] attempted to extend the use of the JCA model (see section 3.1.1) for the cavity
backed perforated facesheets such as that shown in figure 1.2(a). As defined earlier, the JCA model is
characterise by five parameters, namely the porosity (𝜙), tortuosity (𝛼ጼ), viscous characteristic length
(Λ) thermal characteristic lengths (Λᖣ) and the flow resistance (𝜎). Atalla & Sgards [6] have said that
perforated plate with straight cylindrical holes, 𝜙 is equal to the plate porosity and Λ and Λᖣ is equal to
the orifice radius 𝑟. Thus, three of the five parameters can be directly related to the geometry of the
perforated facesheet

On the other hand, Atalla & Sgards [6] derive the equivalent tortuosity 𝛼ጼ as a function of the charac-
teristic length (𝜖፨) of the perforated facesheet. This is indeed an interesting correlation between the
properties of a porous material and the that of a perforated facesheet. While the correction length
(𝜖፨) represents the increased length of the oscillating mass in the liner cavity (see section 2.2.1), the
tortuosity 𝛼ጼ represents the extended distance that the flow has to travel due to curvatures within the
structure of porous material. For a configuration of a perforated facesheet backed by a honeycomb
cavity the equivalent tortuosity can be defined as,

𝛼ጼ = 1 +
2𝜖፨
𝑡፟

(3.5)

where 𝑡፟ is the thickness of the facesheet. The correction length 𝜖፨ is usually given through empirical
relations such as that shown in equation 2.15. The only remaining unknown in the JCA model is the
static flow resistance (𝜎). Rather than using the static flow resistance, Atalla & Sgard [2] used the
expression for the dynamic flow resistance as follows,

𝜎dynamic = (
2𝑑፨
𝑟 + 4𝜀፨𝑟 )

𝑅፬
𝜙 (3.6)

where 𝑅፬ is the surface resistance which is given by 0.5√2𝜇𝜌𝜔. Here the term ’dynamic’ shows that
that the flow resistance is dependent on the frequency of the input acoustic signal. Thus, starting from
equation 3.1 and equation 3.2, and using the assumptions explained in the current section, the JCA
model for a perforated facesheet backed with a cavity can be derived as,

𝑍 = (
2𝑡፟
𝑟 + 4𝜀፨𝑟 )

𝑅፬
𝜙⏝⎵⎵⎵⎵⏟⎵⎵⎵⎵⏝

I

+ 1𝜙 (2𝜀፨ + 𝑡፟) j𝜔𝜌ኺ⏝⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⏝
II

− j𝜌ኺ𝑐ጼ cot(𝑘𝐿)⏝⎵⎵⎵⏟⎵⎵⎵⏝
III

(3.7)

where the correction length 𝜖፨ is given by 0.85𝑟(1−1.14√𝜙). Equation 3.7 as Atalla & Sgards [6] were
able to formulate an equivalence between the equivalent fluid model for a porous medium and a cavity
backed liner. Term I in equation 3.7 represents the resistance due to viscous effects and due to the end
corrections. Term II represents the mass reactance which is associated with the orifice mass-inertia,
while term III is the cavity reactance. Moreover, it should be noted that term I and term II are applicable
under the high frequency limit which is in accordance with Crandall [17].

A clear disadvantage of this equivalent fluid model is its dependence on the discharge coefficient 𝐶ፃ,
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as its accurate prediction remains a bottleneck even for the traditional theoretical models discussed in
section 2.2.1. Anyways, the efficacy of this model to mimic the acoustic effects of liners is compared
with that of the APM in chapter 9.

3.2.2. Acoustic Porous Medium for Honeycomb liners

The use of extending the equivalent fluid approach, the APM formulation in particular to mimic the
acoustic effects of a honeycomb liner is supported by certain possible advantages that are summarized
below,

• As discussed earlier the implementation of an IBC might lead to a stability issues and eventually
an ill-posed problem in time domain. Rienstra [57] has suggested that this occurs due to the
time domain representation of impedance (𝑍), a value which is originally defined in the frequency
domain. The use of an APM, on the other hand, can bypass the stability issue as it solves the
equations, that naturally damps the acoustic waves, directly in time domain.

• A probable disadvantage of using an IBC to mimic the acoustic effects of a honeycomb liner stems
from the fact that the acoustic and flow fields are often decoupled. Whereas, it is well known that
the acoustic and flow fields in the vicinity of the liner are strongly coupled. An APM, on the other
hand, is not a boundary condition but a region with modified properties with respect to air, such
that the the sound waves can travel through it. Thus, it is possible that the acoustic and flow
effects can be coupled with the use of APM.

• As mentioned earlier, modelling assumptions based on the flow physics in the vicinity of the
honeycomb liner might be flawed/ too simplistic due to a limited knowledge of the fluid dynamics
in the vicinity of the liner. However, this is not a concern for the APMmodel, as it is a macroscopic
representation of the porous medium based on Darcy’s law [16] and not based on the near/ in-
orifice fluid dynamics.

• With the APM model, the need to resolve the near/ in-orifice flow field can be bypassed and
consequently, the burden on the computational resources can be alleviated.

With such possible advantages of the APM approach, it makes sense to access its capability to mimic
the acoustic effects of a SDOF Honeycomb liner.

3.3. Research Objective and Questions

The discussion presented in chapter 2 gives a clear motivation to analyse alternate methods to mimic
the acoustic effects of honeycomb liner. Following this, the equivalent fluid approach is discussed in
chapter 3 and strong arguments are given in support of using the APM formulation. Thus, based on
the knowledge gained in the previous chapters, the thesis objective is to:

Determine a methodology to model the effects of a honeycomb acoustic liner by implement-
ing and validating the Acoustic Porous Medium formulation available in PowerFLOW®

Following the research objective, the major research questions for the current thesis can be formu-
lated. The first research question focuses on finding simulation parameters which will aid in accurate
modeling of the liner effects. This research question can be answered in parts through sub-questions

1. What kind of resources are required to accurately simulate the effects of a honeycomb
liner with an APM?

• What simulation parameters are required to accurately simulate the honeycomb liner and
the APM?

• What is the required grid resolution to accurately discretize the acoustic and the flow field?

The next question focuses on the desire to validate the use of the APM formulation for acoustically
excited flows. A challenge associated with equivalent fluid modeling is to derive the model parameters



28 3. Equivalent Fluid Region

that correspond to the acoustic effects of the reference honeycomb liner. This is tackled through the
sub-questions which seek to investigate two different methods to derive the characterising parameters
of the APM.

2. Can the effects of an honeycomb acoustic liner, for an acoustically excited flow, be pre-
dicted by the Acoustic Porous Medium formulation available in PowerFLOW®?

• Can the APM be characterised through the inverse formulation present in PowerCASE®?
• Can the APM be characterised through the pressure drop experiment?
• What are the possible sources of discrepancies between the simulation and reference re-
sults? If any.
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4
Numerical Scheme

In the current chapter, a discussion is presented on the implementation of the numerical scheme
which is employed within the flow solver PowerFLOW®. Unlike most conventional CFD flow solvers
which are based on the discretization of the macroscopic continuum equations, i.e. the NS equa-
tions, PowerFLOW® uses the LBM which is based on the mesoscopic kinetic equations. Thus, within
this chapter the fundamentals of LBM along with its main equations are given in section 4.1. There-
after, the numerical implementation of the APM, which is an equivalent fluid formulation employed in
PowerFLOW® is presented. For a detailed discussion on LBMand its implementation within PowerFLOW®,
the reader is referred to [52] and [14] respectively.

4.1. Fundamentals of the Lattice Boltzmann Method

4.1.1. Boltzmann Transport Equation

LBM is based on Ludwig Boltzmann’s kinetic theory of gases [3]. Unlike the NS equations that as-
sumes a macroscopic continuum, the kinetic theory treats the fluids/ gases as a collection of substan-
tial amount of discrete particles with a random motion. The interaction between the particles and the
subsequent exchange of momentum and energy is achieved through particle streaming and collision
[7]. The streaming and collision process can be modelled through the Boltzmann transport equation
which is a PDE given by:

𝜕𝑓
𝜕𝑡 + 𝑒 ⋅

𝜕𝑓
𝜕𝑥 + 𝐹 ⋅

𝜕𝑓
𝜕𝑒 = Ω (4.1)

where the particle distribution function 𝑓(𝑥,𝑒,𝑡) gives the probability of finding a particular molecule with
a given position and momentum, while 𝑒 is the continuous microscopic velocity. In the above equa-
tion, the time (𝑡) and space (𝑥) evolution of the particle distribution function is controlled by the collision
operator Ω, whereas the influence of the external forces is modelled through the external force vector 𝐹.

LBM can be considered as a simplification to Boltzmann’s kinetic theory of gases which is achieved by
reducing the number of particles and confining them to the lattice node [7]. Besides this, LBM intro-
duces an intermediate scale, i.e. the mesoscopic scale, which offers a mesoscopic description of the
flow field alternately to the microscopic treatment in the kinetic theory and the macroscopic treatment
of the NS equations. Moreover, LBM restricts the motion of the particle to certain finite grid positions
called as the lattice nodes. In such a treatment, the continuous distribution function 𝑓 = 𝑓(𝑥,𝑒,𝑡) is
replaced with 𝑓። = 𝑓።(𝑥።,𝑒።,𝑡), which is the probability of finding a particle streaming along the direction 𝑖
with a discrete microscopic velocity 𝑒።.

4.1.2. Lattice Models

Lattices are an integral element in LBM as the permitted streaming directions and positions are defined
on it. Besides this, the lattices also encompass the entire simulation volume. Various lattice models

31
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can be incorporated within LBM such as those shown in figure 4.1. For a 2 dimensional setup, the
LBM allows 9 streaming directions, while for its 3 dimensional counterpart, 19 streaming directions are
allowed. These models are known as the 𝐷2𝑄9 and the 𝐷3𝑄19 respectively. The use of such models
along with their associated streaming directions has proved to be sufficient for low speed cases, i.e.
for 𝑀 < 0.4, where the compressibility effects are negligible [52]. In the low supersonic and transonic
regimes, i.e. for𝑀 < 2, complex models with higher number of streaming directions such as the 𝐷3𝑄27
might be required to properly capture the flow physics.

(a) D2Q9 [7] (b) D3Q19 [52] (c) D3Q27 [52]

Figure 4.1: Different lattice models used with LBM

4.1.3. Lattice Boltzmann Equations

With the knowledge of the discrete particle probability function 𝑓።(𝑥,𝑒።,𝑡) along with the assumption of
no external forces 𝐹, the finite difference approximation of equation 4.1 leads to the main equation of
LBM which is given as:

𝑓።(𝑥 + 𝑒።Δ𝑡, 𝑡 + Δ𝑡) − 𝑓።(𝑥, 𝑡) = Ω። (4.2)

This equation is a time-explicit advection equation where the left hand term represents the streaming
process and the right hand term represents the collision process. The discrete collision operator Ω። is
modelled using the Bhatnagar-Gross-Krook (BGK) approximation [8] as,

Ω። ≈ −
|𝑓።(𝑥, 𝑡) − 𝑓፞፪። (𝑥, 𝑡)|

𝜏 (4.3)

In the above equations, 𝑓፞፪። represents the equilibrium distribution function and can be approximated
using the Hermite expansion upto the 3rd order as mentioned by Sun et al. [65]. The single relaxation
time 𝜏 is a function of the fluid viscosity (𝜈) and the temperature (𝑇) and is given by the expression,

𝜏 = 𝜈
𝑇 +

Δ𝑡
2 (4.4)

where Δ𝑡 is the local time step. As discussed in section 4.1.4, the relaxation time is integral for turbu-
lence modelling with the LBM. More importantly, the discrete function 𝑓። can be linked to the macro-
scopic hydrodynamic quantities such as the macroscopic density and velocity by taking its zeroth and
first-order moments,

𝜌(𝑥, 𝑡) =
ፍ

∑
።዆ኺ
𝑓።(𝑥, 𝑡); 𝑢(𝑥, 𝑡) = 1

𝜌(𝑥, 𝑡)

ፍ

∑
።዆ኺ
𝑓።𝑒። (4.5)

where 𝑁 is the number of points in the chosen lattice model and 𝑢 represents the particle velocity.

4.1.4. Turbulence Modelling

For low Reynolds number flows, the current implementation of PowerFLOW® is equivalent to DNS, i.e.
it resolves all the flow scales. However, as the Reynolds number increases, the size of the turbulence
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scales decreases and hence, resolving all the flow scales becomes impractical. Thus, for high Reynold
number flows, PowerFLOW® can employ turbulence modelling which is based on the two equation
RNG 𝜅−𝜖model, such that the effects of the unresolved smallest scales on the resolved larger ones can
be modelled [68]. This method is called the Very-Large Eddy Simulation (V-LES), where the turbulence
model provides the value of the dissipation rate (𝜖) and the turbulent kinetic energy (𝜅). The value of 𝜅
and 𝜖 is further used to calculate the turbulent relaxation time as shown below,

𝜏፭፮፫፛ ≈ 𝐶᎙
𝑘ኼ/𝜖

𝑇 (1 + (𝑘|𝑆|/𝜖)ኼ)
Ꮃ
Ꮄ

(4.6)

where |𝑆| is the local strain and 𝐶᎙ = 0.09. In this formulation, the total effective relaxation time 𝜏፞ is the
sum of the turbulent relaxation time (𝜏፭፮፫፛), which represents the collisions due to turbulent interactions,
and the relaxation time 𝜏፨ which accounts for the collisions due to molecular diffusion. Finally, the total
relaxation time can be incorporated with the BGK approximation of the collision operator as shown
below,

𝜏፞፟፟ = 𝜏፭፮፫፛ + 𝜏ኺ; Ω። ≈ −
1
𝜏፞፟፟

(𝑓። − 𝑓፞፪። ) (4.7)

4.2. Numerical Implementation of the Acoustic Porous Medium

Following the discussion in section 4.1, the current section presents the numerical implementation of
APM, which is an equivalent fluid formulation implemented in PowerFLOW®. This formulation is based
on Darcy’s law, which states that the pressure loss (∇𝑝) is proportional to the transpiration velocity 𝑢
through the fluid as shown below,

∇𝑝 = −𝜌𝜎 ⋅ 𝑢 (4.8)

The above equation is known as Darcy’s force term. The flow resistance (𝜎) is formed of two parts,
namely the inertial resistance (𝜎ፈ) and the viscous resistance (𝜎ፕ). The viscous resistance is inversely
proportional to the permeability 𝐾, while the inertial resistance is equal to the form coefficient (𝐶).

𝜎 = 𝜎፮ + 𝜎ፈ𝑢 (4.9)

𝜎ፕ =
𝜇
𝜌𝐾 , 𝜎ፈ = 𝐶 (4.10)

By using the Chapman-Enskog expansion, Chen et al. [14] have shown that the LB implementation
shown in equation 4.2 is equivalent to the NS equation. Thus, the equivalent NS form of the LB equation
for the APM is given by:

𝜕𝜌
𝜕𝑡 + ∇ ⋅ (𝜌𝑢) = 0 (4.11)

𝜕𝜌𝑢
𝜕𝑡 + ∇ ⋅ (𝜌𝑢𝑢) = −∇𝑝 − 𝜌𝜎 ⋅ 𝑢 (4.12)

Equation 4.12 is the momentum equation for fluid flow, except for the fact that the regular viscous term
is substituted by the Darcy’s force term. However, outside the equivalent fluid region, Darcy’s term
vanishes and the viscous term reappears, showing that the equivalent fluid is a region with modified
properties with respect to air. In this way, the current formulation can incorporate an equivalent fluid
into the governing equations.

In PowerFLOW® the APM model uses the flow resistance (𝜎) and the material porosity (𝜙) to charac-
terise the equivalent fluid region. The material porosity is given by:

𝜙 = 1 −
𝜌፩
𝜌፬

(4.13)

where 𝜌፩ and 𝜌፬ is the overall density of the porous medium and the skeletal respectively. Furthermore,
the APM considers a physical interface between the regular fluid region (for e.g. air) and the equivalent
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fluid region. The material porosity (𝜙) is applied only at this interface, such that the mass-flux through
the interface is conserved. The mass-flux conservation is given by:

|𝜌𝑢 ⋅ 𝑛|ጼ = 𝜙|𝜌𝑢 ⋅ 𝑛|APM (4.14)

where the subscript ∞ and 𝐴𝑃𝑀 represent the real fluid and acoustic porous medium respectively.
Another feature of the fluid-APM interface is the interface resistance due to the presence of the solid
structure, which is a function of thematerial porosity and the flow velocity [65]. Furthermore, it should be
noted that porous material properties such as surface roughness and thermal dissipation are neglected
in the APM model. This simplification is reasonable only for low Mach number flows such that the
assumption of an isothermal flows is valid.
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Honeycomb Liner-CFD Setup

Verification
The first part of the thesis has been devoted to verify the use of the Honeycomb Liner-CFD setup in
PowerFLOW®, by evaluating the accuracy of the tool in mimicking the acoustic effects of the refer-
ence liner. The results from this chapter will be later used to find the APM parameters and asses its
capability to mimic the liner effects in chapter 8. The general methodology applied in the verification
process of the CFD setup is illustrated in figure 5.1. The simulations with the honeycomb liner as the
reference geometry, uses a broadband acoustic signal as an input and gives the acoustic impedance
(𝑍) for the liner as an output. The results from the simulations are then compared against that from
the experiments and the analytical models. The reference experimental data used in the verification
process are taken from the experiments conducted by Jones et al. [31], while the analytical models
used for comparison in this chapter are based on the work of Melling [45] and Motsinger [46] (explained
in detail in chapter 2).

Figure 5.1: Illustration of the methodology employed in Liner-CFD verification

The current chapter starts with a detailed description of the numerical setup in section 6.2, followed by
a description of the impedance eduction procedure in section 5.2. Thereafter, the input conditions for
the simulations are stated in section 5.3. The grid convergence study is given in section 5.4, followed
by a comparison of the current simulation results with those present in the state of the art in section 5.5.
Finally, in section 5.6, the current chapter concludes with a verification study which seeks to explain
the trends of the simulation results.

5.1. Description of the Numerical Set-up
The computational set-up for the case being discussed in the current chapter is based on the set-up
provided with the OptydB toolkit [12], with modifications essentially in the nature of the input signal and
in the different resolution regions. The current section gives a complete overview of the simulation pa-
rameters used to verify the liner-CFD setup. It should be noted that most simulation settings discussed
in the subsequent subsections are also valid for the verification study of Acoustic Porous Medium-CFD
setup. Further information on the latter case can be found in chapter 6.

35
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Impedance Tube Set-up
The numerical setup used in the current thesis is the Digital Normal Impedance Tube (DNIT) which is
similar to the NIT shown in figure 2.4(b). The DNIT essentially consists of two parts, namely a cylindri-
cal waveguide and the geometry of the honeycomb liner. The input acoustic signal propagates in the
positive x-direction and interacts with the honeycomb liner which is located at the extreme right of the
tube. The waveguide and the honeycomb liner are encompassed by the cuboidal simulation volume
as seen from the schematic given in the figure 5.2.

The length of the waveguide depends on the simulation time and is kept sufficiently long to avoid
undesired reflections from the downstream extremity of the DNIT. A short impedance tube might lead
to reflections and thus a spurious impedance spectra. The tube diameter on the other hand, depends
on the maximum frequency of the input signal. In this setup, the diameter is based on the following
relation:

𝐷፝፮፜፭ =
𝑐ጼ

1.71𝑓፦ፚ፱
(5.1)

where 𝐷፝፮፜፭ is the diameter of the duct and 𝑓፦ፚ፱ is the maximum input frequency. If the duct diameter
is smaller than that suggested by equation 5.1, higher order modes might exist close to the surface of
the waveguide effecting the planar character of the input signal. This can have strong implications on
the educed impedance spectra (see chapter 2 and section 5.2).

Figure 5.2: 2D schematic of the Digital Normal Impedance Tube setup

Honeycomb Liner Geometry
In the current chapter, the geometry of the honeycomb liner corresponds to the 6.4% porosity (facesheet
porosity) liner as used by Jones et al. [31]. This liner consists of a hollow honeycomb shaped cavity,
backed by a solid plate at one end and a perforated facesheet at the other end as seen from the
deconstructed view of the 6.4% porosity liner in figure 5.3. This liner cavity has a depth of 38.1 mm
with each side equal to 5.69 mm. The facesheet on the other hand, has a thickness of 0.64 mmwith the
perforation diameter equal to 0.99 mm. Furthermore, the distance between two consecutive orifices is
3.29 mm as shown in figure 5.4. For the purpose of numerical simulations, numerous 6.4% porosity
liner shown in figure 5.3 are arranged in a 3D array pattern, such that multiple liners lie within the
bounds of the impedance tube.as seen in the 2D schematic in figure 5.2.

Variable Resolution (VR) Strategy
Having a VR strategy means to tactically choose the grid resolution within the computational domain
such that the domain is neither over nor under discretized. This strategy not only helps in appropri-
ate discretization of the flow-field but it also prevents over-discretization, thus saving on the simulation



5.1. Description of the Numerical Set-up 37

time. For the simulations in the current chapter, nine different cylindrical VR regions are chosen, with
VR_8 being the region with smallest voxels size and VR_0 being the region with the largest one. These
regions are defined such that the voxel size increases linearly by a factor of two from one resolution
scale to the next. For e.g. voxel size in VR_7 is twice of that in VR_8 and so on.

Figure 5.5 shows that the VR regions VR_5 to VR_8 are located in the vicinity of the liner facesheet.
The liner orifice is a region of high flow gradient and thus, having high resolution VR regions in its
vicinity is justified. For other regions, specifically for VR_4, the grid size should be small enough to
accurately capture the incoming acoustic signal. Furthermore, VR_4 is kept long enough to fit the
longest wavelength of the input signal. Other VR regions, i.e. from VR_0 to VR_3 cover the rest of
the waveguide as seen in figure 5.2. Moreover, it should be noted that each VR region has an offset
distance corresponding to 6 voxels assigned to it such that the transition from one resolution scale to
another is smooth.

Figure 5.3: Deconstructed view of a single 6.4% porosity liner

Figure 5.4: Dimensions of the perforated facesheet

Figure 5.5: Near-facesheet Variable Resolution regions



38 5. Honeycomb Liner-CFD Setup Verification

Fluid/ Solid region

Defining fluid/ solid region enables the discretizer to identify the regions where the fluid voxels and
where the surfels have to be created. While discretizing, the solver first fills the entire domain with
voxels from the coarsest VR region, i.e. VR_0 in the current case. Subsequently, the finer VR regions
are created and the voxels within the user defined solid regions are replaced with surfels over the solid
surfaces. In this chapter, the waveguide boundary, the liner facesheet, cavity walls and the backplate
have been chosen as solids. The simulation volume on the other hand (see figure 5.2) has been defined
as a fluid region.

Boundary Condition

For the simulations in the current chapter, two different wall boundary conditions are used, namely
the standard wall boundary and the frictionless wall boundary condition. The standard wall boundary
condition simulates a regular passive wall with a no-slip boundary such that a boundary layer develops
naturally over it. The surface roughness of the standard wall is kept as 0. Alternatively, the frictionless
boundary condition simulates an ”ideal” wall where the fluid particles slip past the wall boundary. It
should also be noted that an adiabatic wall condition is enforced with both the boundary conditions
to ensure that no heat is transferred through the walls. In the current numerical setup, the entire
liner geometry including the liner facesheet, cavity walls and the solid backplate have been defined as
standard walls. On the other hand, the duct/waveguide has been defined as a frictionless wall. Having
a boundary layer on the walls of the waveguide might effect the planarity of the acoustic signal along
with leading to undesired dissipation of the energy of the input acoustic signal. Thus, the use of a
frictionless wall boundary condition for the waveguide is justified.

Simulation Time

Like all CFD solvers, PowerFLOW® is also effected by the problem of initial transient, thus, it is all
the more important to select an appropriate simulation duration. In the current verification study, the
simulation duration is equal to the time period of the minimum input frequency (𝑓፦።፧). Thus, it should
be ensured that the minimum frequency is much lower than the frequency range of interest (ROI) so
that multiple cycles can be simulated within the ROI. For most cases in the current study, 𝑓፦።፧ is equal
to 50 Hz which corresponds to a simulation time of 0.02 sec. This allows multiple cycles within the ROI
of 1 kHz - 3 kHz which should be appropriate to overcome the initial transient.

5.2. Impedance Eduction

(a) Wave propagation towards liner (b) Reflection and transmission at facesheet

(c) Complete reflection of the transmitted wave

Figure 5.6: Signal interaction with acoustic liner

The acoustic mechanism within the DNIT (figure 5.2) is rather simple and can be explained through a
three-step procedure as shown in figure 5.6. Firstly the input wave propagates towards the liner where
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it interacts with the liner facesheet. This interaction causes a part of the wave to be reflected and part
to be attenuated as it is transmitted downstream of the facesheet as shown in figure 5.6(b). Inside the
honeycomb cavity, the wave is periodically attenuated and transmitted as it moves upstream of the
waveguide, after reflection from the backplate. Finally, the initial acoustic wave is completely reflected
after being attenuated by the liner. This interaction can be recorded by placing probes at specific loca-
tions within the waveguide, and the recorded signal can be subsequently processed to educe the liner
impedance.

In the current section, the procedure to educe the acoustic impedance is presented followed by a
brief discussion on the selection of probe location.

5.2.1. Impedance Eduction Procedure

The impedance eduction approach employed in the present study is based on Habibi & Mongeau [24].
This method relies on obtaining pressure and velocity readings at several probe locations upstream of
the liner. It is perhaps interesting to note that contrary to the definition of acoustic impedance (section
1.3), its calculation in the current method is not based on determining the complex acoustic pressure
and complex acoustic velocity at the liner surface. Rather, it is calculated/ educed based on the pa-
rameters obtained at different probe locations within the waveguide. Thus, the term ’eduction’ shows
the manner in which impedance is derived.

Figure 5.7: Schematic of the numerical waveguide with virtual probes (not to scale)

The impedance eduction process is initiated by extracting velocity and pressure variation from eleven
virtual probes that are separated by a distance of Δ𝑥 from each other, as indicated schematically in figure
5.7. Assuming that only plane waves propagates in the waveguide, the complex acoustic pressure (�̂�፣)
at a microphone location 𝑗 is expressed as follows,

�̂�፣ = �̂�፣። 𝑒ዅ።፤፱ᑛ + �̂�
፣
፫𝑒።፤፱ᑛ (5.2)

where, 𝑘 is the acoustic wavenumber, 𝑥፣ is the probe location relative to the acoustic liner, and �̂�፣። and
�̂�፣፫ are the complex acoustic pressures of the incident and reflected wave respectively (see figure 5.6).
The complex acoustic velocity �̂�፣ at a microphone location 𝑗 can be related to �̂�፣። and �̂�

፣
፫ based on the

linearised Euler equation which is shown below,

𝜕𝑣
𝜕𝑡 = −

1
𝜌
𝜕𝑝
𝜕𝑥 (5.3)

Differentiating equation 5.2 and then integrating equation 5.3 leads to the expression of the complex
acoustic velocity at microphone 𝑗.

�̂�፣ = 1
𝜌𝑐 [�̂�

፣
። 𝑒ዅ።፤፱ᑛ − �̂�

፣
፫𝑒።፤፱ᑛ] (5.4)

where 𝜌 and 𝑐 are the density of the fluid and the speed of sound in that fluid respectively. The vari-
ables �̂�፣ and �̂�፣ can be obtained by the Fourier transform of the pressure and velocity time series data
obtained at a virtual probe location 𝑗. Thus with two unknowns, i.e. �̂�፣። and �̂�

፣
፫ , in equation 5.2 and

equation 5.4 makes the problem deterministic. The values of �̂�፣። and �̂�
፣
፫ can be further used to calculate

the reflection factor 𝑅፣፞, which is a measure of the acoustic wave reflection at the liner surface.

𝑅፣፞ =
�̂�፣።
�̂�፣፫
= �̂�፣ − 𝜌𝑐�̂�፣
�̂�፣ + 𝜌𝑐�̂�፣ ⋅ 𝑒

ዅኼ᎖፤፱ᑛ (5.5)
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Thus the normal acoustic impedance of the liner can be computed by:

𝑍 = 1 + 𝑅፣፞
1 − 𝑅፣፞

= 𝑅 + 𝜄𝜒 (5.6)

5.2.2. Selection of Probe Location

In the verification study, the instantaneous pressure and velocity readings are taken by 11 virtual probes
located at different locations within the waveguide as represented by x in figure 5.7. The probes are
numbered from 1 to 11, with probe 11 being the closest to the liner and probe 1 being the farthest.
While selecting the location of the probe closest to the liner, it should be ensured that it is at a con-
siderable distance away the liner so that only the acoustic pressure is recorded and the reading is not
effected by the near/ in-orifice hydrodynamics. The subsequent liners are placed at a uniform distance
Δ𝑥 from each other. Jones & Parrot [35] have suggest that uniform microphone spacing might lead to
inaccurate results at certain frequencies. They state that at certain frequencies, the probes might be
located near the acoustic nodes and thus, they would sense very small amplitudes of the same order
as the numerical diffusion. However, this is not a concern for the current study as the chosen value
of Δ𝑥 is small enough to incorporate multiple probes, i.e more than 3 virtual probes, even within the
smallest wavelength of the broadband input signal.

In the current study the probe location is given by the following relation:

𝑥፧ = 𝑥ኻኻ − Δ𝑥 ⋅ (𝑛 − 11) [𝑚] (5.7)

where 𝑥፧ represents the location of the 𝑛𝑡ℎ probe and 𝑛 ranges from 1 to 10. 𝑥ኻኻ is the location of 11፭፡
probe from the liner facesheet and its value in the current study is -0.0228833 m. Furthermore, a value
of 0.02595 m is assigned to Δ𝑥

5.3. Input Conditions

Variable Value Unit
Signal Type Broadband [-]

Minimum Frequency 50 [Hz]
Maximum Frequency 5000 [Hz]

OASPL 130 [dB]
Simulation Time 0.02 [sec]

Table 5.1: Input Conditions for PowerFLOW®

Figure 5.8: PSD of initial wave packet
The input conditions for the simulations conducted in the current chapter are summarized in table 5.2.
The acoustic signal used for the simulations is of a broadband type, with a minimum input frequency
of 50 Hz and a maximum frequency of 5000 Hz. The broadband signal is characterised by a flat
spectrum upto the prescribed maximum frequency as seen from the PSD curve in figure 5.8. It is
seen that the signal has a constant PSD value of 73 db/Hz over the range of 50-5000 Hz. After 5000
Hz, the PSD drops suddenly showing that the energy content of the acoustic wave is concentrated
within the input bandwidth. Moreover, the Overall Sound Pressure Level (OASPL) of the input acoustic
signal is chosen as 130 dB. While the SPL at an individual frequency would be lower than 130 dB, it
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is wise to use the OASPL value to discriminate between the linear and the non-linear liner response
[32]. Furthermore, the run-time of the simulations is kept at 0.02 sec, which is in accordance with the
requirements mentioned in section 5.1.

5.4. Resolution Study

Before analysing the efficacy of the computational setup to reproduce the acoustic effects of the liner,
a small resolution study is conducted. This study is necessary to ascertain the independence of the
simulation results from the choice of the grid. Three different grids, referred as coarse, medium and
fine with a resolution of 𝑁 = 7, 14 and 27 voxels respectively have been analysed in the current section.
Here 𝑁 corresponds to the number of voxels across the orifice thickness (𝑡፟). The corresponding grid
size in terms of the Fine Equivalent Voxels (FEV), which is the weighted sum of voxels in the different
VR region is 3.476754x10ዀ, 13.654833x10ዀ and 54.262657x10ዀ respectively. A summary of grids used
in the resolution study is given in table 5.3. For all aforementioned grids the same VR strategy and
input conditions have been used.

No. Grid-Type Smallest Voxel [mm] Timestep [𝜇𝑠𝑒𝑐] 𝑁 [voxels] FEV [voxels]
1 Coarse 0.09375 0.13750 07 3,476,754
2 Medium 0.046875 0.06877 14 13,654,833
3 Fine 0.0234375 0.03566 27 54,262,657

Table 5.2: Summary of the grids used for the grid resolution study

The quality of the grids can be analysed by looking at the normalised acoustic resistance and the nor-
malised acoustic reactance curves averaged over all the probe locations shown in figure 5.7. The
impedance values have been normalised by the characteristic impedance of air i.e. 𝜌𝑐ጼ. In the figure
5.9, the solid line represents the mean value, while the shaded region represents the scatter. The
results indicate that as the grid resolution increases, the value of both resistance and reactance de-
creases. The decrease in acoustic resistance with the increase in resolution is also observed by Mann
et al. [44], who attributed this trend to a higher numerical dissipation at lower values of𝑁 in the vicinity of
the liner facesheet. Moreover, the results with the coarse grid exhibits a fluctuating trend at higher fre-
quencies. This is probably caused by the nature of the windowing function used while post-processing
the simulation data. However, this should not be of concern as these fluctuations are negligible for the
results obtained with higher resolution.

From figure 5.9(a), it can be seen that the value of acoustic resistance decreases drastically from
a coarse grid to a medium grid, with an average reduction of 30% over the entire range of frequency,
while the decrease in acoustic reactance is about 10%. From a medium to fine grid however, the
average decrease in the value of acoustic resistance is of about 12%. On the other hand, the value
of acoustic reactance decreases by 5%. Clearly, the results with the coarse grid are not converged.
Moreover, a change of 12% in acoustic resistance from medium to fine grid is still quite significant and
thus, the simulation results are considered to be converged for the fine grid. Furthermore, it should be
noted that the FEV for a fine grid is of the order of 10ኺዂ and any further increase in the resolution will
increase the FEV and consequently the required computational resources considerably. Thus, the use
of fine grid with 𝑁 = 27 voxels is justified.

Previously Mann et al. [44] conducted a numerical study of a honeycomb liner using the LBM-VLES
approach, and observed grid convergence for the smallest voxel size of 0.2 mm unlike in the current
case, where the convergence is observed for 0.02343 mm. However, Mann et al. [44] used a facesheet
of 3 mm thickness which is different from the 0.64 mm thick facesheet used in the current thesis which
explains the difference in the smallest voxel size. Manjunath et al. [43] studied the same liner as in the
current thesis, and observed convergence with a similar VR strategy and for a smallest voxel size of
0.023 mm. This result further justifies the use of ’fine grid’ in the current thesis,
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(a) Normalised Resistance (b) Normalised Reactance

Figure 5.9: Impedance spectra from the grid resolution study

5.5. Comparison with Experimental and Analytical results

In the previous section, a convergence study has been conducted to establish the resolution for which
the simulation results are independent of the input grid. The next step is to compare the simulation
results with the experimental and analytical models.

In figure 5.10 and figure 5.11, the educed impedance from the simulations is compared with the refer-
ence experimental results. In the figures, NIT stands for Normal Impedance Tube setup. This setup
is similar to the DNIT setup used in the current thesis. Moreover, 6.4% and 8.7% denotes the poros-
ity of the liner used in the respective experimental study. On the other hand, GIT stands for Grazing
Impedance Tube. The setup of the grazing impedance tube is similar to that shown in figure 2.5. In
this setup, the acoustic signal grazes tangentially over the liner, unlike the normal acoustic incidence
for the DNIT setup used in the current thesis. 𝑇𝐵 and 95𝑀 denotes that the two set of experimental
results have been obtained using different impedance eduction techniques, namely the traversing bar
and the fixed microphone respectively. For a detailed information of the experimental setups used for
comparison in the current section, the reader is reffered to [31]. In all the aforementioned experimental
studies, the geometric specifications of the liner is same as that mentioned in section 6.2, except for
the NIT - 8.7% case, where the porosity of the facesheet is changed from 6.4% to 8.7%. Moreover, all
the experiments have been conducted with a tonal input and not a broadband input like in the current
section. For liner operating in a linear regime, this difference in the nature of the input signal should
not be of concern [32].

Ideally, the simulation results should match with the NIT (6.4%) values as the liner geometries are
identical and the setups are similar. However, as seen from figure 5.10(a), the acoustic resistance is
underpredicted for the entire range of frequencies with respect to the NIT (6.4%) results, with a max-
imum difference of about ≈ 50% in the vicinity of the liners resonance frequency i.e. f ≈ 1.5 kHz (at
resonance, 𝜒 = 0). Similar observations can be made on comparing the simulations results with that
from the experiments conducted in the GIT. However, a clear difference between the GIT and NIT re-
sistance values is observed at 𝑓 = 1.5 kHz, which is close to the resonance frequency of the liner. The
GIT-TB experiment predicts a resistance peak at this frequency, which is not seen for the NIT(6.4%)
case. The simulation results shows a small peak at 𝑓 ≈1.5 kHz which might be caused due to the
resonance effect, however this trend is subtle when compared to the results from the GIT experiment.
At 𝑓 = 3 kHz, Jones et al. [31] mentioned about an increase in the experimental uncertainties in the
GIT results, however it is not enough to account for the observed discrepancies. This statement is also
confirmed by Zhang & Bodony [74].



5.5. Comparison with Experimental and Analytical results 43

(a) Normalised Resistance (b) Normalised Reactance

Figure 5.10: Comparison of simulation result with the experimental results

(a) Normalised Resistance (b) Normalised Reactance

Figure 5.11: Comparison of simulation result with the porosity normalised experimental results

Moreover, from the porosity normalised plots in figure 5.11 it can be seen that the current simulations
underpredict the normalised resistance of the 8.7% liner porosity. According to Jones et al. [30], the
acoustic resistance decreases with the increase in the liner porosity, primarily due to a decrease in the
viscous and inertial effects in the vicinity of the liner orifice (see section 2.2). Considering the fact that
the simulations also underpredict the NIT (8.7%) results, clearly suggests that the simulations are not
able to capture the aforementioned effects properly.

Differences in reactance prediction w.r.t the NIT(6.4%) results are typically smaller than the resistance
results as seen in figure 5.10(b). It is seen that the reactance from the simulation matches the GIT-TB
results slightly better than the NIT(6.4%) for frequencies between 1 kHz <𝑓 < 2.5 kHz. This is also
supported by the fact that for the NIT(6.4%) results, the resonance (i.e. 𝑓 at 𝜒 = 0) is observed at 𝑓
≈1.5 kHz, while that for the simulation and GIT-TB is observed at 𝑓 ≈1.6 KHz.

In figure 5.12, the simulations results are compared against the analytical models and few of the numer-
ical results present in the state of the art. In the figure, model A represents the Melling’s model while
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model B represents the Motsinger’s model. For a detailed information of these models, the reader is
referred to section 2.2. Furthermore, the figure also includes the results from the DNS study of Zhang &
Bodony [74] and the LBM-VLES study from Manjunath et al. [43]. The acoustic resistance educed from
the simulations underestimate the values predicted by model A over the entire ROI. However, it can
be seen that for 𝑓 > 1.5 kHz the values from model A and the simulations tends to converge towards
each other other. Results from model B also show similar trends at 𝑓 ≤ 1.5 kHz, however at higher
frequencies the values of acoustic resistance are even lower than that predicted by the simulations.
Elnady & Boden [21] mention that the viscous term used in model B (see equation 2.14) is not appli-
cable at higher frequencies such as those under investigation in the current study. This could explain
the observed trends.

(a) Normalised Resistance (b) Normalised Reactance

Figure 5.12: Comparison of simulation result with the analytical results

Furthermore, at 𝑓 = 2.5 and 3 kHz, the resistance value from the DNS and the LES study shows good
agreement with the simulation results. However, the former exhibits completely different trend than the
simulation results and thus the resistance trend observed at 𝑓 > 2 kHz could be a mere coincidence.
Anyways, it can be said that the underprediction (w.r.t experimental results) at 𝑓 > 2 kHz is uniform
across the different numerical studies mentioned here. Zhang & Bodony [74] were not able to offer
an explanation to this underprediction and have left it as an open question. Moreover, contrary to the
impedance eduction method used in the current thesis, both Zhang & Bodony [74] and Manjunath et al.
[43] used the Dean’s method (see section 2.2.2) for educing acoustic impedance. This difference might
lead to some discrepancies in the results, however, not enough to account for the trends observed here.

5.6. Diagnosis of Discrepancy
The results presented in the previous section show that simulations conducted with the honeycomb liner
geometry underpredict the value of acoustic impedance. The following sections seeks to investigate
the reason for the aforementioned trends by analysing the influence of the user-defined input, such as
the input OASPL, on the impedance results.

5.6.1. Simulations without Liner Geometry

In a case where the user-defined boundary conditions and the fluid/ solid regions are not defined prop-
erly, spurious phenomenon occurring within the computational setup can effect the educed impedance
spectra. For e.g., if the frictionless wall-boundary conditions is not applied properly at the walls of the
waveguide, then additional absorption of the input acoustic wave can occur due to viscous dissipation.
Thus, to ensure that such spurious effects are absent in the current setup, numerical simulations are
conducted without the geometry of the honeycomb liner, in the current section. Figure 5.13 shows the
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narrow band spectrum plotted at a bandwidth of 100 Hz for the signals recorded at microphone location
2 and 11 (see figure 5.7). At mic 2 and mic 11, the computed OASPL values are 131.22 dB and 130.99
dB respectively, which is approximately equal to the input OASPL of 130 dB. The fact that the input
OASPL is recovered from the simulation, indicates the absence of any spurious losses within the DNIT
setup, confirming that the acoustic attenuation is caused solely by the honeycomb liner.

(a) Location: Microphone 2 (b) Location: Microphone 11

Figure 5.13: SPL recorded at different microphone locations

5.6.2. Effect of Waveguide Diameter

The impedance eduction method employed in the current study assumes that each orifice present
within the waveguide attenuates the acoustic signal equally and thus, it naturally averages the acoustic
impedance over the surface of the liner facesheet. Considering that the educed impedance is an
average value, it is necessary to have adequate number of orifices within the waveguide. In the current
section, it is hypothesized that increasing the waveguide diameter would increase the number of orifices
within the waveguide, and thus, a more accurate ”average” impedance spectra can be educed. Thus,
numerical simulations have been conducted with different duct/ waveguide diameters in the current
section. Furthermore, it should be noted that the simulations in the current section are conducted with
a medium grid. This decision was taken based on the available computational resources. Table 5.4
provides a summary of the cases evaluated in the current section.

No. Grid-Type Duct Diameter (m)
1 Medium 0.0468
2 Medium 0.0501
3 Medium 0.0573

Table 5.3: Summary of the cases evaluated in the current section

From figure 5.14, hardly any difference is observed in the reactance values with the change in duct
diameter. For the normalised resistance however, an average increase of 13% is seen between duct
diameters of 0.0468 m and 0.0573 m. This result suggests that for small duct diameters, the number of
orifices within the waveguide might not be enough to provide accurate impedance values. However, the
simulation result with the increased duct diameter still underpredict the reference experimental results.
Thus, although the effect of duct diameter is important while evaluating the impedance results, they
don’t explain the trends observed in section 5.5.



46 5. Honeycomb Liner-CFD Setup Verification

(a) Normalised Resistance (b) Normalised Reactance

Figure 5.14: Effect of duct diameter on acoustic impedance

5.6.3. Effect of Impedance Eduction Method

(a) Normalised Resistance (b) Normalised Reactance

Figure 5.15: Comparison of impedance eduction method

Experimental studies conducted by Jones et al. [31] and Watson et al. [29] have shown that the
impedance results can be dependent on the way acoustic impedance is educed. This can be already
seen through figure 5.10, where the GIT-TB and GIT-95M results are as different as 50% from each
other at certain frequencies. Thus, to ascertain that the simulation results are independent of the
choice of impedance eduction method, the impedance from the one-mic and two-mic method (see sec-
tion 2.2.2) are compared in figure 5.15.

It can be seen that both the acoustic resistance and the acoustic reactance are identical for both meth-
ods at each frequency within the ROI. Thus, it is highly unlikely that the discrepancies observed in
section 5.5 are caused by the choice of impedance eduction method.
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5.6.4. Effect of Input Overall Sound Pressure Level

The discussion presented in section 2.2.3 shows that with an increase in the input OASPL the in-orifice
velocity increases which can consequently increase the acoustic resistance. However, below a certain
threshold value, the acoustic resistance is independent of any changes in the OASPL. This regime
where any increase in the in-orifice velocity doesn’t effect the resistance offered by the liner is said to
be linear [74] and thus, the non-linear hydrodynamic phenomenon such as the orifice vortex shedding
are absent. To ascertain that correct impedance trends are observed from the simulations conducted
with the setup shown in figure 5.2, numerical simulations are conducted for different OASPL values in
the current section.

Figure 5.16 shows the variation of normalised acoustic resistance and reactance with the change in
input OASPL. From figure 5.16(a), a maximum change of 4% is observed between the acoustic resis-
tance obtained for OASPL of 110 dB and 120 dB, compared to a 20% change in the resistance values
when the OASPL is increased to 130 dB from 120 dB. This shows that for 110 and 120 dB, the resis-
tance value is largely independent from the in-orifice velocity. On the other hand, the curve at 130 dB
suggests a dependence on the in-orifice velocity and indicates that the liner might be operating in the
non-linear regime. Conversely, the acoustic reactance is independent of the input OASPL values as
seen in figure 5.16(b).

Manjunath et al. [43] has observed similar trends for the acoustic impedance with the change in input
SPL through their numerical study. This confirms that the simulations conducted in the current thesis
show correct trends with the change in input OASPL.

(a) Normalised Resistance (b) Normalised Reactance

Figure 5.16: Effect of input SPL on acoustic impedance

5.6.5. Comparison between Broadband and Tonal Excitation

As mentioned earlier, one of the major differences between the simulations conducted in the current
study and the reference experimental/ numerical results is in the source of the input signal. In the
current study the acoustic liner is analysed for a broadband signal, while the reference studies uses
a tonal source. Motsinger et al. [46] have mentioned that the acoustic resistance is a function of the
r.m.s of the in-orifice velocity contrary to the velocity at a single frequency. With this assumption in
mind, replacing the tonal source with a broadband one should be justified.

The study in the current section seeks to verify the efficacy of the above mentioned concept for the
Jones 6.4% porosity liner. The performance of this liner is analysed under tonal and broadband exci-
tation at an OASPL of 110 dB and 130 dB. In this section, the input signals are generated such that
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the OASPL for both these excitation remains equal. The only difference then, is that the energy for the
tonal input is concentrated at a single frequency as seen in figure 5.17, while that for the broadband
input is distributed over the input bandwidth (see figure 5.8).

Figure 5.17: PSD of the truncated tone at ፟ = ኻ kHz

Comparison of near-orifice flow-field

Figure 5.18 and figure 5.19 compares the near-orifice flow-field for the tonal and the broadband input
at an OASPL of 110 dB and 130 dB respectively, for a maximum inflow phase of 𝜃 = 𝜋/2. At 110 dB, the
flow-field for the two cases are quite similar, without any trace of flow non-linearities. Conversely, that
at 130 dB are quite distinct from each other. For the tonal case, two distinct low pressure regions are
observed downstream of the orifice as seen from figure 5.19. These low pressure regions represents
the vorticity being shed from the edge of the liner orifice orifice. The presence of vortices shows that
the liner is operating in the non-linear regime. On the other hand, such flow non-linearities are not
observed for the broadband source as seen in figure 5.19(a).

(a) Broadband excitation (b) Tonal excitation

Figure 5.18: Near-orifice pressure field for ፟ = 1 kHz and OASPL = 110dB (Phase (᎕) = ᎝/2)
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(a) Broadband excitation (b) Tonal excitation

Figure 5.19: Near-orifice pressure field for ፟ = 1 kHz and OASPL = 130dB (Phase (᎕) = ᎝/2)

Comparison of impedance spectra
Figure 5.20 shows that the resistance spectra for the 110 dB tonal case compares favourably with the
corresponding broadband signal, where the broadband values at 𝑓 = 1 kHz and 𝑓 = 2 kHz are only 6%
and 9% different from the tonal ones respectively. This result shows that the acoustic resistance at 110
dB is independent of the in-orifice velocity and thus, the broadband and the tonal signal can be used
interchangeably for the current liner. However, it should be noted that this statement stands true only
at 1 kHz and 2 kHz as comparison at other frequencies were not made in the current study.

(a) Normalised Resistance (b) Normalised Reactance

Figure 5.20: Impedance comparison for tonal vs broadband excitation at OASPL = 110 dB

The same conclusions cannot bemade at 130 dB, as the resistance for the broadband input is consider-
ably lower than that obtained with the tonal source. This underprediction is maximum at the resonance
frequency, i.e. at 𝑓 = 1.5 kHz, where a difference of 60% is observed. This discrepancy should be
expected as the broadband case is unable to predict the vortex shedding from the edge of the orifice
as seen from figure 5.18. Thus, the contribution of the flow non-linearities to acoustic resistance is
bound to be lower for the broadband case. Although the flow-field data is available at 𝑓 = 1 kHz only,
it is believed that this explanation regarding underprediction of non-linearities should hold true at other
frequencies as well.

More interestingly, the resistance with tonal excitation shows amuch better prediction of the experimen-
tal results, which are also computed with tonal input. Thus, it can be concluded that the discrepancies
observed in section 5.5, were caused by the difference in the nature of acoustic excitation between the
LB simulations and the experiment. This analysis clearly demonstrates that the nature of the acoustic
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excitation must be take into account before analysing a liner. Previously, Jones et al. [32] analysed
a honeycomb liner for tonal and broadband inputs at 120 dB and 140 dB, and also observed discrep-
ancies in the resistance spectra for conditions where flow non-linearities were dominant. This result
supports the conclusion made in the current section.

(a) Normalised Resistance (b) Normalised Reactance

Figure 5.21: Impedance comparison for tonal vs broadband excitation at OASPL = 130 dB
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Acoustic Porous Medium-CFD Setup

Verification
In the second step of the thesis, a verification study is carried out to ascertain the use of the APM-CFD
numerical setup. The general methodology of the verification process is given in figure 6.1. In this
verification process, the APM is used to mimic the acoustic effects of the CT73 ceramic tubular liner
(see figure 3.6). The results from the simulation are compared to the experimental study of Jones et
al. [50] and the analytical model of Hersh & Walker [25]. Once the acoustic effects of the CT73 are
successfully reproduced with the current numerical setup, it can be extended to model the honeycomb
liner given in chapter 5.

Figure 6.1: Illustration of the methodology employed in Acoustic Porous Medium-CFD verification

This chapter starts with a description of the Hersh & Walker model in section 6.1, followed by a de-
scription of the CFD setup in section 6.2. Thereafter, a grid resolution study is given in section 6.4.
Finally, the grid independent simulation results are compared with experimental and analytical values
in section 6.5.

6.1. Hersh & Walker Analytical Model

The current section presents a discussion on the Hersh & Walker [25] analytical model which is used
for the verification process of the APM-CFD numerical setup in the current thesis. Hersh & Walker
presented an analytical expression for the impedance introduced by the presence of a porous media.
Assuming a non-viscous linear regime with an isothermal approximation, the 1-D mass and momentum
equations in the porous medium can be written as:

𝜕𝜌
𝜕𝑡 = −

𝜌
𝜙
𝜕𝑣
𝜕𝑥 (6.1)

𝜌
𝜙
𝜕𝑣
𝜕𝑡 = −

𝜕𝑝
𝜕𝑥 − 𝜎

𝑢
𝜙 (6.2)
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Assuming a simple harmonic solution, 𝜌, 𝑣, and 𝑝 can be written as:

�̂� = eiᎦ፭𝜌(𝑥) �̂� = eiᎦ፭𝑣(𝑥) (6.3)

�̂� = eiᎦ፭𝑝(𝑥) and 𝑝(𝑥) = 𝐴𝑒ዅ(ᎎዄiᎏ)፱ (6.4)
where the term �̂� and �̂� can be obtained by solving the equation 6.1 and equation 6.2 along with the
equation of state. In equation 6.2, the second term on the right side represents the Darcy’s force term
(see chapter 4) which governs the attenuation of the acoustic energy inside the porous medium. More-
over, it should be noted that for a special case of 𝜎 = 0 and 𝜙 = 1, equations 6.1 and 6.2 represent the
sound propagation in the air.

With �̂� and �̂� known, the acoustic impedance induced by the porous medium can be written as [25]:

𝑍 ≡ �̂�
�̂� =

𝜌ኺ𝜔𝛽 + 𝛼𝜎
𝜙 (𝛼ኼ + 𝛽ኼ) + i

𝜌ኺ𝜔𝛼 + 𝛽𝜎
𝜙 (𝛼ኼ + 𝛽ኼ) (6.5)

where 𝛼 and 𝛽 are the attenuation constant and the phase constant respectively, and are given by:

𝛼 = √ኻ
ኼ [√𝑟

ኼ + 𝑗ኼ − 𝑟] and 𝛽 = 𝑗/√2[√𝑟ኼ + 𝑗ኼ − 𝑟] (6.6)

On neglecting heat transfer within the porous material, 𝑟 and 𝑗 can be represented as,

𝑟 = 𝜔
𝑐ጼ

and 𝑗 = ( 𝜔𝑐ጼ
)
ኼ
( 𝜎𝜌𝜔) (6.7)

where 𝜔 represents the angular frequency. Thus, the normalized acoustic impedance, i.e. Z/𝜌𝑐ጼ = (R
+ 𝜄𝜒)/𝜌𝑐ጼ for a porous sample of thickness 𝑑 can be written as,

𝑅
𝜌ኺ𝑐ጼ

=
( ፙᑉ
᎞Ꮂ፜ᐴ

) sinh𝜓 cos ℎ𝜓 + ( ፙᑀ
᎞Ꮂ፜ᐴ

) sin 𝜉 cos 𝜉
cos ℎኼ𝜓 − cosኼ 𝜉 (6.8)

𝜒
𝜌ኺ𝑐ጼ

=
( ፙᑀ
᎞Ꮂ፜ᐴ

) sinh𝜓 cos ℎ𝜓 − ( ፙᑉ
᎞Ꮂ፜ᐴ

) sin 𝜉 cos 𝜉
cos ℎኼ𝜓 − cosኼ 𝜉 (6.9)

where 𝑍ፑ and 𝑍ፈ are the real and imaginary part of the acoustic impedance derived in equation 6.5. In
the above equation, the effect of the material thickness is accounted by 𝜓 and 𝜉, such that 𝜓 = 𝛼𝑑 and
𝜉 = 𝛽𝑑.

6.2. Description of the Numerical Setup
The computational set-up used for the APM-CFD verification study is based on the set-up discussed
in chapter 5, with changes essentially in the geometry, the VR strategy and in the fluid/ solid regions.
For the sake of brevity, only the modifications made with respect to the setup explained in chapter 5
are mentioned here. All the other parameters should be assumed to be same as in the Honeycomb
Liner-CFD setup verification case.

Geometry

The numerical setup used in this chapter is same as that shown in figure 5.2, with the only difference
being in the use of the honeycomb liner. Instead of placing a liner, an APM region is placed at the
downstream extremity of the waveguide. The APM has a cylindrical geometry which is defined using
the radius of the cross-section (𝑟፜) and the thickness (𝑑). The radius of the APM region is equal to
the radius of the duct/ waveguide, while the thickness (𝑑) of the APM region is user-defined and is
case dependent. Apart from this, the PowerCASE® documentation [16] suggests that the APM should
overlap any abutting solid boundary. As the backplate and the duct (see figure 5.2) have been defined
as solid regions, care has been given to assure a slight overlap between the solid regions and the
defined APM region.
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Variable Resolution (VR) Strategy

In the current setup, five VR regions ranging from VR_0 to VR_4 as shown in figure 5.2 are used, with
VR_4 being the region with the smallest voxel size and VR_0 being the region with the largest one.
Moreover, to assure smooth transition from one VR region to another, an offset distance corresponding
to 6 voxels has been assigned. However, it should be noted that there should be atleast two voxels in
every direction inside the APM [16]. In cases the current VR strategy is unable to meet this requirement,
additional VR regions can be added. Furthermore, in the current setup, the additional near-facesheet
VR regions shown in figure 5.5 are not used. This is because, with the APM the need to capture the
near/ in-orifice orifice flow field is avoided and thus, additional resolution is not required.

Fluid/ Solid Regions

Like in the setup defined in chapter 5, the waveguide boundary and the backplate have been defined
as solid, while the simulation volume has been defined as a fluid region in the APM-CFD setup. In
addition, the APM which is placed at the downstream end of the simulation setup is defined as an
Acoustic Porous Medium region. This option enables the user to enter the APM parameters such as
the APM porosity (𝜙) and the static flow resistance (𝜎).

6.3. Input Conditions
The input signal used in the current chapter are same as that explained in liner-CFD verification study
and are thus, not repeated here for the sake of brevity. In addition to these input conditions, the char-
acterising parameters for the APM fluid are also defined by the user. These parameters in the current
chapter correspond to the CT73 Ceramic Tubular Liner [50]. The thickness 𝑑 and porosity 𝜙 of the
APM are 82.5 mm and 0.57 respectively. The flow resistance 𝜎 is calculated using the formula:

𝜎 = 32𝜇
𝑑ኼ፜𝜙

(6.10)

where 𝜇 is the dynamic viscosity and 𝑑፜ is the micro-channel diameter. For the CT73 liner 𝑑፜ = 0.64
mm and thus, 𝜎 = 2522 kg mዅኽsዅኻ. The characterising parameters of the APM are summarised in table
6.1.

No. Parameter Value Unit
1 Porosity (𝜙) 0.57 [-]
2 Thickness (𝑑) 82.5 [mm]
3 Flow resistance (𝜎) 2522 [kg mዅኽsዅኻ]

Table 6.1: Summary of the APM parameters used in the current chapter

6.4. Resolution Study
In this step of the APM-CFD verification study, a grid convergence study is conducted to establish the
resolution for which the simulation result. Simulation results with four different grid resolutions, namely
coarse, medium, fine and very fine have been analysed in the current section. These grids have a
resolution 𝑁ፀፏፌ of 0.23, 0.46, 0.91 and 1.8 voxels/mm respectively. Moreover, in terms of the FEV,
the grid size is 0.17806x10኿ , 0.90529x10኿, 6.44575x10኿ and 48.63094x10኿ respectively. A summary
of the different grids analysed in this study is given in table 6.2.

The quality of each grid mentioned in table 6.1 is assessed by analysing the normalised acoustic
impedance in figure 6.2. The resistance and reactance values shown in the figure is educed using
the impedance eduction method mentioned in section 5.2 and is averaged over each virtual probe lo-
cations shown in figure 5.7. It can be observed that with an increase in the grid resolution, the value of
the resistance peak at the anti-resonance frequency (see section 6.5) increases. A difference of 30%
is seen in the anti-resonance peak as the resolution is increased from coarse to medium, while that
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between a medium and the fine grid is ≈ 9%. Moreover, for a coarse grid the peak is observed at ≈ 2
kHz while for all the other grids it is seen at a frequency of ≈ 2.1 kHz. Similar trends are also observed
in the normalised reactance curve in figure 6.2(b). From this discussion, it is clear that the simulation
results are not converged with a coarse grid.

No. Grid-Type Smallest Voxel [mm] Timestep [𝜇𝑠𝑒𝑐] 𝑁ፀፏፌ [voxels/mm] FEV [voxels]
1 Coarse 4.40 6.62 0.23 17,806
2 Medium 2.20 3.31 0.46 90,529
3 Fine 1.15 1.65 0.91 644,575
4 Very Fine 0.55 0.83 1.80 4,863,094

Table 6.2: Summary of the grids used for the grid resolution study

On the other hand, the difference between the anti-resonance resistance and reactance peak between
the medium and the fine grid is only 9% and 6% respectively, which is quite small. However, from figure
6.3, where the value of OASPL of the input signal as obtained from the simulation is given, it is seen that
the medium grid predicts a value an OASPL = 127 dB which is not correct. With a fine-grid however,
a correct input OASPL of 130 dB is obtained. Thus, it can be said that the resolution corresponding
to the medium grid is not appropriate for discretizing the input acoustic signal. Furthermore, hardly
any difference is seen between the resistance and reactance curves from the simulations conducted
with fine and very-fine grid, while the FEV increases by 86% between these two grids which can lead
to a considerable increases in the computational effort. Thus, the use of the resolution 𝑁ፀፏፌ= 0.91
voxels/mm for the APM simulations is justified.

On comparing the current resolution study with that conducted in section 5.9, it can be seen that smallest
voxel size corresponding to the chosen resolution in the current case is 95% bigger than that chosen for
the honeycomb liner case. This is because with an APM, the need to discretize the near/ in-orifice flow
field can be bypassed. This leads to a considerable reduction of the computational effort for the current
case. Moreover, until the condition of two voxels per APM is satisfied (as mentioned in PowerCASE®
documentation [16] ), the chosen resolution of 𝑁ፀፏፌ= 0.91 voxels/ mm can also be used for simulations
with different APM geometry. Previously, Sun et al. [65] conducted a numerical study with the Acoustic
Porous Medium model to mimic the acoustic properties of the CT73 liner and observed convergence
with a resolution of 0.78 voxels/mm which is very close the selected resolution in the current section.

(a) Normalised Resistance (b) Normalised Reactance

Figure 6.2: Impedance spectra from the grid resolution study in APM setup verification
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(a) Medium Grid (b) Fine Grid SPL

Figure 6.3: OASPL of the input signal for different grid type obtained from simulations

6.5. Comparison with Experimental and Analytical results

In the next step of the verification study, the normalised resistance and normalised reactance curves
from the simulations are compared with the experimental and analytical results in the figure 6.4(a) and
figure 6.4(b) respectively.

The reference experimental results are taken from the study of Jones et al. [50], who tested the CT73
liner (see figure 3.6) under normal-incidence conditions with an input SPL of 130 dB. However, contrary
to a broadband input used in the current thesis, a tonal input was used in [50]. On the other hand, the
analytical results shown in the figure 6.4 have been obtained using the Hersh & Walker model [25]. In
the figure 6.4, the solid line represents the mean value while the shaded region represents the scatter
in the impedance values. From figure 6.4(a), it is seen that the simulation results agree quite well with
the experimental results at 𝑓 = 0.5 kHz, 1 kHz and 3 kHz. At 𝑓 = 1.5 kHz, 2 kHz and 2.5 kHz however,
an average difference of 25% is seen between the experimental and simulation results. Similar trends
are observed in the normalised reactance plot in figure 6.4(b). For frequencies 𝑓 ≤ 1.5 kHz, the sim-
ulation results shows a good match with the reference experimental and analytical results. Although
discrepancies are observed for frequencies 𝑓 > 1.5 kHz, for 𝑓 > 2.5 kHz all the cases seem to converge
towards the same value.

The discrepancies, especially those observed near the resistance and reactance peak, can be at-
tributed to the phenomenon of anti-resonance. At anti-resonance, an acoustic node is formed at the
backplate of the simulation setup and at the interface of the APM fluid. This causes the acoustic resis-
tance to increases and the acoustic reactance to jump from a large positive value to a large negative
value, consequently leading to a minimum absorption of the acoustic energy. The anti-resonance fre-
quency of a liner is a function of its thickness (d), such that 𝑓ፚ፫ = (𝑛 + 1)𝑐ጼ/2𝑡. Using this expression,
the anti-resonance for the CT73 liner is predicted for 𝑓ፚ፫ = 2.078 kHz, which is inline with the simulation
results. Sun et al. [65] have mentioned that close to the anti-resonance frequency, thermal and struc-
tural effects such as vibrations can dominate the attenuation process. The current APM model doesn’t
account for such effects, and thus, these discrepancies should be expected. Furthermore, some differ-
ence could arise due to the different initial conditions used within the experimental and the simulation
studies.

Anyways, the discussion presented above shows that the APM is able to reproduce the acoustic ef-
fects of the CT73 liner, with discrepancies only near the anti-resonance frequency. More importantly,
the current simulation results match exactly with that obtained from the numerical study conducted by
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Sun et al. [65]. With such results, the use of the current simulation setup to analyse the acoustic per-
formance of the APM corresponding to the reference honeycomb liner through different properties is
justified.

(a) Normalised Resistance (b) Normalised Reactance

Figure 6.4: Comparison of CT73 simulations with experimental and analytical results
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Before extending the use of the APM model to mimic the acoustic effect of the reference honeycomb
liner, it is essential to obtain model parameters that can accurately account for the liner effects. Apart
from obtaining the parameters through an inverse analysis of a priori known impedance, a possible
approach to derive the characterising parameters of the APM is through a pressure drop experiment.
This approach involves calculating the pressure drop across the perforated facesheet of the reference
liner, under a steady flow input. The pressure drop values can be further related to the flow resistance 𝜎
through a pressure drop model. The general idea behind the current methodology is illustrated through
an overview in figure 7.1.

Figure 7.1: Illustration of the pressure-drop experimental procedure

The chapter starts with a description of the perforated test article and the experimental setup in section
7.1 and section 7.2 respectively. Thereafter, the test matrix of the pressure drop experiment is given
in section 7.3, followed by an illustration of the pressure drop model in section 7.4. Finally, this section
concludes with a brief verification study of the present experimental approach in section 7.5.

7.1. The Perforated Test Article
The perforated facesheet used in the current experimental campaign has the same geometric param-
eters as the facesheet of the 6.4% porosity honeycomb liner given in Jones et al. [31]. The perforated
article, which is shown in figure 7.2, has a plate diameter 𝐷 of 55 mm and a plate thickness 𝑡፟ and
hole diameter 𝑑፨ of 0.64 mm and 0.99 mm respectively. Furthermore, the distribution of holes is based
on the repetition of the hexagonal pattern, where the hole spacing 𝑙 controls the plate porosity 𝜙. The
choice of the hexagonal hole arrangement is made to maintain the uniformity with the arrangement
used in the numerical perforated plate (see figure 5.4). The plate porosity (𝜙) is defined as the ratio of
empty to solid volume, and for a plate with holes arranged in a hexagonal pattern, can be calculated
using the formula:

𝜙 = 14𝜋𝑑ኼ፨
36√3𝑙ኼ

(7.1)

With a hole diameter 𝑑 of 0.99 mm and a hole spacing 𝑙 of 3.29 mm the plate porosity comes out
to be 6.4%. The value of the geometric parameters of the perforated plate are summarised in table

57
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7.1. Moreover, it should be noted that the perforated plates were manufactured at the Electronic and
Mechanical Development Service (DEMO) at the Delft University of Technology.

Figure 7.2: Perforated facesheet used in the current experimental campaign

Parameter Value
Plate thickness (𝑡፟) 0.64 mm
Plate diameter (𝐷) 55 mm
Hole diameter (𝑑፨) 0.99 mm

Distance between holes (𝑙) 3.29 mm
Plate porosity (𝜙) 0.064

Table 7.1: Geometric Parameters of the perforated facesheet

7.2. Setup for the Pressure Drop Experiment

After the production of the perforated plate, the next step involves measuring the pressure drop across
it. This was achieved through experiments conducted with the permeability rig which is present at the
Low Speed Wind Tunnel Laboratory at the Delft University of Technology. An illustration of the perme-
ability rig is given in figure 7.3.

The permeability rig configuration starts with an external air-supply which is pressurized at 10 bar. The
air-supply is attached to a pressure regulator which is further connected to the mass-flow controller.
The mass controller used in the present experimental setup is the Bronkhorst F-202AV-M20-DGD-55-
V. The air then passes through the valve and the diffuser before subsequently entering the pipe. Next,
the air flows through the test section which houses the perforated article (figure 7.2), across which the
pressure drop is measured. Finally, the air reaches the exhaust where it is vented out into the atmo-
sphere. The actual setup used in the current experiment is shown in Figure 7.4. The position of the
diffuser, the test section, the pressure transducer and the mass flow controller can be viewed in this
figure. A close up view of the test section is shown in figure 7.5, where the guide pins and the pressure
probes are labelled. The guide pins ensure a proper alignment of the perforated plate, while the probes
measure the pressure values at the upstream and downstream locations. These pressure probes are
further connected to a mensor 2101 differential pressure sensor, which can measure pressure drop
within a range of 1.2 kPa to 15 kPa, with an accuracy of 2 Pa.
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Figure 7.3: Schematic of the permeability rig used in the pressure drop experiment (not to scale)

Figure 7.4: Permeability Rig used for the pressure drop
measurements

Figure 7.5: Close-up view of the test section

7.3. Test Matrix
In the current experiment, the pressure drop across the perforated facesheet has been measured for
20 velocity values between 0 m/s and 1.1 m/s. For the present experiment, two different plate config-
urations were analysed as summarized in table 7.2. Run-1 is corresponds to the experiment with the
baseline plate, while in Run-2 the perforated plate from Run-1 is inverted such that the downstream
part of the plate is now facing the flow. There might be a difference in the shape of the holes/ edges on
either side of the perforated plate, which can be caused due to the techniques used in plate manufac-
turing. Thus, it is wise to measure the pressure drop by inverting the perforated facesheet. Moreover,
calculating the pressure drop values for two different configurations will ascertain the repeatability of
the measurements.
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Velocity Range (m/s) Comment
Run - 1 0 - 1.1 Test with baseline plate
Run - 2 0 - 1.1 Test with inverted plate

Table 7.2: Test Matrix for the pressure drop experiment

7.4. Pressure Drop Model
The pressure drop model used in the current thesis is based on the Darcy’s law [26], which states
that the pressure drop across a material is a sum of the viscous losses within the pipe and the inertial
effects, which are related to the shape/ form of the material. The viscous losses in a pipe scales linearly
with the inflow velocity, while the inertial effects scales quadratically with the inflow velocity. These two
effects are modelled through the Hazen-Dupuit-Darcy equation [26] as,

Δ𝑝
𝑡፟
= 𝜇
𝐾𝑣፝ + 𝜌𝐶𝑣

ኼ
፝ (7.2)

where Δ𝑝 represents the pressure drop across the plate, 𝜇 is the dynamic viscosity, 𝐾 is the permeability
and 𝑣፝ is the Darcian velocity which is defined as ratio of the volumetric flow rate at the cross sectional
area of the pipe. 𝐶 is the form factor which represents the inertial effect, while 𝜌 is the fluid density.
In equation 7.2, the term ᎙

ፊ represents the viscous contribution to the pressure drop and is called the
viscous resistance (𝜎፯), while 𝐶 represents the pressure drop due to the entrance and exits effects and
is called the inertial resistance (𝜎ፈ). Thus, the flow resistance (𝜎) of the perforated plate is defined as
the sum of the viscous and the inertial component and is given as:

𝜎 = 𝜎ፈ + 𝜌𝜎ፈ𝑣፝ (7.3)

In the current thesis, the values of the pressure drop (Δ𝑝) along with that of the Darcian velocity (𝑣፝),
the viscosity 𝜇, and the density (𝜌) are calculated from the experiment conducted with the permeability
rig (section 7.2). The two unknown variables, i.e. the permeability 𝐾 and the form coefficient 𝐶 are
calculated using a least-square fitting of equation 7.2 to the 20 pressure drop values. Figure 7.6(a)
shows the pressure drop curve along with the corresponding least square fit in figure 7.6(b) for the
configuration mentioned as Run-1.

(a) Pressure drop curve (b) Least square fit with equation 7.2

Figure 7.6: Pressure drop result for Run - 1

It is seen that the pressure drop across the perforated plate increases quadratically with the inflow
velocity. This trend of the pressure drop curve is in agreement with quadratic nature of the equation
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7.2. From figure 7.6(b), it can be seen that the least square fit is obtained for the values of viscous
resistance 𝜎፯ = 13464.9 Ns/mኾ and inertial resistance 𝜎ፈ = 149288 mዅኻ. Thus, the flow resistance of
the perforated plate used in Run - 1 is given by,

𝜎 = 13160.6 + 149556𝜌𝑣፝ (7.4)

With the knowledge of the flow resistance from equation 7.4 and the plate porosity (𝜙), the APM fluid
corresponding to the perforated plate shown in figure 7.2 can be characterised. It should be noted
that the flow resistance obtained above are dependent on the thickness of the perforated sheet. Thus,
while characterising the APM through the parameters given in equation 7.4, the APM thickness should
be the same as that of the perforated facesheet, i.e. 0.64 mm.

Anyways, this method of using Darcy’s law to obtain the flow resistance and subsequently the charac-
terising parameters of the APM is also employed by Carpio et al. [60], [11].

7.5. Verification of the Experimental Approach
In the previous section, a pressure drop model based on the Darcy’s equation is introduced and is
subsequently used to obtain the flow resistance for the perforated plate configuration in Run-1. In an
effort to verify the experimental results, the current section presents a repeatability study where the
flow resistance from Run-1 and Run-2 are compared.

Moreover, it should be noted that the Darcy’s law given by the equation 7.2 is derived only for porous
materials [26] such as that shown in figure 1.3. In the current case however, it is being used to ob-
tain the flow resistance for a perforated facesheet as shown in figure 7.2. As established through the
discussion presented in chapter 2 and chapter 3, the pressure drop and subsequently the acoustic
absorption by the perforated plate and a porous material can be governed by different phenomenons.
It is thus necessary to verify the use of Darcy’s law to model the pressure drop across a perforated
plate. In this section, this is achieved by comparing the flow resistance obtained from equation 7.2 with
that from the method mentioned by Kraft et al [38].

7.5.1. Reproducibility Check

The results from the reproducibility study can be seen in figure 7.7. For Run-1 the value 𝐶 is greater
than that of Run-2 by ≈ 1%. On the other hand, the difference in the value of 𝜎፯ between Run-1 and
Run-2 is ≈ 14%. Such differences can be caused due to imperfections in the perforated plate model or
due to random errors within the measurement system, however these errors are not quantified in the
current study. Anyways, the differences in the values of viscous and inertial flow resistance are small
and the results are considered as reproducible.

7.5.2. Comparison with Kraft’s Model

According to Kraft et al. [38], the pressure drop across a perforated plate is related to the ”DC”/ steady
flow resistance as,

Δ𝑝
𝑡፟
= 𝜎 ⋅ 𝑢 (7.5)

where 𝑢 is the velocity in the pipe and 𝜎 is defined as,

𝜎 = 32𝜇
𝜙𝐶ፃ𝑑ኼ፨

+ 𝜌(1 − 𝜙
ኼ)

2 (𝜙𝐶ፃ)
ኼ 𝑢 (7.6)

The first term on the right hand side is based on the Hagen-Poiseuille pipe flows [17] and signifies the
losses due to viscous effects. Just like in Darcy’s equation, this term also scales linearly with the inflow
velocity. The second term on the other hand, represents the losses due to the formation of a non-linear
turbulent jet, and it scales with the square of velocity which is similar to Darcy’s law.
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On comparing equation 7.2 and equation 7.6, the viscous resistance 𝜎፯ and the form coefficient 𝐶
can be written as,

𝜎፯ =
32𝜇
𝜙𝐶ፃ𝑑ኼ፨

𝐶 = 1 − 𝜙ኼ
2(𝜙𝐶ፃ)ኼ

(7.7)

In the above equation, the discharge coefficient 𝐶ፃ is the only remaining unknown. This variable can
be calculated by fitting equation 7.6 to the pressure drop curve using the method of least-squares. The
least square fit for the configuration mentioned as Run-1, and the corresponding values of 𝜎፯ and 𝐶 are
shown in figure 7.8. The values of the viscous resistance and form coefficient obtained using Darcy’s
law and Kraft’s method are compared in table 7.3.

Figure 7.7: Repeatability Check Figure 7.8: Least square fit using equation 7.6

Method 𝜎፯ (𝑁𝑠/𝑚ኾ) 𝐶 (𝑚ዅኻ)
Darcy 13160.6 149556
Kraft 8286.65 185314

Table 7.3: Comparison between Kraft’s method and Darcy’s equation

It can be seen that the value of 𝜎፯ predicted by Kraft’s method is ≈ 35% lower than that predicted by
the Darcy’s law. On the other hand, the value of 𝐶 for the Kraft’s method is ≈ 19% lower than that given
by the Darcy’s law. The observed discrepency in the two cases is due to the difference in the definition
of the viscous and inertial term between the Darcy’s law and the Kraft’s method. The fact that Kraft’s
method is derived based on the flow physics of the perforated plate should imply that the resistance
values from this method have a physical meaning. However, a limitation of the current method can
be seen by comparing equation 7.6 with equation 2.8. Kraft’s method doesn’t account for the effect
of mass-inertia on the resistance offered by the perforated facesheet, which can be dominant espe-
cially for facesheets with 𝑡፟/𝑑፨ < 1 [49]. Thus, ideally one additional term which can account for the
mass-inertia should be incorporated with the Kraft’s method. Anyways, this method is commonly used
to measure the flow resistance across the perforated plate in the state of the art [38], [49] and thus,
using it in the current thesis is justified.

Furthermore, it would be ideal to compare the performance of the Acoustic Porous Medium with the
parameters derived from the Darcy’s law and that derived from the Kraft’s method.
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8
Characterisation of APM through Inverse

Formulation

Now that the use of the current computational setup with an APM is verified in chapter 6, the capability of
the APM tomimic the acoustic effects of the reference honeycomb liner (see section 5) can be analysed.
In the current section, the APMmodel parameters are derived through the inverse formulation available
in PowerFLOW®. This feature uses a priori known impedance curve as an input, and gives the APM
parameters such as 𝜙, 𝜎 and 𝑡 corresponding to the input priori impedance. In the present case,
the normalised acoustic resistance and reactance values corresponding to the ’fine’ grid in chapter
5 are used as the input curve for the inverse algorithm. After obtaining the model parameters, the
performance of the APM can be analysed. The general methodology of this approach is summarised
in figure 8.1.

Figure 8.1: Methodology of APM simulations using the inverse algorithm

Clearly, the current approach overlooks the structural differences between the honeycomb liner and
an APM fluid as seen in figure 8.2. While the honeycomb liner is comprised of a perforated facesheet
and a backing cavity, the APM is a homogeneous fluid region. Moreover, the honeycomb liner is a
locally-reacting liner while the APM is an extended-reacting type liner. Representing a locally-reacting
type liner as an extended-reacting one is not entirely physical and this should be taken into account
while assessing the results.

(a) 2D Impedance tube with honeycomb liner (b) 2D Impedance tube with Acoustic Porous Medium

Figure 8.2: Comparison of the impedance tube setup with the honeycomb liner and APM geometry
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8.1. Input Conditions
The input acoustic signal used in the present chapter is the same as that mentioned in table 5.1. In
addition, the inverse formulation gives a viscous flow resistance (𝜎፯) = 828.8 1/s, an APM porosity (𝜙)
= 0.575, and a thickness (𝑑) = 38.1 mm. These characterising parameters are summarised in table
8.1.

Variable Value Unit
Viscous Flow Resistance (𝜎፯) 826.8 [1/s]

Porosity (𝜙) 0.575 [-]
Thickness (𝑑) 38.1 [mm]

Table 8.1: APM parameters derived through the inverse algorithm

8.2. Bandpass-Filtered data

Bandpass-filter pressure fluctuations 𝑝ᖣ = 𝑝 - 𝑝ጼ are shown in figure 8.3 at different frequencies, for a
probe located 1-voxel length upstream and downstream of the APM-fluid interface respectively. The
corresponding velocity fluctuations, normal to the APM-fluid interface are shown in figure 8.4. From
figure 8.3, it is seen that the amplitude of pressure fluctuations decreases from a maximum value at 𝑓 =
1 kHz to a minimum at 𝑓 = 2.5 kHz. Furthermore, the pressure amplitude downstream of the interface
is lower than that at the upstream location at all the frequencies. This pressure drop can be attributed
to the interface resistance offered by the fluid-APM interface (see section 4.2). Moreover, the relative
amplitude at the two probe locations are a function of frequency, with a maximum pressure drop of
≈40% and a minimum of ≈0.5% observed at 𝑓 = 2.5 kHz and 𝑓 = 1 kHz respectively. On the other
hand, their relative phase is less variable to the change in frequency.

Contrary to the trends seen in figure 8.3, the amplitude of normal velocity fluctuations is maximum
at 𝑓 = 2.5 kHz, with similar values at 𝑓 = 2 kHz, and minimum at 𝑓 = 1 kHz. This behaviour can be
explained by the fact that for the current APM region with 𝑑 = 38.1 mm, the quarter-wavelength for 𝑓 =
2.25 kHz co-incides with the APM interface. For any acoustic signal, the maximum velocity is observed
at it’s quarter wavelength and thus, higher velocity amplitudes are observed for frequencies closer to
𝑓 = 2.25 kHz in figure 8.4. Allard & Atalla [4] have shown that for equivalent fluids backed by a solid
boundary, the frequency at which the quarter wavelength intersect the fluid-interface is the resonance
frequency. This suggests that for an equivalent fluid the resonance frequency is the function of its
thickness 𝑑. This trend is also observed through the discussion in section 8.3. Besides this, the normal
velocity at all the frequencies increases across the APM interface. This velocity jump is in accordance
with equation 4.14 which dictates the mass-flux conservation across the APM interface.

(a) ፟ = 1 kHz (b) ፟ = 1.5 kHz
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(c) ፟ = 2 kHz (d) ፟ = 2.5 kHz

(e) ፟ = 3 kHz

Figure 8.3: Comparison of pressure fluctuation across the APM interface at different frequencies

(a) ፟ = 1 kHz (b) ፟ = 1.5 Hz
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(c) ፟ = 2 kHz (d) ፟ = 2.5 kHz

(e) ፟ = 3 kHz

Figure 8.4: Comparison of normal velocity fluctuation across the APM interface at different frequencies

8.3. Comparison with honeycomb liner simulations
Figure 8.5 and figure 8.6 presents the pressure fluctuations and normal velocity fluctuations respec-
tively, for the honeycomb liner simulations conducted in chapter 5. These recordings are taken at
a probe located 3-orifice radii upstream of the liner facesheet. From the impedance curves given in
figure 5.10(b), it is seen that the resonance frequency of the honeycomb liner is 𝑓፨ = 1.5 kHz, and
consequently, the maximum normal velocity and minimum pressure amplitude is observed at this fre-
quency. contrary to this, the resonance for the APM is observed at 𝑓 ≈2 kHz as seen from figure 8.3
and 8.4.

Despite having the same thickness (see table 8.1 and figure 5.3), the resonance frequency for the
honeycomb liner and the APM is different. The reason for this trend can be understood by comparing
the near-orifice streamlines for the honeycomb liner with those at the fluid-APM interface. From figure
8.7(a), it is seen that the flow converges and diverges as it enters and exits the orifice respectively,
with substantial flow separation observed at the orifice edges. According to Melling [45] and Motsinger
[46], this distortion of the acoustically-excited flow causes the resonance frequency to shift to lower fre-
quencies. This effect is termed as the mass-reactance effect [46]. Clearly, the near/ in-orifice flowfield
cannot be replicated in the simulations with the APM (figure 8.7(b)), as its structure is completely differ-
ent than the facesheet of the liner. Thus, in addition to the thickness of the liner, the mass-reactance
also influences the resonance frequency of the honeycomb liner. For the APM however, the resonance
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frequency seems to be effected only by it’s thickness.

(a) ፟ = 1.5 kHz (b) ፟ = 2 kHz

(c) ፟ = 2.5 kHz

Figure 8.5: Pressure fluctuations upstream of the liner facesheet at different frequencies (OASPL = 130 dB)

(a) ፟ = 1.5 kHz (b) ፟ = 2 kHz
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(c) ፟ = 2.5 kHz

Figure 8.6: Normal velocity fluctuations upstream of the liner facesheet at different frequencies (OASPL = 130 dB)

(a) Near-Orifice (b) Fluid-APM Interface

Figure 8.7: Streamlines at ᎕ = ᎝/ኼ

Next, the normalised resistance and reactance curves from the APM simulations are compared with
the reference results in figure 8.8. Ideally, the Simulation - APM result should match perfectly with the
Simulation - Honeycomb Liner result, as this curve is used to derive the APM parameters through the
inverse algorithm. The Simulations - APM gives a normalised acoustics resistance value of ≈ 0.34
which is almost constant over the entire frequency range. This value is higher than the honeycomb
liner case by almost 55% over the entire frequency ROI. Furthermore, the resistance value from the
APM simulations is considerably higher than the reference experimental result.

Besides this, a significant difference is seen between the resistance values of Hersh & Walker model
and that of the APM simulations. This trend is explained by the fact that in addition to the resistance pro-
vided by the Darcy’s force term (see section 4.2), the APM offers additional resistance to the incoming
acoustic wave at the fluid-APM interface. Although the Hersh & Walker model uses the Darcy’s force
term (see equation 6.2), it doesn’t include any term to model the ’interface’ resistance. This explains
the difference between the APM and analytical resistance in figure 8.8(a).
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(a) Normalised Resistance (b) Normalised Reactance

Figure 8.8: Normalised Impedance corresponding to the APM parameters derived using the inverse formulations

From figure 8.8(b), it is seen that the APM simulation predicts a resonance frequency of 2.25 kHz which
is higher than that predicted by the honeycomb liner simulations. Furthermore, the reactance value from
the APM-simulations is ≈52% lower than that from the reference simulation with the honeycomb liner,
over the entire frequency range. As explained earlier, this trend is caused because the mass-reactance
effect, which is dominant in case of honeycomb liner, is not observed with the APM simulations. This
claim is further supported by figure 8.9. In this figure, the normalised reactance curve from the APM
simulation matches perfectly with the cotangent term, -𝜄cot(𝑘𝑑)/𝜙, which represents the reactance due
to the APM thickness as explained in chapter 2. The fact that the Simulation-APM curve perfectly
matches this cotangent term shows that the APM with the current set of parameters can only predict
the cavity reactance which is essentially dependent on the input 𝑑 and 𝜙.

Figure 8.9: Comparison of normalised reactance curve with -᎖cot(፤፝)/Ꭻ

Clearly, with the set of parameters given in table 8.1, the simulations with APM are not able to reproduce
the acoustic effects of the reference honeycomb liner. The trends observed above might be explained
by the fact that APM is based on Darcy’s law which is derived only for porous materials. Thus, it might
not be possible for the Darcy’s law to account for certain honeycomb liner effects, such as the mass
reactance. If this is true, then the APM parameters 𝜎፯, 𝜙 and 𝑑 are not adequate to give an accurate
prediction of the reference impedance results and thus, additional parameters might be required to
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improve the impedance prediction. The prospect of using additional parameter to characterise the
APM is discussed in the next section.

8.4. Advanced Fluid-APM Interface Modeling

The current section investigates the use of the Advance Fluid-APM Interface Modeling option present in
PowerFLOW®. This modeling option imposes an advanced velocity-pressure physical relationship at
the fluid-APM interface, which might enable a more accurate modelling of thin perforated plates, such
as that seen in figure 8.7(a) [16]. In addition to the parameters mentioned in table 8.1, the Advance
Fluid-APM Interface option characterises the APM through two additional parameters, namely the In-
terface Viscous Resistance and the Interface Reactance Coefficient. The Interface Viscous Resistance
introduces a pressure drop across the fluid-APM interface proportional to the incident acoustic velocity,
while the Interface Reactance Coefficient imposes a pressure drop which is proportional to the time
derivative of velocity. It is believed that the Interface Reactance Coefficient would help to account for
the mass reactance term and thus, exploring the use of this option is justified.

Furthermore, it is worth mentioning that the results with the Advance Fluid-APM Interface Modeling
option are dependent on the local voxel size at the fluid-APM interface. Thus to ensure high accuracy,
the resolution in the vicinity of the interface has been increased by adding three VR regions in addition
to those mentioned in section 6.2. The characterising parameters of the Acoustic Porous Medium used
for the simulations in the current discussion are summarised in table 8.2. The parameters 𝜎፯, 𝜙 and 𝑑
in table 8.2 have been derived by applying the inverse algorithm while the Interface Viscous Resistance
and the Interface Reactance Coefficient have been manually tuned to obtain the best possible match
with the reference results.

Variable Value Unit
Viscous Flow Resistance (𝜎፯) 864.65 [1/s]

Porosity (𝜙) 0.589 [-]
Thickness (𝑑) 38.1 [mm]

Interface Viscous Resistance 30.16 [m/s]
Interface Reactance Coefficient 1.35 x 10ዅኾ [m]

Table 8.2: APM parameters with Advanced Fluid-APM Interface Modeling

(a) Normalised Resistance (b) Normalised Reactance

Figure 8.10: Normalised Impedance corresponding to the APM parameters derived with the Advanced Fluid-APM Interface
Modeling option
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Using the interface-modeling option with manually tuned Interface Viscous Resistance greatly improves
the resistance prediction within the ROI, where the resistance value is within 5% - 10% of the honey-
comb liner simulation case. On the other hand, similar to the cases discussed in previous sections,
the normalised reactance is underpredicted in figure 8.10(b). In addition to this, hardly any difference
is observed in comparison to the reactance obtained from simulations conducted without the interface
modelling option. The fact that the interface modeling option barely influences the reactance curve
suggests that the Advance Fluid-APM Interface Modeling is not able to account for the mass reactance
term. This result is not expected as the Interface Reactance Coefficient term should be able to mimic
the mass reactance effect. It could be possible that the value of Interface Reactance Coefficient men-
tioned in table 8.2 is too small to account for the mass reactance of the honeycomb liner used in the
current study. However, the value of Interface Reactance Coefficient given in table 8.2 is its maximum
allowable value in PowerFLOW® and thus, it could not be increased further.





9
Characterisation of APM through

Pressure Drop Experiment

In the discussion presented in the previous chapter, the characterisation of the APM is dependent
on the availability of a priori known impedance curve. However, in most cases the only thing known
about a honeycomb liner are its geometric parameters. This poses a limitation on the use of inverse
formulation. Under such conditions, it can be argued that the acoustic impedance of any liner can be
obtained experimentally in an impedance tube such as that shown in figure 2.4. However, obtaining a
priori impedance experimentally, just for the purpose of deriving the APM parameters, might be a time
and a cost intensive affair. An alternative method to derive the characterising parameters of the APM
is through a pressure drop experiment as explained in chapter 7. After the APM model parameters
are obtained through the procedure illustrated in chapter 7, the simulations can be conducted and the
impedance results can be analysed. The general methodology of the current approach is summarised
in figure 9.1.

Figure 9.1: Methodology of APM simulations using the pressure drop experiments

The schematic of the impedance tube with the APM geometry used in the current chapter is shown in
figure 9.2. In the present configuration, the perforated facesheet of the honeycomb liner is replaced with
an APM region of the same thickness. Moreover, unlike the APM configuration employed in chapter
8, the honeycomb cavities are retained to enforce the locally-reacting assumption. In this sense, the
current configuration is more ’physical’ than that shown in figure 8.2(b)

Figure 9.2: 2D Impedance tube with the APM replacing the perforated facesheet
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9.1. Input Conditions
Unlike the inverse approach investigated in chapter 8, the current method uses the inertial flow resis-
tance (𝜎ፈ) in addition to the viscous flow resistance (𝜎፯) to characterise the APM. These flow resistance
are derived through the Darcy’s method in chapter 7. The thickness (𝑑) and the porosity (𝜙) of the
APM are same as that of the perforated facesheet used in the pressure drop experiment, i.e. 0.64 mm
and 0.064 respectively. Although the value of 𝜙 and 𝑑 used in the current case is typical for perfo-
rated facesheets, it is improbable to imagine an actual porous material which has such low porosity
and thickness. Thus, it could be possible that 𝜙 and 𝑑 as low as that used in the current case is not a
physical input for the APM model. This should be considered while analysing the results.

Variable Value Unit
Viscous Flow Resistance (𝜎፯) 13160.6 [1/s]
Inertial Flow Resistance (𝜎ፈ) 149556 [1/m]

Porosity (𝜙) 0.064 [-]
Thickness (𝑑) 0.64 [mm]

Table 9.1: APM parameters derived through the pressure drop experiment

For details on the input acoustic signal, the reader is referred to table 5.1.

9.2. Bandpass-Filtered data
Figure 9.3 shows the bandpass-filter pressure fluctuations 𝑝ᖣ = 𝑝 - 𝑝ጼ at different frequencies, for a
probe located 1-voxel length upstream and downstream of the APM shown in figure 9.2. The corre-
sponding normal velocity fluctuation is shown in figure 9.4. At the upstream location the maximum
amplitude of pressure fluctuations are largely independent of the frequency. This is contrary to what
is seen observed for the case shown in figure 8.3. Conversely, the relative amplitude at the two probe
locations is frequency dependent with the amplitude downstream of the APM being lower than that at
the upstream location. This drop in pressure can be attributed to the resistance offered by the APM
to the incident acoustic signal. Similar to the pressure fluctuations, the normal velocity fluctuations in
figure 9.4 hardly shows any variation with the change in frequency. Compared to this, the amplitude of
normal velocity for the case of the honeycomb liner is more frequency dependent as seen from figure
8.6. Moreover, for the current case, the amplitude of normal velocity experiences no change across
the APM as seen from the recordings at the two probe locations. This behaviour is explained by the
fact the as the acoustic wave enters the APM, its velocity increases according to equation 4.14. Sub-
sequently, it decreases as the wave exits the APM at the downstream end. Moreover, the thickness of
the APM, i.e. 𝑑 = 0.64 mm, might be too small for the Darcy’s force term (equation 4.8) to impart any
considerable effect and thus, no change is observed in the normal velocity across the APM.

(a) ፟ = 1.5 kHz (b) ፟ = 2 kHz
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(c) ፟ = 2.5 kHz

Figure 9.3: Pressure fluctuations upstream and downstream of the APM for different frequency

(a) ፟ = 1.5 kHz (b) ፟ = 2 kHz

(c) ፟ = 2.5 kHz

Figure 9.4: Normal velocity fluctuations upstream and downstream of the APM for different frequency
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9.3. Comparison with experimental results

(a) Normalised Resistance (b) Normalised Reactance

Figure 9.5: Normalised Impedance corresponding to the APM parameters derived using pressure drop experiment

(a) Normalised Resistance (b) Normalised Reactance

Figure 9.6: Contribution of different terms to acoustic impedance

From figure 9.5(b), it can be seen that the normalised reactance values from the APM simulations
underpredict the reference experimental results. The discrepency with respect to the reference curve
increases from ≈ 30% at 𝑓 = 1 kHz to about 42% at 𝑓 = 3 kHz. The reactance trend from the APM
simulations can be explained by considering the configuration in figure 9.2 as a combination of an APM
and an air-layer such as that discussed in Appendix C. The air-layer/ cavity of length 38.1 mm imparts
a reactance in addition to that given by the APM of thickness 0.64 mm, which shifts the resonance to
lower frequencies. This can be seen by comparing the simulation results from figure 9.5(b) with that
from figure 8.8(b), where the APM of 𝑑 = 38.1 mm backed by the solid backplate shows resonance at
𝑓 = 2.25 kHz. Anyways, the reactance w.r.t the experimental results is still underpredicted. However,
when the the analytical mass-reactance from equation 2.15 is added to the reactance from the APM
simulations, a favourable match is achieved with the reference experimental results. This results shows
the inability of the APM to account for the mass-reactance for the current liner.
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Next, the normalised resistance trends are given in figure 9.5(a). It is seen that the resistance curve
from the simulations predicts a value which is much higher than that given by the reference case. The
Experiment - NIT(6.4%) resistance fluctuates between a value of 0.20 - 0.25, while the simulations
predicts a value of ≈1.83, which is almost constant over the frequency ROI.

To investigate the cause of the resistance trend, two sets of simulations were conducted with the APM
configuration shown in figure 9.2.

• In the first simulation, the value of 𝜎፯ and 𝜎ፈ are kept equal to zero, while the value of 𝜙 is
maintained at 0.064. This will help to understand the contribution of the APM porosity to the
acoustic resistance.

• In the second simulation, the value of 𝜎፯ and 𝜎ፈ are taken from table 8.3, while the value of 𝜙 is
changed to 1.

The results from the above mentioned simulations are shown in figure 9.6. In the figure, ’Simulation’
corresponds to the case presented figure 9.5 while Simulation-only porosity and Simulation-no poros-
ity represent the cases mentioned in the aforementioned points respectively. For simulations with no
porosity, the normalised acoustic resistance is constant over the entire frequency range at a value of
0.04. Although this value is much lower than the resistance from the reference curve, this result is ex-
pected as the effect of 𝜙 is completely neglected. A strange trend however, is seen for the simulations
with only porosity input. The resistance for only porosity simulations is 1.79 which is almost equal to
the normalised resistance of about 1.83 derived for simulations with all the parameters. This suggests
that the resistance in the current case is caused entirely by 𝜙 and not by 𝜎፯ or 𝜎ፈ.

As mentioned in chapter 6, in addition to the Darcy’s force term the APM-interface imposes an in-
terface resistance which is a function of 𝜙 as mentioned by Sun et al. [65]. The fact that extremely high
resistance values are observed for only porosity inputs hints at the fact that the interface resistance
dependence on porosity might not be appropriate to model the acoustic resistance in the current case.
Another reason for this trend can be explained by the fact that the input of 𝜙 = 0.064 and 𝑑 = 0.64 mm
might not be ’physical’ for the APMmodel as mentioned in section 9.1. However, this cannot be said for
certain with the current set of results and further studies would be required to confirm this hypothesis.

9.4. Advanced Fluid-APM Interface Modeling
It is suggested that the overprediction of the acoustic resistance seen in figure 9.5 might caused by the
interface resistance term which is the function of the APM porosity 𝜙. With the Advanced Fluid-APM
Interface Modeling option, this interface resistance can be chosen manually and its dependence on the
input porosity can be bypassed.

Thus, in the current section, the Advanced Fluid-APM Interface Modeling is used and the Interface
Viscous Resistance is manually tuned to 40 m/s to obtain the best possible match with the reference
result. In addition to this, the maximum allowable value of 0.000135 m is chosen for the Interface
Reactance Coefficient. The impedance curves are shown in figure 9.7 where the JCA-EF represents
the results from the Jonhson-Champoux-Allard model which is an equivalent fluid introduced in section
3.2.1.

The normalised resistance curve shown in figure 9.7(a) shows that by manually tuning Interface Vis-
cous Resistance, the impedance match with reference experimental result can be greatly improved.
Thus, it is probable that the dependence of interface resistance on the input porosity might not be fit for
mimicking the acoustic effects of the liner being analysed in the current thesis. Besides this, the JCA-
EF model underpredicts the resistance w.r.t the reference result. The reason for the underprediction
is attributed to the fact that the current model is unable to account for take the effect of the in-orifice
velocity on the acoustic resistance (see equation 3.7), which is quite important for the present excitation
level as shown in section 5.6.4.
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On the other hand, the JCA-EF model gives a better prediction of the reference normalised reactance
values than the APM simulations as seen from figure 9.7(b). This is probably because the mass reac-
tance term is much better predicted in the case of by the JCA-EF model (see equation 3.7), contrary
to the APM simulation.

(a) Normalised Resistance (b) Normalised Reactance

Figure 9.7: Normalised Impedance educed with Advanced Fluid-APM Interface Model
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10
Conclusions and Recommendations

In the current thesis, the APM model, which is an equivalent fluid fluid formulation present in the LB
based solver PowerFLOW®, is used to mimic the acoustic effects of a honeycomb liner. To realise
the objective of the current thesis, a sequential approach is adopted. Firstly, a verification study of the
honeycomb liner-CFD setup is conducted, where the impedance spectra from the numerical simulations
is compared with the experimental and numerical results present in the state of the art. This verification
activity helps in commenting on the efficacy of the simulation parameters. Thereafter, implementation
of the APM formulation is verified by reproducing the acoustic effects of the 𝐶𝑇73 ceramic tubular
liner. Following this, a detailed discussion on the pressure drop experiment, which is treated as a
probable method to characterise the APM is presented. Finally, the capability of the APM formulation
for mimicking the effects of the honeycomb acoustic liner is analysed by comparing its impedance
spectra with that from the experimental and theoretical results.

10.1. Conclusions
The work done in the current thesis is essentially discussed in five chapters, from chapter 5 to chapter
9. Chapter 2 and chapter 3 on the other hand, provide only with the background knowledge which
aids in the analysis of the work done in this thesis. Thus, in the current section, major conclusions are
presented chapter wise, starting from chapter 5 - chapter 9.

1. Chapter 5 presents a verification study of the DNIT setup with the honeycomb liner geometry. It is
observed that the simulation results underpredict the normalised resistance and the normalised
reactance values from the results mentioned in the state of the art. The discrepancy observed in
the values of normalised resistance especially can be as large as 50% in some cases. This trend
is not expected and thus, a small verification activity is conducted to check the dependence of
the impedance spectra on the simulation parameters. The outcomes of this study are as follows:

• The numerical setup does not introduce any spurious phenomenons which is confirmed from
numerical simulations without liner geometry. This ascertains the correct implementation of
the boundary conditions.

• The impedance trends are independent of the impedance eduction method.
• The trends observed for the simulations with different waveguide diameter do not explain
the aforementioned underprediction of the normalised impedance.

• Contrary to a broadband signal used in the current study, the liner is simulated with a tonal
input in the current step. It is observed that the flow non-linearities, which are prevalent
at the OASPL of 130 dB are not predicted from simulations with the broadband excitation.
With an underprediction of non-linearities, the acoustic resistance spectra is bound to be
underpredicted. On the other hand, a comparatively favourable match is observed with the
reference results for the case with the tonal excitation. This result demonstrates that the
effect of source type, i.e. broadband or tonal, must be taken intro account while analysing
the liner.
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2. In chapter 6, the use of the current numerical setup with the APM is verified. Results show that
the APM is able to reproduce the effects of the 𝐶𝑇73 liner and that the impedance results exactly
match the numerical results of Sun et al. [65]. Thus, it can be concluded the APM implementation
with the current numerical setup is correct and it’s use can be extended to other cases, such as
reproducing the acoustic impedance trends of the honeycomb liner.

3. The procedure for obtaining the flow resistance for characterising the APM through a pressure-
drop experiment is discussed chapter 7. Using Darcy’s law to relate the pressure drop values
with the flow resistances, a value of 𝜎፯ = 13160.6 𝑁𝑠/𝑚ኾ and 𝜎ፈ = 149556 𝑚ዅኻ is obtained. A
small verification activity in the chapter has raised doubts on the use of Darcy’s law for relating
the pressure drop values with the flow resistance of a perforated plate. This stems from the fact
that Darcy’s law is derived for a porous material and thus, it might not be fit for use in the current
case where a perforated facesheet is being analysed. Following this, the results from Darcy’s law
is compared with the Kraft’s model, which is based on the geometric parameters of a perforated
facesheet. Comparison shows that different flow resistance values are obtained for both these
models.

4. The final step in the current thesis is to use the APM formulation to mimic the honeycomb liner’s
acoustic effects. In chapter 8, the APM analysed with the parameters derived through the inverse
algorithm present in PowerFLOW® and the main outcomes of this study are as follows:

• The inverse approach completely overlooks the structural difference between the liner and
the APM. In doing so, the locally reacting assumption is not satisfied and thus, this repre-
sentation might not be entirely physical. However, it should be noted that the effect of this
limitation could not be quantified in the current study.

• Characterising APM through the flow resistance (𝜎), the thickness (𝑑) and the porosity (𝜙)
only might not be adequate to model the honeycomb liner effects. This is because of the
inability of the APM to account for the mass reactance effects. However, it should be
noted that this conclusion is specific to the current liner. The liner used in this thesis has a
facesheet 𝑡፟/𝑑፨ < 1, and for such liners the mass-reactance can be quite significant [49]. For
facesheets with 𝑡፟/𝑑፨>1 and for wire-meshes, the mass reactance is comparatively lower.
Thus, the APM might be able to mimic the effects of such liners with 𝜎, 𝑑 and 𝜙 only.

• The addition of Advance Fluid-APM Interface Modeling option, which uses two extra param-
eters to characterise the liner, is not able to improve the prediction of the acoustic reactance
spectra. This trend is not expected as the additional term Interface Reactance Coefficient
should be able to model the mass reactance effect. It could be possible that the threshold
for this term in the current APM implementation is too small to account for mass reactance
for the present liner.

5. In chapter 9 the APM is characterised using the pressure drop experiment. Themajor conclusions
from this study are as follows,

• Like the approach discussed in chapter 8, the accurate prediction of the acoustic reactance
spectra remains a bottleneck. This again stems from the fact that the mass-reactance effect
of the reference liner are not predicted by the APM formulation.

• The acoustic resistance spectra is much higher than that from the reference results. This
overprediction has raised doubts over the efficacy of the APM formulation at low porosities,
such as 𝜙 = 0.064 in the current case. It is also possible that such low porosity is not a phys-
ical input for the APM model, as it is improbable to imagine an actual porous material with
such low porosity. In this case, the straightforward approach of inputting the liner porosity
as the facesheet porosity might be incorrect. However, further investigation is required to
ascertain the APM performance at such low porosities.

On the whole, it can be said that some modifications/ improvements are required in the current im-
plementation of the APM formulation to replicate the performance of the honeycomb liner used in the
current thesis. With the present APM implementation, it might still be possible to emulate the acoustic
effects of some other liners, however further research is required to say this with certainty.
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10.2. Recommendations for Future Work

Based on the work done in the current thesis and the major conclusions drawn from it, the certain
recommendations for the future work are outlined in the current section:

• Through the current study, it has been seen that for non-linear liner operations, the broadband
and tonal input cannot be used interchangeably. Thus, in the future studies, the effect of the input
source type, on the acoustic effects of the liner must be taken into account.

• Without the Advanced Fluid-APM Interface Modelling option, i.e. when the APM is characterised
using 𝜎, 𝜙 and 𝑑 only, the mass reactance for the current liner cannot be accounted for the current
liner. However for other liners, such as the cavity backed wire meshes/ liners with 𝑡፟/𝑑፨ > 1, the
mass reactance is comparatively subtle. Therefore, it would be interesting to implement the APM
with the aforementioned parameters only, to reproduce the effects of such liners.

• Two different pressure drop models were employed in the current thesis, namely i) the method
based on Darcy’s law and ii) that based on Kraft’s formulation. Different values of flow resis-
tance were obtained by employing both these models on the same pressure drop data. In future
simulations, the performance of APM with parameters obtained from both these models can be
compared. This could give insight into which model is better for representing the pressure drop
for a perforated plate.

• When using Advanced Fluid-APM Interface Modelling, the user is given an option to input the
Interface Reactance Coefficient which should be able to account for the mass reactance of a
traditional honeycomb liner. However, this is not observed in the current thesis and thus, future
efforts should be dedicated to tackle the discrepancy associated with the this term. This would
probably improve the robustness of the current formulation.

• The overprediction of the normalised resistance by the APM, at porosity of 𝜙 = 0.064 has raised
doubts on the performance of APM at such small porosities. Therefore, there is a need to analyse
the performance of APM with low input porosities, especially at 𝜙 < 0.2, as these are typical for
honeycomb liners.

• Previous studies have shown that the APM is able to reproduce the experimental pressure drop
values for a porous material. However, these materials had a porosity 𝜙 > 0.9. Considering that
discrepancies in the impedance spectra is observed for an input APM porosity of 0.064, it make
sense to check if the APM is able to reproduce the pressure drop curve seen in chapter 7.
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A
Derivation of Impedance for Helmholtz

Resonator
In the following chapter, the expression for the acoustic impedance of a Helmholtz resonator given in
equation 2.6 is derived. The derivation start from the lumped element analogy illustrated in figure 2.2.
Starting from the free body diagram given in figure 2.2(b), the force balance equation can be written
as,

− 𝐹 = 𝑀𝑎 + 𝑅፧𝑣 + 𝑠𝑧 (A.1)

where 𝑀𝑎 is the mass inertia from Newton’s second law of motion and 𝐹 is the external force exerted
by the incoming signal. 𝑅፧𝑣 is the damping proportional to the velocity in the neck and 𝑠𝑧 is the spring
stiffness given by Hooke’s law. As mentioned in section 2.1, the air inside the cavity neck oscillates
when excited by an incoming acoustic signal. Thus, the displacement 𝑧 of this mass 𝑀፧ is given as,

𝑧 = 𝑧 ⋅ 𝑒።Ꭶ፭ (A.2)

Differentiating the above equation gives the velocity in the neck.

𝑣 = 𝑑𝑧
𝑑𝑡 = 𝑖𝜔𝑧 (A.3)

𝑧 = 𝑣
𝑖𝜔 (A.4)

Subsequently, the acceleration of the mass 𝑀፧ can be derived as,

𝑎 = 𝑑ኼ𝑧
𝑑𝑡ኼ = 𝑖𝜔

𝑑𝑧
𝑑𝑡 = 𝑖𝜔𝑣 (A.5)

Substituting the above expression in equation A.1 gives the following expression for the force balance
equation,

− 𝐹 = 𝑀𝑖𝜔𝑣 + 𝑅፧𝑣 +
1
𝑖𝜔𝑠𝑣 (A.6)

− 𝐹 = 𝑣 (𝑀𝑖𝜔 + 𝑅፧ +
1
𝑖𝜔𝑠) (A.7)

− 𝐹 = 𝑣 (𝑀𝑖𝜔 + 𝑅፧ −
𝑖
𝜔𝑠) (A.8)

Using the definition of the acoustic pressure 𝑝, i.e. 𝑝 = 𝐹/𝑆፧ in equation the impedance of the Helmholtz
resonator is given as,

𝑍 = −𝐹
𝑆፧𝑣

=
𝑖𝜔𝑀 + 𝑅፧ −

።፬
Ꭶ

𝑆፧
(A.9)
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B
Effect of APM porosity on APM

performance
Simulations are conducted with three different values of APM porosity, i.e at 𝜙 = 0.52, at 0.57 and at
0.62. Other APM parameters, i.e. 𝜎፯ and (𝑑) are chosen from table 8.1. It is seen from figure B.1 that
changing 𝜙 has no effect on the value of resonance frequency 𝑓፨. The only visible effect is that the
reactance scales with 𝜙, in accordance with the formula of cavity reactance, i.e. -𝜄cot(𝑘𝑑)/𝜙.

(a) Normalised Resistance (b) Normalised Reactance

Figure B.1: Effect of APM porosity on the acoustic effects of the Acoustic Porous Medium

Furthermore, figure B.1(a) shows that the resistance value is higher for a lower value of 𝜙. This effect
can be explained through equation 4.14. From this equation, it can be inferred that a lower value of 𝜙
would cause a larger increase in the value of inside the APM for the same incident acoustic wave. This
is seen from figure B.2 where a 47% increase in the amplitude of normal velocity is seen for 𝜙 = 0.52
compared to only a 35% increase for 𝜙 = 0.62. Consequently, a larger in-APM acoustic velocity would
increase the Darcy’s force term (from equation 4.8) and hence, a higher value of acoustic resistance
will be observed. This explains the increase in acoustic resistance with the decrease in 𝜙 that is seen
in figure B.1(a).

The discussion in the current section shows that by changing the value of 𝜙, the acoustic resistance
can be shifted to achieve a better match with the reference Experiment - NIT(6.4%) result. However,
this is futile as the prediction of normalised reactance cannot be improved.
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(a) Ꭻ = 0.52 (b) Ꭻ = 0.62

Figure B.2: Comparison of normal velocity jump at APM interface for different porosity at ፟ = 2 kHz



C
Effect of Air-layer on APM performance

The current study seeks to analyse the effect of introducing an air-layer (𝑒) between the APM and the
solid backplate in the DNIT. This configuration is illustrated in the 2D schematic shown in figure C.1.
With an air layer-APM combination, Perot et al. [51] were able to improve the performance of the APM
for mimicking the acoustic effects of porous materials. Thus, it is interesting to see if the same can be
achieved for a honeycomb liner

Figure C.1: Schematic of DNIT setup with an air-gap between the APM and the solid backplate

Three different cases are simulated in the current discussion, namely with an air-gap thickness 𝑒 = 0
mm, 2.5mm and 5mm respectively. Besides this, other characterising APM parameters are taken from
table 8.1. At 𝑒 = 0, the acoustic reactance is almost independent of the frequency within the current
ROI. As the value of 𝑒 increases the resistance increases almost quadratically at higher frequency, with
this effect being most prominent at a 𝑒 = 5 mm. A reason for this trend can be explained through figure
C.3, where the impedance have been plotted in the range of 1 kHz - 5 kHz. It is seen that, increas-
ing the air-layer thickness shifts the anti-resonance frequency, and consequently the entire resistance
curve towards lower frequencies. The fact that the anti-resonance peak moves closer to the value of 3
kHz for 𝑒 = 2.5 and 5 mm explains the sudden rise in the resistance values seen at higher frequencies
in figure C.2(a). Similar trends are observed for normalised reactance spectra.

This shift of the impedance spectra can be explained by comparing the configuration shown in fig-
ure C.1 to that shown in figure 8.2(a). Just as an honeycomb cavity of a length 𝐿 contributes to the total
liner reactance, the air-gap 𝑒 in case of an APM figure C.1 imparts additional reactance to the APM of
thickness 𝑑 and porosity 𝜙. Anyways, the only visible effect of introducing the air-layer is the shift of
the resistance and reactance curve towards lower frequencies. Clearly, this doesn’t improve the match
with the reference results.
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(a) Normalised Resistance (b) Normalised Reactance

Figure C.2: Effect of APM porosity on the acoustic effects of the Acoustic Porous Medium

(a) Normalised Resistance (b) Normalised Reactance

Figure C.3: Impedance curves for changing air-layer thickness in frequency range of ኻ kHz- ኿ kHz



D
Near/ In-orifice Streamlines

Near/ In-Orifice Streamlines

(a) ᎕ = ኺ (b) ᎕ = ᎝

(c) ᎕ = ኽ᎝/ኼ

Figure D.1: Phase averaged streamlines for input broadband signal
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E
Extra Plots from APM Simulation

Pressure fluctuations across APM for different frequency (Parameters derived
through pressure drop experiment)

(a) ፟ = 1 kHz (b) ፟ = 3 kHz

Figure E.1: Pressure jump across APM for different frequency
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Normal Velocity jump at APM interface for different porosity (inverse method)

(a) Ꭻ = 0.52, ፟ = 1 kHz (b) Ꭻ = 0.62, ፟ = 1 kHz

(c) Ꭻ = 0.52, ፟ = 1.5 kHz (d) Ꭻ = 0.62, ፟ = 1.5 kHz

(e) Ꭻ = 0.52, ፟ = 2.5 kHz (f) Ꭻ = 0.62, ፟ = 2.5 kHz
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(g) Ꭻ = 0.52, ፟ = 3 kHz (h) Ꭻ = 0.62, ፟ = 3 kHz

Figure E.2: Comparison of normal velocity jump at APM interface for different porosities at different frequencies
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