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ORIGINAL RESEARCH

Estimating the Arterial Input Function
From Dynamic Contrast-Enhanced MRI

Data With Compensation for Flow
Enhancement (I): Theory, Method, and

Phantom Experiments

Jeroen J.N. van Schie, PhD,1 Cristina Lavini, PhD,2 Lucas J. van Vliet, PhD,1 and

Frans M. Vos, PhD1,2*

Background: The arterial input function (AIF) represents the time-dependent arterial contrast agent (CA) concentration
that is used in pharmacokinetic modeling.
Purpose: To develop a novel method for estimating the AIF from dynamic contrast-enhanced (DCE-) MRI data, while
compensating for flow enhancement.
Study Type: Signal simulation and phantom measurements.
Phantom Model: Time–intensity curves (TICs) were simulated for different numbers of excitation pulses modeling flow
effects. A phantom experiment was performed in which a solution (without CA) was passed through a straight tube, at
constant flow velocity.
Field Strength/Sequence: Dynamic fast spoiled gradient echo (FSPGRs) at 3T MRI, both in the simulations and in the
phantom experiment. TICs were generated for a duration of 373 seconds and sampled at intervals of 1.247 seconds
(300 timepoints).
Assessment: The proposed method first estimates the number of pulses that spins have received, and then uses this
knowledge to accurately estimate the CA concentration.
Statistical Tests: The difference between the median of the estimated number of pulses and the true value was deter-
mined, as well as the interquartile range (IQR) of the estimations. The estimated CA concentrations were evaluated in
the same way. The estimated number of pulses was also used to calculate flow velocity.
Results: The difference between the median estimated and reference number of pulses varied from –0.005 to –1.371
(corresponding IQRs: 0.853 and 48.377) at true values of 10 and 180 pulses, respectively. The difference between the
median estimated CA concentration and the reference value varied from –0.00015 to 0.00306 mmol/L (corresponding
IQRs: 0.01989 and 1.51013 mmol/L) at true values of 0.5 and 8.0 mmol/l, respectively, at an intermediate value of 100
pulses. The estimated flow velocities in the phantom were within 10% of the reference value.
Data Conclusion: The proposed method accurately corrects the MRI signal affected by the inflow effect.
Level of Evidence: 1
Technical Efficacy: Stage 1

J. MAGN. RESON. IMAGING 2018;47:1190–1196.

The arterial input function (AIF) represents the time-

dependent arterial contrast agent (CA) concentration, which

is used in pharmacokinetic (PK) modeling of dynamic imaging

data. Obtaining an accurate AIF is essential for accurate

estimation of the PK model parameters. Dynamic contrast-

enhanced magnetic resonance imaging (DCE-MRI) often uses a

fast spoiled gradient echo (FSPGR) sequence, for which a theo-

retic relationship exists between the CA concentration and the
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signal enhancement, assuming that the magnetization resulting

from the repeated application of RF pulses is in a steady state.1,2

Therefore, the AIF is often directly computed from the signal

measured in an artery close to the tissue of interest.3

This assumption does not hold, however, for spins in

flowing blood, as they have not spent enough time in the

field of view (FOV) to reach the steady state. Neglecting

this can cause a biased estimate of CA concentration, which

is detrimental to the estimation of PK parameters.4 The

effect manifests itself as a reduction of the signal enhance-

ment, especially at high CA concentrations or for a low

number of received pulses. In addition, T�2 decay also has a

nonlinear effect on the relation between concentration and

signal. While choosing a very short echo time can reduce

this effect, it causes a bias in the AIF, if not corrected for.5,6

The AIF can be obtained in several ways. The easiest

approach is to use a population-averaged parameterized

model.7 Despite its simple implementation, this model ignores

intersubject variations. It has been shown that the use of a

subject-specific AIF improves the robustness of PK analysis.8

When deriving a subject-specific AIF from the DCE-

MRI data, the measured arterial signal needs to be con-

verted to CA concentration. It was proposed that the rela-

tion between the concentration and signal intensity could be

calibrated with a flow phantom before performing the

DCE-MRI scan.9 This produces an unbiased AIF, but needs

to be recalibrated for each imaging sequence, and is sensitive

to susceptibility differences. It is therefore quite unpractical.

Various authors derive the CA concentration assuming

a linear relation between signal intensity and CA concentra-

tion.10–12 This is valid for low concentrations, but not with

higher concentrations, in which case it leads to less accurate

estimation of PK parameters. Other researchers use the full

nonlinear relation between signal intensity and CA concen-

tration, which provides a better estimate of the AIF,13,14 and

in turn improves the accuracy of the PK parameter esti-

mates.15 Such nonlinear conversion requires prior knowl-

edge of the T1 time of blood, which can either be measured

in a separate scan, or acquired from the literature.16

Both the linear and the nonlinear conversion methods

assume that the measured magnetization is in a steady state,

which may not be true. The error introduced by this assump-

tion depends on the number of excitation pulses that the spins

have received. Although measuring at a downstream location

can minimize this effect, this can still be insufficient.17

The purpose of this study was to develop a novel

method for estimating the AIF from DCE-MRI data, while

compensating for flow enhancement.

Materials and Methods

Correction Method
The developed method takes into account the spin dynamics during

the transient state of an FSPGR sequence, including a correction for

T�2 decay. In order to estimate the AIF, the amount of enhancement

due to the inflow effect is estimated first. Subsequently, the estimated

amount of enhancement due to flow is compensated as the signal

intensity is converted into concentration. A detailed description of

the method can be found in the Supplementary Material, which also

contain all the equations to which we refer.

Experimental Design
Two experiments were performed to assess the proposed method’s

ability to accurately and precisely estimate an AIF from DCE-MRI

data. 1) The method was tested on simulated data, in order to

quantify its accuracy and precision in estimating the number of

pulses (Supplemental Eq. 13), and the CA concentration (Supple-

mental Eq. 15). 2) The theoretical behavior of spin dynamics in

transient state (Supplemental Eq. 4) was verified in a controlled

phantom experiment.

Simulation

ESTIMATING THE NUMBER OF PULSES. To assess the proposed

method’s accuracy and precision in estimating the number of

pulses n, it was applied to a simulated set of signal-ratio curves.

These arterial signal-ratio curves were created by generating a

time–concentration curve (TCC) by means of Supplemental Eq. 9,

with parameters h describing the population-averaged arterial

TCC, as in Orton et al.18 The TCCs were generated for a duration

of 373 seconds and sampled at intervals of 1.247 seconds (300

timepoints). Next, the TCC was converted into time–intensity

curves (TICs) through Supplemental Eq. 4. These TICs were gen-

erated for different values of n ranging from 10 to 200 in steps of

10. Thereby, the repetition time (TR) and echo time (TE) were set

to 2.9 and 1.8 msec, respectively, the flip angle a was set to 158,

and the T1 value of blood was assumed to be 1.779 seconds.16

The simulated contrast agent was gadobutrol, of which a longitudi-

nal relaxivity r1 5 4.1 L/mmol/s and a transverse relaxivity

r�2 5 6.5 L/mmol/s was assessed at 3T.2 All these MRI settings were

identical to the settings of a patient study, which is described in

Part II of this article.19 Subsequently, Gaussian white noise with an

signal-to-noise ratio (SNR) of 20 was added. The TICs were then

divided by their average precontrast signal to obtain signal-ratio

curves. This was repeated 500 times for each value of n, each time

with different noise realizations. Each signal-ratio curve was then

processed by the proposed method; see Fig. 1 for a schematic over-

view of the simulations. The difference between the median of the

estimated values for n and the true value was considered a measure

of the method’s accuracy. The interquartile range of the estimated

values of n was taken as a measure of the precision.

ESTIMATING THE CONCENTRATION. Similarly, Supplemental

Eq. 15 was applied to a known set of concentrations to quantify

the influence of an error in the estimated value of n on the subse-

quently estimated concentrations. Therefore, a set of concentrations

ranging from 0 to 8 mmol/L, in steps of 0.5 mmol/L, was con-

verted to signal ratio by means of Supplemental Eq. 6, using a

fixed number of pulses n. The same MRI settings were used as

described in the previous subsection. Next, 200 perturbed values

nest were generated around the true n through the method

described in in the Theory section of the Supplemental material.
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Finally, the concentrations were estimated by solving Supplemental

Eq. 15 for each of the combinations of true concentration and

generated nest. A new set of nest was generated for each concentra-

tion, to ensure statistical independence. This procedure was per-

formed eight times, with n set to 10, 40, 70, 100, 130, 160, 190,

and 220 (see Fig. 1). The error in the estimated concentrations

was assessed in the same manner as indicated in the previous

paragraph.

Phantom Experiment
In order to test the validity of the model describing the signal gener-

ated by spins in transient state (Supplemental Eqs. 3 and 4), a phan-

tom experiment was performed. A liquid consisting of copper

sulphate diluted in 0.9% saline water was passed through a straight

tube, at constant flow velocity v, while being scanned. This should

ensure a linear relation between the distance along the tube d and the

number of pulses perceived by the spins: n 5 d/(v�TR). The velocity

could be estimated by substituting this expression into Supplemental

Eqs. 3 and 4 and fitting it to the signal values measured along the

tube. The validity of Supplemental Eq. 4 would indeed imply that

the flow velocity can be correctly calculated from the estimated num-

ber of pulses n.

Specifically, the phantom consisted of a flexible plastic tube

(4 mm inner diameter) passing through two small, rigid braces of

PVC (each 300 mm long), forming a U-tube. The PVC braces were

mounted onto the lid of a larger PVC pipe (125 mm inner diame-

ter), with the flexible plastic tube ends extending through the lid.

The remaining space inside the larger PVC pipe was filled with agar

gel doped with copper sulphate (20 g/kg agar powder, 2 mmol/L

CuSO4) to reduce discontinuities in magnetic susceptibility, essen-

tially mimicking tissue surrounding a blood vessel (see Fig. 2).

Despite the differences in viscosity between blood and water,

the plastic tube’s small inner diameter was expected to ensure

laminar flow with a Reynolds number similar to that of blood

flowing through the abdominal aorta. An empty IV-bag was filled

with 500 ml of this fluid.

First, the IV-bag was scanned with an inversion recovery

(IR) sequence, allowing determination of the T1 value of the fluid

(TI 5 50, 100, 300, 1000, 1500 msec, TR 5 7000 msec, TE 5 5.3

msec, FOV 5 167 3 167 3 25 mm3, matrix size 5 336 3 336 3

10 voxels). This T1 value is required to reliably estimate the veloc-

ity by fitting Supplemental Eq. 4 to the tubes’ signal profiles. The

T1-value of the fluid was determined by fitting the theoretical rela-

tionship between the IR signal intensity and T1 to the measured

IR data, using a nonlinear least-squares regression algorithm imple-

mented in MatLab (v. R2014b; MathWorks, Natick, MA).

Subsequently, the IV-bag was connected to the inlet tube of

the phantom, and suspended 1.20 m above the outlet tube. The

tubes inside the phantom were filled with fluid, and the flow was

stopped. The phantom was then scanned with a dynamic FSPGR

sequence (a 5 158; TR 5 2.9 msec; TE 5 1.8 msec; FOV 5 200 3

200 3 75 mm3; matrix size 5 128 3 128 3 30 voxels; no partial

Fourier; no parallel imaging; scan time 5 250 sec; 100 timepoints).

The phantom was scanned axially, so that the tubes were posi-

tioned perpendicular to the slices. This was done to ensure that no

spins outside the FOV would be excited. After �30 seconds of

scanning the stationary fluid, the flow restriction was removed and

the fluid was allowed to flow freely under the influence of gravity.

During this period, the discharge of fluid was measured using a

stopwatch and a graduated beaker, providing a reference estimate

of the average flow velocity in the tubes.

The left and right segments of the U-tube were manually

segmented from the dynamic series, by selecting two points on the

centerline towards the ends of both segments. Subsequently, all

voxels with a radial distance smaller than 2 mm to the lines

FIGURE 2: Left: Photograph of the flow phantom. Right: Sche-
matic overview of the internal structure of the flow phantom
(top view). The arrows at the top indicate flow direction.

FIGURE 1: Flowchart of the simulations. The left column
describes the procedure to estimate the number of pulses n,
while the right column describes the procedure to estimate the
concentration C.
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between the points were taken to represent the tube content, and

the distance d of the included voxels along the tube was computed.

The intensity profile along the tubes was extracted for three differ-

ent time intervals: before flow, during flow, and after flow. Then

the theoretical signal relation for spins in transient state (Supple-

mental Eqs. 3 and 4, substituting n 5 d/(v�TR)) was fitted to each

of these profiles. One minor change was made to this signal rela-

tion, in that the behavior of spins outside the FOV was also

included in the model. This was done by assuming that a single

additional flip angle pulse apre preceded the sequence. This would

account for any partial saturation the spins may have before enter-

ing the FOV. Particularly, the initial condition used for deriving

Supplemental Eq. 3 was changed to Mz (n 5 0) 5 M0 cos(apre),

resulting in:

a5M0 cosðapreÞ2
12E1

12cosðaÞE1

� �

The inclusion of this effective prepulse should only be necessary

for the second (right) tube segment, where the spins’ longitudinal

magnetization may not have relaxed back to equilibrium after

being excited in the first (left) tube segment. After the effective

prepulse, the spins flow through the FOV with velocity v, produc-

ing exponentially decaying signal intensity along the tube. Fitting

the model to the signal measured in both tube segments gave an

estimate for v (as well as M0 and apre). This estimate was com-

pared to the reference velocity.

Results

Simulation Results
The results of the Monte Carlo simulations estimating the

number of pulses n by means of Supplemental Eq. 13 is

shown in Fig. 3a. Furthermore, the outcome of the experi-

ments estimating the concentrations through Supplemental

Eq. 15, for five settings of n, is shown in Fig. 3b–i. For ref-

erence, the estimated concentration assuming n 51 is also

shown in Fig. 3b–i.

It is clearly visible that estimating the concentration

while wrongfully assuming n 51 results in a marked

underestimation of the concentration, especially at lower

values of n and at higher concentrations.

The exact differences between the true and the median

estimated number of pulses, concentrations are respectively

separately plotted in Fig. 4a,b. Additionally, the interquartile

ranges of the estimations of the concentrations are plotted

separately in Fig. 4c,d. Clearly, the estimation uncertainty

increases when the true concentration increases, although

the relation between the uncertainty and the number of

pulses is more complicated.

Phantom Experiment Results
The average velocity of the fluid passing through the phan-

tom, as measured with a graduated beaker and stopwatch,

was found to be 21 cm/s.

The T1-value of the fluid, estimated in a manually

selected region of interest in a T1-map produced using an

IR sequence, was 1071.8 6 9.4 msec.

False-colored images acquired with the dynamic

FSPGR sequence before, during, and after flow are shown

in Fig. 5. The enhanced signal intensity due to flow is

clearly visible in the middle row, especially in the left tube

segment. The intensity profiles along the tube segments for

FIGURE 3: Simulation results. (a) Estimated number of pulses n for true n ranging from 10 to 200. (b–i) Estimated concentrations
for true C ranging from 0 to 8 mmol/L, for n 5 10 to 220 in steps of 30, respectively. In all plots, boxes indicate 25/50/75th per-
centile, whiskers extend to 1.5 times the interquartile range, red crosses show outliers. The magenta line indicates unity. The
black line shows the estimated concentration when assuming n 5 8.
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each time interval are shown in Fig. 6. The decaying expo-

nential behavior of the signal during flow (cf. Supplemental

Eq. 4) is clearly visible. Additionally, the signal shows

marked enhancement on the inflow sides of the tubes.

Reversely, there is reduced signal intensity further down-

stream (compared to the stationary case), which we attribute

to the mixing of spins with different velocities. These spins

will have different phase encodings within a voxel, and

therefore slightly cancel each other out. We hypothesize that

this effect occurs everywhere along the tubes in the same

way. As such, it also affects the head. However, one cannot

see this because in the head the signal is dominated by the

enhancement due to the inflowing unsaturated spins. Fur-

thermore, the signal intensity on the inflow side in the right

tube is lower than on the inflow side of the left tube,

because the spins have not fully relaxed to equilibrium after

being excited in the left tube.

Figure 6 also shows the result of fitting the theoretical

model for the physical behavior of the spins (Supplemental Eq.

4) to the measured data. For the left tube, the estimated veloc-

ity was 191.5 mm/s, while the effective prepulse was negligibly

small. For the right tube, the estimated velocity was 189.9 mm/

s, and the effective prepulse 10.648. Observe that both esti-

mated velocities are within 10% of the reference value.

Discussion

Our results show that our flow correction method is accu-

rate (able to reproduce the true number of pulses and con-

centration) and precise (robust in the presence of noise)

when applied to the simulated and phantom data.

The increased spread in the estimation of n with larger

number of pulses in the simulations is the result of the fact

that increasing the number of pulses brings the MR signal

closer to the steady state. This hinders the estimation, as the

signal intensity no longer depends on n. Furthermore, the

spread in the estimated concentrations increases with

increasing C due to the MR signal leveling off at higher

concentrations. Therefore, the signal intensity no longer

relates to the CA concentration, which decreases the preci-

sion of the estimates.

For very low true values of n, the effect of CA on the

MRI signal is very small, so that noise has a large effect on

the estimation of C. At medium true values of n (around

80 pulses), the derivative of the signal ratio with respect to

FIGURE 4: Differences (a) between true and median estimated number of pulses and (b) between true and median estimated con-
centrations, both as a function of the true number of pulses. Furthermore, interquartile ranges in estimated concentrations, (c) for
different number of pulses n, (d) for different concentrations are shown.

FIGURE 5: Acquisitions of the phantom before flow (top row),
during flow (middle row), and after flow (bottom row), at two
slice positions through the phantom. Fluid flows downwards in
the left tube (middle left) and upwards in the right tube (mid-
dle right), showing the inflow effect.
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n is large, which translates to a low spread in C. Then at

higher true values of n (around 150 pulses), the spread in

the estimated values of n, and thereby the spread in C,

increases. Finally, when the spins reach steady state, the

effect of errors in the estimated values of n have less influ-

ence on the estimation of C, and the spread decreases again.

Thus, the proposed method requires moderate levels

of CA (within the physiologically expected range), as is the

case with any method for deriving the concentration from

the signal intensity.

The experiment with the flow phantom demonstrates

that the measured intensities behave, indeed, according to

the presented theory of spin dynamics in transient state.

Previously, the arterial CA concentration has been cal-

culated assuming a linear relationship between concentration

and signal enhancement.10–12 Currently, however, the theo-

retical nonlinear relation between signal intensity and CA

concentration is more often applied to do so,3 since this

improves the accuracy of the PK parameter estimates.15 The

nonlinear conversion requires prior knowledge of the T1

time of blood, which can either be measured in a separate

scan, or acquired from the literature.16

The severe effects that flow can have on the quantification

of the CA concentration in DCE-MRI has been widely

observed.6,9,17,20 Essentially, different issues affect the signal

from spoiled GRE sequences that are conventionally applied:

the space-dependent variation of the RF, partial volume

effects,21 incomplete spoiling,22 and a restriction in the amount

of the RF pulses that are experienced by the spins due to flow.17

The mentioned linear and the nonlinear CA conver-

sion methods both assume that the measured magnetization

is in a steady state, which may not be true for flowing spins.

Although measuring at a downstream location can minimize

this effect,7,17,20 this approach can still be insufficient and

may not always be feasible.

Our method essentially applies the nonlinear conver-

sion of signal into CA concentration, while taking into

account the spin dynamics during the transient state of an

FSPGR sequence, including a correction for T�2 decay. In

order to do so it is assumed that the AIF’s profile follows

Orton et al’s AIF model.18 Effectively, the estimated amount

of enhancement due to flow is compensated as the signal

intensity is converted into concentration.

As an alternative to our approach, one might consider

setting up a full minimization equation including all con-

centrations to be estimated simultaneously (cf. Supplemental

Eq. 6) while using the AIF model fit as a constraint. How-

ever, this leaves an unstable minimization problem since it

requires simultaneous estimation of 300 concentrations (for

each timepoint), five AIF model parameters and one param-

eter representing the number of pulses from only 300 data

points. To create a stable minimization problem we essen-

tially constrained the number of pulses through the first

step of our approach.

We did not investigate the effect of the flip angle on

the precision and accuracy of AIF estimation. It can be fore-

seen that an increased flip-angle enhances T1-weighting,

which is preferred for a linear relation between signal mag-

nitude and the contrast agent concentration. Simultaneously,

however, it yields lower SNR and increased specific absorp-

tion rate (SAR). Our choice of 158 is a compromise

between sufficient T1-weighting and short acquisition time.

We experienced that SAR limits required an extension of

TR at higher flip angles on our scanner, effectively resulting

in less T1-weighting and longer acquisition time. We con-

sider an investigation of the effect of the flip angle on AIF

estimation beyond the scope of the current study.

A limitation of the proposed experiment follows from

constraining the area under the bolus peak to a fixed value

as it is described in the supplementary material,

FIGURE 6: Solid lines: intensity profiles along both tube segments, for time intervals before, during, and after flow. Dashed lines:
theoretical model fitted to the measured signal during flow.
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(Supplemental Eqs. 11 and 12). A different setting might

introduce a change in the estimation of n, and therefore in

the estimation of C. However, it was reported by Parker

et al that the relative standard error in the model parameter

corresponding to the area under the bolus peak is only

5.4%.7 This suggests that there is indeed little variation in

aB among people. One can foresee that the assumption is

violated in patients with cardiac disease, however. If cardiac

output could be measured in such patients, then the method

might still be applicable as aB is adjusted based on Supple-

mental Eq. 11. Clearly, such an extension requires further

research.

Another limitation of the method is that noise on the

MR signal can introduce errors in the estimation of C. It is

therefore beneficial if the method is applied to the signal

from several voxels simultaneously, so that a median AIF

can be computed. Clearly, this may require alignment of the

data. Finally, the MR signal is a function not only of the

number of pulses, but also of the amplitude of the perceived

excitation pulses (the B1-field). The effects of an inhomoge-

neous B1-field can easily be included in the proposed

model, however, if the B1-field is calibrated.

In conclusion, we have presented a method to estimate

and correct for flow enhancement that can affect the estima-

tion of the AIF. The simulations show that the proposed

method 1) sustains accurate estimation of the perceived

number of pulses by flowing spins; 2) uses this information

to accurately quantify the concentration of contrast agent.

Furthermore, the flow phantom experiment demonstrates

that spins in a transient state indeed produce the expected

signal intensity: decaying exponentially with increased num-

ber of pulses. It confirms that the proposed approach is in

agreement with the theory.
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