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(a) Equirectangular projection.

(b) Cuboctahedron artifact created by Tangi.

Figure 1: Printing out frames of 360° video leads to highly distorted artifacts (a) that make collaboration challenging. The
artifacts generated by Tangi (b) enable designers to share, collaborate, annotate, and document insights from 360° video with

minimal distortion. Video from Velo Mondial - CC-BY.
Abstract

Designers often engage with video to gain rich, temporal insights
about the context of users, collaboratively analyzing it to gather
ideas, challenge assumptions, and foster empathy. To capture the
full visual context of users and their situations, designers are adopt-
ing 360° video, providing richer, more multi-layered insights. Unfor-
tunately, the spherical nature of 360° video means designers cannot
create tangible video artifacts such as storyboards for collaborative
analysis. To overcome this limitation, we created Tangi, a web-based
tool that converts 360° images into tangible 360° video artifacts, that
enable designers to embody and share their insights. Our evaluation
with nine experienced designers demonstrates that the artifacts
Tangi creates enable tangible interactions found in collaborative
workshops and introduce two new capabilities: spatial orientation
within 360° environments and linking specific details to the broader
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360° context. Since Tangi is an open-source tool, designers can
immediately leverage 360° video in collaborative workshops.
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1 Introduction
To better understand the needs and wants of potential users, de-
signers! engage in Contextual Inquiry, gaining insights into the

!Someone engaged in the processes of (re)designing a product or service, regardless
of profession or title.
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(a) A subsection of a 360° video cropped to match the FoV (Field
of View) of conventional video.
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(b) The same frame of video using a modified Little Planet projec-
tion [31].

Figure 2: The difference in visual information of a frame when using conventional video and 360° video for an exemplar use case
of studying cycling behavior, similar to Porcheron et al. [35]. Illustrating that 360° images, and videos, (2b) contain significantly
more contextual information, at the disadvantage of being significantly more distorted than conventional video. Video from

Velo Mondial - CC-BY.

context around the user and the user themselves [2]. One method
for gathering information about a context is the use of video, which
enables prolonged and unobtrusive observation of a context [50,
p. 19] or observation of contexts that are difficult or dangerous to
observe in person - for example, logging equipment operators [41]
or emergency medical services [39].

The process of designers engaging with video as user research
material is referred to as Video Design Ethnography (VDE) [50],
this iterative process centers around designers viewing and anno-
tating videos individually and then engaging in sense-making to
align their understanding of user needs and in turn design goals. A
crucial component that supports this collaborative sense-making
are “video artifacts”® Ylirisku and Buur [50] to describe similar
boundary objects made from video. — tangible representations of
designers’ insights, such as storyboards or clusters of screenshots
(Section 2.2). Designers use the artifacts to represent insights during
discussions, documentation, VDE [7, 26, 32, 50] and as the output
of the process [32].

The increasing ubiquity of 360° cameras has the potential to pro-
vide designers with richer and more immersive insights [20]. With a
Field of View (FoV) of 360°, these cameras capture their entire visual
context, solving issues with framing [16, 45] and enabling viewers
to understand more complex interactions — such as how a cyclist
reacts to events in front or behind them [35] or the interaction
between the conductor and their orchestra [47]. Designers are able
to use this additional visual context to gather richer insights [29]
into the context of their users (See Figure 2).

Unfortunately, as seen in Figures 1a and 2b the spherical nature
of 360° video makes it challenging to view and share [16] using
tools designed around conventional video, such as monitors and
video artifacts (Section 2.5). To work with 360° video designers

2Not to be confused with compression artifacts, this term has been used by

need to either discard most of the visual information - converting
it back to conventional video (Figure 2a) or suffer from a heavily
distorted image (Figure 2b). Thus, in order to take advantage of
the benefits of 360° video, it is necessary to create tangible artifacts
that enable the kinds of interactions offered by conventional video
artifacts [29].

In this paper we discuss Tangi, a web-based tool for creating tan-
gible artifacts from 360° video frames, in order to support 360° Video
Design Ethnography (Section 4). To understand the utility of Tangi
and the artifacts it creates, we conducted reflection sessions with ex-
perienced designers (Section 5). These sessions demonstrated that
the artifacts Tangi produces enable tangible interactions that Buur
et al. [6] describe as essential to collaborative video analysis. Ad-
ditionally, participants were able to easily modify and create new
artifacts using the base elements provided by Tangi, showing the
flexibility of paper-based artifacts to evolve to meet the needs of
diverse design tasks [9]. Finally, we discuss the implications of Tan-
gible 360° Video Artifacts, limitations of this early work, and future
steps to further understand how 360° artifacts evolve over a longer
design process (Section 7).

To summarize, this paper’s key contributions are:

(1) Tangi - an open source tool to quickly create Tangible 360°
Video Artifacts.

(2) Demonstrating the utility of these artifacts to support col-
laborative sense-making.

(3) Examples of more complex artifacts that show the ability
of paper-based 360° video artifacts to adapt to the needs of
specific design teams.

2 Background and Related Work

In order to understand the need to develop Tangible 360° Video Arti-
facts, we will discuss the process of Video Design Ethnography and
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the function of conventional video artifacts. Then we will discuss
the benefits of 360° video for ethnography and, most importantly,
how this impacts the creation of video artifacts.

2.1 Video Design Ethnography

Design ethnography is the process of how designers and user re-
searchers study (potential) users to gain insights that are used to
develop new products and services [37]. While many forms of infor-
mation can be used in design ethnography, Ylirisku and Buur [50]
notes that “video is the medium that conveys most of the detailed
richness of a real setting, as compared with text, photos and audio
recordings”.

This rich nature has led to many techniques which use video
such as in-situ recordings, video diaries, and interviews [32, 50], as
well as a multitude of methods to analyze video [46].

In this work we focus on the process of Video Design Ethnogra-
phy [32, 50], which has three general stages [29]: (1) the initial work
of gathering videos, (2) an iterative analysis process composed of
viewing, annotating, and collaborative sense-making, and (3) finally,
sharing the outcome of the process (e.g., design requirements, new
insights into context, better understanding of user needs). Specifi-
cally, the analysis and outcome stages rely on designers overcoming
“...the challenge of conveying their understanding” [50, p. 126] to
share their insights. This is often done using “video artifacts” —
boundary objects [43] that embody these insights, made up of the
video itself.

2.2 What are Video Artifacts?

Video artifacts® Ylirisku and Buur [50] to describe similar boundary
objects made from video. are tangible boundary objects [43] cre-
ated from videos that —as with most boundary objects— have many
forms which evolve over their use in a design process [9]. Goldman
et al. [13] generalize three types of video artifact - illustrated in
Figure 3 - the individual frame of a video, meta-frame elements
such as arrows and notes, and the arrangement of multiple frames
into a single artifact. These elements can be further combined in
complex ways, for example, the multi-frame artifacts can be ar-
ranged chronologically (e.g., a timeline [13]) or categorically (e.g.,
a mood-board [32], show in Figure 3c) or even form more complex
artifacts where timelines are elements on a mood-board. These
categories illustrate the importance of the “frame” — a single mo-
ment of a video, embodied as a photo — as a base element for most
video artifacts. Shifting to 360° video, or 360° photos for that matter,
complicates this base element of the frame, creating one of the
major barriers for adopting 360° video in design ethnography (see
Section 2.5).

2.3 Importance of Tangibility

While many interactions with video are digital (editing, viewing,
etc.), Buur and Soendergaard [8] specifically point to the critical use
of tangible video artifacts in collaborative sense-making to prevent
the interruption of digital tools“[...] into the social sphere of design
discussions without restraining the dynamics”. Additionally, Brandt
[3] describe how tangible artifacts provide designers with “things
to think with”, framing and aligning discussions and analysis by

3Not to be confused with compression artifacts, this term has been used by
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presenting themselves as a tangible token of abstract ideas. Lucero
et al. [26] point to the importance of using tangible cards in the
video card game method defined by Buur and Soendergaard [8],
because these cards: (1) afford important manipulations such as
pointing, rotating, or arranging, (2) can be marked on and anno-
tated to record the discussion and create meta-frame elements in
real time, (3) and trigger combinatorial creativity. It is precisely
due to the tangible nature of these artifacts that theysupport the
highly collaborative sense-making processes that designers engage
in. When being used to communicate the results of such a process
(i.e., the output stage of VDE), the tangibility of video artifacts has
an additional benefit: it makes them persistent [26]. This persistence
is an important factor of the video artifact acting as a boundary
object and providing different stakeholders with a common frame
of reference [3] and avoiding the ambiguity of a video clip [26]
by selecting a single, persistent frame. Finally, this persistence is
indicative of the “artifact” nature of a video artifact, making it easier
to preserve and allowing designers to re-engage with the knowl-
edge embodied by video artifacts from previous projects or design
teams [50].

2.4 Why Use 360° Video for Design Ethnography

The distinguishing factor of 360° cameras is that they capture the
entire visual context around the camera at once. This has numerous
advantages — on a base level it removes the challenge of “framing”
the scene in the view of the camera [16, 45]. This is particularly
beneficial for VDE, where the focus of the analysis (and thus where
the camera is pointed) changes throughout the exploratory pro-
cess [50]. Figure 2 illustrates how 360° video allows the viewer to
explore different interactions and actors within a space that is not
captured by conventional video. This also means that 360° video
provides viewers with the ability to observe specific parts of com-
plex, multi-actor interactions — such as students and a teacher [19],
a conductor and an orchestra a [47], or how a cyclist reacts to
their environment [29, 35]. Additionally, the immersive qualities
of 360° video enables designers to engage in immersive qualitative
analysis [47], grounding insights in context, and leading to greater
empathy [34, 40]. Thus, 360° video makes VDE easier (by remov-
ing the challenge of framing the video) and the insights richer (by
enabling viewers to connect multiple actors and engage in more
empathic analysis of the video) simply because it captures the full
visual context around the camera.

2.5 How 360° Video Complicates Video Artifacts

The core challenge of creating tangible 360° video artifacts is the
complex nature of a frame of 360° video. When presented as a
flat artifact®, a full frame of 360° video, or a 360° photo for that
matter, is distorted (Figure 2b, making understanding the visual
information in the scene — especially spatial relations within that
frame [18] - cognitively challenging [16, 49]. To avoid this issue,
one can use a perspective frame — a subset of the full 360° frame
with a conventional FoV - resulting in a conventional screenshot
without distortion but entirely removing the “360°” nature of a 360°
video. Conversely, designers could create artifacts with larger than

“Necessitated by many of the ways we document and share information, such as this
paper.
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(a) The base element of video artifacts,
the frame, in this case a frame from Big
Buck Bunny.

frame itself.

(b) Meta-frame elements; arrows, sticky
notes, and speech bubble - that provide
information that does not exist in the

(c) Multi-frame artifacts combine multi-
ple frames, in this case a cluster of images
that feature “animals” from Big Buck
Bunny.

Figure 3: Examples of the elements of Video Artifacts that designers use or combine to document and share their insights
during Video Design Ethnography. Images from Big Buck Bunny - (c) copyright 2008, Blender Foundation
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Figure 4: The design space of 360° video artifacts with exam-
ples of different approaches of interacting with 360° content
indicating the gap for Tangi: the lack of tangible artifacts
that contain the full 360° context.

normal FoVs but not the entire 360° frame — resulting in trade-offs
between distortion and context. This is further complicated by the
fact that 360° video has the potential to generate insights based on
connections between disparate areas of a 360° frame [29] (visualized
in Figure 2b), adding another challenge to creating a 360° video ar-
tifact. While these distortions could be addressed using technology
such as VR headsets or spherical displays, both of these have the
potential to reintroduce the challenges that make tangible artifacts
so important (see 2.3). VR headsets can isolate the viewer [30], again
breaking the discussion discussed by Buur and Soendergaard [8].
For example, while spherical displays enable an undistorted view of
360° video that could enable collaborative interaction they require
complex setups with external projectors [24], which limits when
and where they can be used. Crucially, these digital interventions
lack the persistence, arrangability, and ease of modification offered
by paper artifacts that are important to VDE [26].

3 Design Space of 360° Video Artifacts

To further motivate and illustrate the challenge faced by designers
wishing to engage with 360° VDE, we sketch out the design space
(Figure 4) for 360° video frame artifacts, defined by two axes:

(1) Spherical - Flat: how much the artifact matches the spher-
ical nature of 360° video, where the artifacts at the bottom
only encapsulate a cropped subsection of the full sphere of
360° video, and the top end a complete, non-distorted, sphere.

(2) Digital — Tangible: the embodiment of the artifacts, where
fully digital artifacts leverage interactivity (e.g., changing
FoV or perspective of the video) to reduce distortion and/or
show additional visual context — and fully tangible artifacts
support the interactions described in Section 2.3 and are thus
physical and persistent.

i3 i |

Figure 5: Examples of (A) 3D Thumbnails [48], (B) Little
Planet [31], and (C) Route Tapestries [23].

Figure 4 also shows how previous approaches of sharing 360°
content fit into the design space. The first example is 3D Thumb-
nails [48] (Figure 5-A) which enable users in VR to get an overview
of 360° content by creating a spherical screenshot that the viewer
can move around - thereby including the full context, but only
when the interaction is digital. The second is the Little Planet pro-
jection (Figure 5-B) discussed by Nguyen et al. [31], which provides
a view with a lot of the visual context but with high distortion —
counteracted by a second view in a VR headset. Finally, Li et al.
[23] discuss Route Tapestries (Figure 5-C) which provide a view
of the sides of a 360° video to provide an overview of 360° videos
— again this is tied to a 360° video player with a conventional FoV.
These approaches all rely on a digital interaction (controlling the
perspective of a video player with a conventional FoV), making
them not ideal for design workshops.
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On the physical side of the design space, there are screenshots of
360° content — either by cropping the 360° video or using a heavily
distorted projection of the 360° video onto a flat surface.

3.1 Design Considerations

Given the importance of tangibility and the purpose of conventional
artifacts(Section 2.2), we define three design considerations for 360°
video artifacts for VDE:

(1) Tangibility: As discussed in Section 2.3, the tangibility of
video artifacts supports collaborative engagement with in-
sights from the video. This tangibility also supports provides
the practical benefits of creating easy-to-modify artifacts [26]
that are essential in enabling the collaborative negotiation
process of VDE [7]. Therefore, 360° video artifacts for VDE
should be tangible.

(2) Retain 360° Context: One approach to address the chal-
lenge of 360° video artifacts is to simply crop the video, turn-
ing it into a conventional video that can be analyzed and
documented using conventional video artifacts. However,
this also throws away most of the visual context — which
is the benefit of 360° video. Therefore, a 360° video artifact
should retain the full visual context of 360° videos.

(3) Minimize Distortion: fundamental to the challenge of just
using full 360° frames as the basis of an artifact is the com-
plexity of understanding the distorted image [16, 18, 49].
Therefore, to support their use when sharing insights, 360°
video artifacts should minimize distortion of the 360° image.

4 Tangi

Given the need specific design requirements discussed in Section 3,
we developed Tangi, a tool that enables designers to rapidly create
tangible artifacts from 360° video. Based on the design space shown
in Figure 4, we developed two distinct approaches to making frame
level artifacts, both of which can can be quickly created with Tangi’s
online interface.

4.1 Two Approaches to Tangible Frames

We started the exploration of possible artifacts by focusing on
paper-based approaches [14] to create artifacts tangibility and ease
of modification pointed to in Section 3. We then turned to works
of cartography® [22, 28, 36] which pointed to two approaches that
bridge the design space set up in Section 3. In the design space
shown in Figure 4, flat artifacts enhance perspective screenshots
by adding contextual information (i.e., moving up), and sphere-ish
artifacts move spherical visuals to the tangible domain (i.e., moving
right).

Flat 360° Video Artifacts enable designers to create 360° video
artifacts on the same flat paper as conventional video artifacts,
minimizing the complexity of adopting 360° video in VDE. As shown
in Figure 6a, this was done by using a combination of non-distorted
perspective screenshot and a mini-map that includes the full visual
context and provides orientation of the perspective. This approach
of providing a more distorted overview was inspired by atlases,

%a field that often deals with presenting spherical information using paper-based
artifacts.
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which also provide the concept of graticules ° to help orient the
screenshot in 360° space.

Sphere-ish 360° Video Artifacts provide the entire 360° frame
in an approximation of the actual spherical nature of the video.
While this class is inspired by globes, making perfectly spheri-
cal globes is a time-consuming process ’. Thus, we experimented
with a variety of polyhedra to quickly make “sphere-ish” 3D repre-
sentations of 360° video frames preliminary evaluation within the
research team resulted in two shapes being selected:

(1) the cube (Figure 6b, printable example 9). Simple to cut and
fold, and also simple to understand (given the familiarity of
a box).

(2) the cuboctahedron & (shown in Figures 1b and 7, printable
example 10). It has more facets than the cube, but importantly
retains 6 large, orthagonal faces.

4.2 Tangi: the Online Tool

The online component of Tangi converts equirectangular 360° screen-
shots’ into either flat or sphere-ish artifacts. The landing page
briefly describes the two types of artifact and provides links to
generate them. The sphere-ish artifact generator (Figure 7) allows
the user to simply open a 360° image file, select between a cube
or cuboctahedron. It then projects the image onto the flat cut-and-
fold template which can then be printed. Similarly, the flat artifact
generator allows the user to upload an image, select an area of
interest, and generate a flat artifact as shown in Figure 6a. The tool
is available at https://360artifact.com/.

While Tangi is not the first tool that creates paper models of
360° images [1, 15, 51], the focus of Tangi is to specifically support
designers by creating both flat and sphere-ish artifacts. Regardless
of the tool used to generate them, this paper focuses on the utility
of tangible 360° video artifacts for design work, and we encour-
age the community to expand on Tangi by modifying the source
code (https://github.com/WoMeijerPhD/360-tangible-artifacts) or
creating their own tools.

5 Methodology

In order to understand the utility of Tangi and the artifacts it gen-
erates, we conducted sessions with nine designers who had experi-
ence with both 360° video and video design ethnography. We used
snowball sampling to recruit participants (shown in Table 1) that
to conduct a 2-3 hour in-person sessions with the lead researcher.
The sessions addressed the following questions:

(1) How do the example artifacts enable the tangible interactions
designers use during VDE?

(2) What are functions of tangible artifacts that are unique to
360° video?

(3) How can the artifacts generated by Tangi support the cre-
ation of more complex and bespoke artifacts?

®A grid of dotted lines to provide coordinate information in maps. See: https://en.
wikipedia.org/wiki/Graticule_(cartography).

7See: CBS How Are Globes Made : The Art of Making Globes https://youtu.be/
dOLyw42Klew?t=48.

8See: https://en.m.wikipedia.org/wiki/Cuboctahedron. It also shares similarities with
the work of Hurbain [15], a wonderful example of tangible 360° photo artifacts from
at least 2003 — unfortunately not explored as a tool for design ethnography.

which can be taken by 360° video players such as VLC https://www.videolan.org/
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Cyling from Gare da Montpamass o Gare du Nord Paris

(a) Flat 360° video artifact.

(b) A “cube” Sphere-ish artifact.

Figure 6: Examples of the two types of the Tangible 360° Frame artifacts generated by Tangi. Video from Velo Mondial - CC-BY.

Sphere-ish 360° Video Artifacts

Convert equirectangular images to a net that you can cut, fold, and make into a little physical thing!

Choose File | Equirectang...ction SWjpg O Cube

© Geodesic

GENERATE PRINT

Figure 7: The generator for sphere-ish artifacts, showing an
example of generating a globe using an equirectangular map.

Participant Design Experience 360° Video

P1 8 years 1 year
P2 15 years 10 years
P3 15 years 5 years
P4 6 years 2 years
P5 10 years 3 years
P6 8 years 1 year
P7 2 years 2 years
P8 3 years 2 years
P9 6 years 1 years

Table 1: The relevant experience of the participants who
engaged in the expert evaluations.

5.1 Session Setup

To simplify the challenges of coordinating working designers, the
2 to 3 hour sessions were conducted one-on-one with a participant

and the lead researcher. The lead researcher acted as a fellow de-
signer who shared a number of insights from a 360° video using
artifacts generated by Tangi (example artifacts included in Appen-
dix B). In addition to these initial artifacts, the lead researcher had
a collection of 360° videos (listed in Appendix A) which partici-
pants could use to create additional artifacts. Participants were
provided with workshop materials (sticky notes, pens, paper, dots,
etc.) and paper-craft tools (cutting mat, box cutter, scissors, rotary
perforation, etc.).

5.2 Session Flow

(1) The lead researcher explained the purpose and elements of
tangible video artifacts for conventional video using Figure 3,
as well as the text from Section 2.2 for reference.

(2) Participants were introduced to the specific challenge that
360° video introduces to creating these kinds of video arti-
facts using the text of Section 2.5.

(3) Participants were asked to reflect on their own work and
challenges with 360° video in general, and with creating
artifacts specifically.

(4) The lead researcher shared a number of example 360° videos
(Appendix A) and pre-assembled artifacts (Appendix B) to
demonstrate the artifacts created by Tangi.

(5) Using these artifacts, participants were guided in a reflec-
tion on the concept of utility of the artifacts, contrast how
the different classes of artifact provide different functions
for collaboration, and when and how they might use these
artifacts in their own work with 360° video.

(6) During this reflection, participants were encouraged to cre-
ate new artifacts and to modify artifacts to explore their
ideas of how to adapt them to their needs.

5.3 Data and Analysis

Each session was recorded using a voice recorder, documented
in a research notebook, and photos were taken of participants’
notes, sketches, and artifacts they modified or created. We analyzed
this data using reflexive thematic analysis [4, 5] with an inductive
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process. (1) The lead researcher spent two weeks familiarizing
themselves with the data, reviewing sketches, notes, recording
transcripts, and the artifacts created by participants. (2) An initial
set of codes were generated from the data, focused on understanding
the utility [21] of the artifacts for participants, as well as comparing
the capabilities of 360° artifacts to conventional video artifacts [6,
26, 50]. (3) After checking these codes for consistency, clarity, and
completeness, the research team iteratively created categories and
re-engaged with the data to identify emergent themes — a process
akin to VDE (Section 2.1). (4) In a final meeting, the research team
discussed the resulting themes, finally selecting and defining the
themes defined and described below.

6 Results

Overall, participants echoed the need for tangible 360° video arti-
facts to support collaborative analysis expressing that the tool was
“..very cool - mhmm- really cool” (P4) and that the artifacts created
by Tangi would “let me share my thoughts” (P9). Specifically, Tangi’s
simple interface and paper-based artifacts impressed participants
with its “..super low threshold to produce and create” (P6) which
enabled the lead researcher and participants to create 34 artifacts
over 9 sessions. After the initial sessions, participants 1, 5, 6, and 9
experimented with Tangi after the sessions for personal and pro-
fessional design work. The sessions demonstrated that artifacts
created by Tangi supported alignment and discussions in a similar
way to tangible artifacts for conventional video [7, 8, 26] without
the difficulties of using conventional artifacts for 360° content [29].

As none of the participants mentioned significant issues with the
utility of the online component of Tangi, our analysis focuses on
the artifacts it generates. Our analysis revealed four themes specific
to the utility of the artifacts generated by Tangi for the kinds of
collaborative sense-making processes found in VDE:

(1) Differences between the different classes of artifacts,

(2) Functions specific to tangible 360° video artifacts,

(3) Moving beyond the “frame” element,

(4) Tangibility and time.
Below we describe these themes and include quotes as well as
images of the artifacts created during the sessions and visualizations
of participants’ actions.
[D]ifferences between the different classes of artifacts

D1 Difference between flat and sphere-ish artifacts: one
primary distinction was the impression they gave to the
observer, from the flat artifacts giving “a more clinical, an-
alytical perspective compared with the immersive nature of
the cube” (P5). In more extreme terms, the sphere-ish arti-
facts made P6 reflect that they “..were God or something, I
could see this complex interaction between all of these things”.
Other labels used to compare the classes of artifacts included
“conscious and unconscious” (P1), “human and more than hu-
man” (P3), and “atmospheric and analytical” (P2).

This distinction also influenced how and when participants
would use the different artifacts. For example P6 had a clear
preference for the sphere-ish artifacts to “provide an overview
of the space, so if I am an architect looking at how to redevelop
a space I would love that”, strongly connecting the complete
context with an overview of a space. P5 reflected on how
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these needs change through the design and analysis process
and that by transitioning between flat and sphere-ish arti-
facts could enable a process “..of inhabiting and then what’s
the word like observing? ... switching between the first person
and analytical perspectives”.

D2 Difference between cube and cuboctahedron: Partici-

pants noted that the cube allowed one to only see one face
at a time, which gave more of a sense of “..simply 6 flat im-
ages, which is more useful for analysis” (P5). In contrast, the
cuboctahedron was perceived more like a sphere because
‘T cannot just look at 1 [face]. I will immediately already see
multiple, so I am reminded that this is not just a weird picture
in 2D” (P9).
P1, P6, P8, and P9 all described how the smooth transition
between the facets of the cuboctahedron also “..encourages
you to keep rotating around the sphere, you don’t know when
to stop” (P1), which was seen as an advantage. However,
P8 argued that this “..makes it more difficult to understand
since you have so many faces and you move from one to the
next without stopping”. P3, P4, and P7 similarly preferred the
simplicity of the cube over the cuboctahedron, P2 and P5
not expressing a clear preference.

[Flunctions Enabled by Tangible 360° Video Artifacts Based
on their interactions with the artifacts, participants described — and
created their own artifacts — that touch on two functions that are
unique to tangible video artifacts based on 360° content: the need to
orient their understanding of the frame, and creating connections
between the details of an insight and the overall 360° visual context.

F1 Orientation: Participants noted that one of the important
challenges when working with 360° video was “orientation”,
both how “the spatial relations between people in a single
360° image is impossible to understand” (P3) and understand-
ing the orientation of the video over a long time. Here, the
facets '° of the sphere-ish artifacts provided a clear set of
sides to help multiple participants in a workshop agree on
a specific orientation (P1, P5, P6, P7) and frame discussions
during analysis (P1, P4, P6, P8). Specifically, P2 noted that the
choice!! to orient the major facets of the sphere-ish artifacts
with the road in the example artifact was a smart choice that
would simplify how multiple participants would understand
the context as well as simplify the alignment of multiple
artifacts of different road use.

F2 Context-Detail Link: One of the main functions discussed
by participants was how 360° video creates a need to link
the overall visual context to specific details In away this
emerged from the creation of the flat artifacts which include
the overall context in the form of the mini-map. Crucially this
was missing in the sphere-ish artifacts which provided the
entire context, however P5 noted: “I’'m not sure how to point
out one specific thing. I feel like I want to, almost, desaturate
the whole thing except the important part”. Many participants
opted to address this shortcoming by creating sphere-ish
meta-frame elements (6) discussed below.

0The large, flat faces.
Uy reality this was a fortunate coincidence of the orientation of the video, which was
helpful in eliciting this aspect of 360° video artifacts.
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[M]oving beyond the “frame” element While the artifacts pre-
sented to participants were initially limited to frame elements,
which is commonly used for analysis of conventional video [7, 8, 26],
participants’ reflections expanded to include examples of meta-
frame!? annotations for sphere-ish artifacts, multi-frame artifacts
that combine both types of artifacts, and several ideas that were
important to mention.

M1 Sphere-ish meta-frame elements: one implicit difference
between the flat and sphere-ish artifacts is the sphere-ish
artifacts do not have any white-space for meta-frame ele-
ments. P5, P6, P8, and P9 experimented with solutions to
this issue, with both P6 and P9 suggesting an external “book-
let” (P6) or “dog tags” (P9) joined to the artifact with string,
which contain the detailed meta-annotation text or draw-
ings connected to color-coded dots on the main artifact (see
Figure 8a). P5 suggested the use of cut up sticky-notes used
tangentially to the artifact, while P8 suggested using flags
(e.g., small pieces of paper on sticks), magnetically attached
notes, and QR code markers printed on stickers that would
connect to an app.

M2 Multi-class artifacts: One suggestion by P5 and P8 was the
creation of multi-frame artifacts that combined the flat and
sphere-ish artifacts to leverage the details of the flat artifact
with the overview of the sphere-ish ones (see 6). Notably, P5
suggested using the sphere-ish artifact as the main artifact,
with the flat artifacts either attached with strings where
necessary or attached to the main artifact and unfolding like
origami or a pop-up book. P9 on the other hand suggested
the using all the artifacts like a time-line, where the choice of
using a flat or sphere-ish artifact depending on the amount
of detail or context deemed important at that moment.

M3 Video specific ideas: the artifacts that Tangi produces can
support the use of both 360° photos and videos, participants
came up with suggestions for novel artifacts that are specifi-
cally video based.

(1) Motion analysis: P2, P3, P4, and P9 all suggested that,
when the background of the video remains static, it is
possible to show the motion of certain actors within a
video by overlapping multiple frames on one single sphere-
ish artifact (an example is shown in Figure 8b).

(2) Timeline artifacts: P8 suggested creating artifacts that
join multiple frames of 360° video together in order to
show not only a single moment in a 360° video, but to act
as a multi-frame artifact (i.e., a timeline). This was roughly
mocked-up by taping cube artifacts together, as shown in
Figure 8c.

Tangibility and Time Two observations made during the sessions
by the researcher was how the intrinsic properties of the tangible
artifacts impacted the sessions, specifically when creating or modi-
fying the example artifacts and frustrations that surfaced during
the sessions.

T1 Ease of modifying paper: because of the paper-based na-
ture of the tangible artifacts used in this study, participants

12Elements such as text and drawings that do not exist within the body of the frame.
See Section 2.2.
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were able to easily cut, fold, and draw on the example ar-
tifacts to create their intended changes. P5, P6, P7, and P8
all used multiple print-outs of the same artifact to exper-
iment with creating the artifacts described above. P6 was
particularly enthusiastic when the lead researcher gave them
permission to cut open one of the example artifacts, since
they were simple to replace. Similarly, P8 used a pen to indi-
cate how their eyes moved around the sphere-ish artifacts
after the researcher reminded them the artifacts were simply
paper.

Fragility and folding time: while the paper nature of the
artifacts made them easy to modify, they also made them
fragile. P1, P3, P6, and P9 all broke one of the pre-assembled
artifacts during their respective sessions. While this was not
a costly mistake; cutting, gluing, and folding a sphere-ish
artifact was time-consuming process, especially during the
time constrained sessions. For this reason, P2, P3, and P4
only worked with pre-assembled artifacts. Besides the restric-
tions brought upon by time, the artifacts were also fragile,
consisting of printed paper and simple glue. For example, P9
attempted to hastily cut and fold an octahedron, but ended
up gluing it incorrectly which lead to frustration and P9
abandoning the attempt at creating the example artifact.

T

(s}

7 Discussion

Our analysis demonstrates how participants were able to use the
example tangible 360° video artifacts shared during the sessions as
artifacts to both analyze 360° video and share the resulting insights
- a crucial step in enabling 360° VDE. The contextually rich na-
ture of the sphere-ish artifacts lend themselves well to immersion
and familiarization, while the flat artifacts gave a more focused
view for sharing specific insights (6). The study also elicited two
uses of tangible artifacts specific to 360° video: supporting viewer
orientation in the 360° space and linking the overall context to
specific details. Additionally, the tangible nature of the artifacts
enabled participants to prototype a series of more complex artifacts,
demonstrating the ability of paper-based 360° artifacts to support
the evolving needs of a design team [9]/ In this section we will
discuss how these insights can support a wider use of 360° video in
design and beyond design, how Tangi will be expanded to support
this, and finally the limitations of this study.

7.1 Paper Based Artifacts Support Bricolage

Participants expressed a wide range of preferences for which of
the artifacts Tangi creates in different stages of the design process
(see 6 and 6). The combination of personal preferences and purpose
of the tangible artifacts reflects the concept of emergent boundary
objects [9]. During the sessions, the ease of modifying the paper-
based artifacts (6) let participants to quickly prototype changes or
even novel artifacts. This enabled them to explore different ways to
experience and document the 360° video without needing to switch
from engaging in the physical workshop to a digital tool. By giving
participants this ability to tangibly interact with an manipulate 360°
material (both photos and frames of video), the artifacts enabled
them to engage in “bricolage” [25], using the material at hand and
its implicit restrictions to generate new artifacts and new insights
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(a) The meta-frame annotation
booklet connected to a cube arti-

fact by string, created by P6. The
label “sky” is used to orient dis-
cussions (see 6).

(b) An example of combining the motion over
several frames in one 360° image suggested by
P2, P3, P4, and P9. Video from European Space
Agency - CC-BY. https://youtu.be/ZfFssKBiOn8

(c) A recreation of the multi-cube artifact sug-
gested by P8 that maps part of a bicycle journey
where the cyclist turns right.

Figure 8: Additional examples of artifacts created by participants that go beyond the “frame” artifacts used as the basis of the

sessions.

while using them. For example, designers could cut out important
actors from a series of artifacts and overlay them to quickly create
an artifact that demonstrates the motion in a scene (similar to the
concept shown in Figure 8b). Giving designers the ability to tangibly
interact with and modify modify 360° video opens up new avenues
for creativity and collaborative analysis through making without
breaking up workshops with digital tools [7]. Finally, designers
are “forced” to reengage with the moments of 360° video when
creating and modifying Tangi’s artifacts which evolves the artifacts
beyond a simple boundary object and become part of the analysis
and reflection process.

7.2 Tangi Beyond VDE

This paper focuses specifically on the use of (360°) video by design-
ers for user research — however, there are other ways designers use
video and other users of video. Buur and Soendergaard [8] describes
two ways in which video is used in design processes: in early stages,
teams work on sense-making (i.e., the focus of this paper), but in
later stages of design processes, design teams shift to using video
as an evaluation material for prototypes and initial ideas. Ylirisku
and Buur [50] goes further and discusses how designers use videos
to make provocations in order to frame discussions with clients
and the public about implications of future design ideas. These uses
of video in design could also benefit from 360° video - for example,
by creating more immersive and complex 360° video provocations.
These uses of 360° video as the output of a design process faces the
same challenge of needing 360° video artifacts to share insights and
frame discussions that are discussed in this paper. Based on the
utility of the tangible frame artifacts Tangi generates to support
the creation of more complex artifacts (6), designers can leverage
Tangi to quickly and iteratively create bespoke types of tangible
artifacts for provocations. Therefore, Tangi enables the exploration
and study of how designers can use 360° video for prototypes and
provocations with clients or the public as a whole.

Additionally, there are many uses of 360° video outside of design;
such as education [42], understanding urban environments [17],
or immersive journalism [27]. A specific example is the research
of Sarkar et al. [38] on how 360° video supports firefighter training

—enabling instructors to illustrate important actions in an environ-
ment that is difficult to recreate (i.e., burning buildings). In this
context, the firefighter instructor needs to share insights (objects
and events that require an alert) that happen in a wide visual context
(necessitating 360° video) with a group with different experiences
(students). This process of sharing and discussing insights mirrors
the activity of designers in VDE [7], and thus the artifacts created by
Tangi could help support these kinds of 360° video-based instruction
sessions for firefighters [38] or medical personnel [10, 33].

7.3 Future Work for Tangi

Both the participants and the authors of this paper found several
opportunities to improve the current tool and the artifacts it pro-
duces (see 6). Based on this feedback, we have open-sourced the
tool (https://github.com/WoMeijerPhD/360-tangible-artifacts) and
are working on:

Improvements to the software, by providing the possibility to
view a 360° video and take screenshots within Tangi itself. Cur-
rently, designers are required to have their own 360° video viewing
software, adding to the complexity of adopting 360° VDE. By cre-
ating a full web based interface, this new version of Tangi would
lower the threshold for designers working with 360° video even
more.

Improve durability of artifacts by creating a 3D printed “core”
to which the cut and fold patterns get attached by double-sided
tape or using glue - also removing the need to cut out the flaps for
glue. This was suggested by P7 when they witnessed the researcher
struggling to glue a cuboctahedron. These strengthened artifacts
would not only improve their persistence but also allow for more
freedom in interaction (e.g., rolling or throwing artifacts) during
discussions. These improvements would also make installations
where the public engages with 360° video artifacts more resilient.

7.3.1  From Tangible Interaction to Tangible User Interface. P7’s
suggestion to use QR code stickers for meta-annotations (see 6)
opened up the concept of using the tangible artifacts as tokens
not just for the concept of a video at a specific moment [26], but
also as a token for a tangible user interface for video [52]. This
bridge to digital technologies could connect static artifacts with an
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https://github.com/WoMeijerPhD/360-tangible-artifacts
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important element of videos - time. For example, artifacts could
act as bookmark for specific 360° videos at specific orientations,
allowing designers to quickly re-engage with the 360° video that
lead to the insight. Tracking artifacts could enable designers to
use augmented reality to view these videos or to overlay dynamic
meta-annotations, leading to more complex interactions without
breaking the tangible interactions, reducing the burden of digital
interactions breaking collaboration [6]. While adding a QR code to
the artifacts would obscure some visual information, this could be
avoided with techniques such as steganography [44] or infrared QR
codes [11] to embed a marker into the facets of the artifact without
impacting the visual information.

7.3.2  Enabling a Community Approach. Our evaluation of Tangi
and the artifacts it creates demonstrates the value and more im-
portantly the flexibilty of paper-based artifacts for 360° video (and
photos for that matter). However, there are many types of (360°)
video artifacts — with value that depends on the goals of the de-
signers and the stage of the design process [9]. Investigating how
Tangi (and the themes described in this paper) support diverse (and
highly contextual) design work, requires giving as many designers
as possible access to Tangi. Therefor, we are expanding the Tangi
website to support a community of practitioners to share how the
artifacts they created as case studies. This will support both the
development of a taxonomy of different artifacts and wide-spread
experimentation with tangible 360° video artifacts — leading to new
avenues for both design practice and research. By engaging with
both the academic community (through this paper) and with prac-
ticing designers (using the Tangi tool and online community), the
impact of tangible 360° video artifacts can evolve beyond this initial
work.

7.4 Limitations

We were only able to engage with a limited number of designers
experienced with 360° video (largely due to its novelty [45]) for a
single session.

While this session did show the utility of Tangi to support collab-
orative design ethnography sessions, it is difficult to demonstrate
how effective Tangi is for all designers — especially if viewed with
the paradigm that all design problems are essentially unique [12].
Future work should evaluate Tangi in a number of different design
contexts with a focus on how tangible 360° video artifacts evolve [9]
over time.

We aim to support this by open-sourcing Tangi, thereby enabling
other designers and researchers to create artifacts, explore how and
when they are useful, and even generate new types of artifacts, and
thus knowledge, based on this work.

Finally, Tangi is an initial approach to creating tangible arti-
facts for 360° video, as such we limited the scope of our tool to a
few artifacts, while there are limitless approaches for different flat
and sphere-ish artifacts. Additionally, we only explored a single
scale of sphere-ish artifact based on the maximum sized artifact
created using standard A4 paper. While this helped keep workshops
focused on the overall utility of the tangible 360° video artifacts,
there are countless possible variations. By providing Tangi as an
open-source tool, we aim to enable a diverse community that can
explore and evaluate a variety of shapes, projections, materials, and
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types of artifact. He et al. [14], for example, discuss how the scale
and material choice of tangible cubes impact the interaction. Since
there are no technical limitations to the size of Tangi’s artifacts!?,
future studies can use Tangi to explore how the impact of scale and
material choice influence the utility and experience of interacting
with 360° video.

8 Conclusion

In this paper we discuss the importance of creating tangible 360°
video artifacts to support 360° Video Design Ethnography. To pro-
vide designers with such tangible artifacts, we developed Tangi, an
online tool designed to swiftly create two distinct types of tangible
360° frame artifacts: flat and sphere-like. Using Tangi and example
artifacts generated by it, we conducted nine sessions with design-
ers experienced in 360° video which demonstrated the utility of
these artifacts to support the interactions found in conventional
VDE. Participants were enthusiastic about the utility of tangible
360° video artifacts to support collaborative design work, and our
analysis elicited two new functions of video artifacts: orientation
and linking context with details. Additionally, participants created
several novel artifacts using Tangi, demonstrating the value of
paper-based artifacts to enable the creation of emergent boundary
objects [9].

By offering a straightforward, accessible, and open-source tool,
our goal is to enable a broad range of designers and researchers to
engage with 360° video to develop deeper insights and consequently,
better solutions tailored to a diverse array of users and contexts.
Additionally, Tangi can support sharing 360° video insights beyond
the initial design process (e.g., evaluation and provocation) and
beyond design (e.g., education and training).
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A Example 360° Videos

Table 2 contains a list of the example 360° videos provided to participants during the study. These videos were selected based on cases used
in previous literature [29, 30]. Participants were free to search for or request additional videos, although only P5 briefly attempted to.

Video Name Context URL

Ayala Malls Cloverleaf Bike Parking 360° VR Cycling https://youtu.be/p25FJjkWvo8
Cycling to Gare du Nord Paris Cycling https://youtu.be/50MXDKevBeY
Astrobee robots in 360° | Cosmic Kiss Space https://youtu.be/ZfFssKBiOn8
Space science in 360° | Cosmic Kiss Space https://youtu.be/HrgdyxhHOOM
Firefighter Training - Overview Firefighting  https://youtu.be/BLx6rLj2Ziw
360° cockpit view | SWISS Airbus A320 | Geneva — Zurich  Flying https://youtu.be/HEEIZZ7UjRg
How To Land An Airplane | 360° Interactive Cockpit Flying https://youtu.be/4Vb2201NsEw
BrightFarms Virtual Reality Greenhouse Tour Gardening  https://youtu.be/bcKm3yxWOQI

Table 2: The example videos provided to participants during the evaluation of Tangi and the artifacts it produces.


https://youtu.be/p25FJjkWvo8
https://youtu.be/5OMXDKevBeY
https://youtu.be/ZfFssKBiOn8
https://youtu.be/Hrg4yxhH0OM
https://youtu.be/BLx6rLj2Ziw
https://youtu.be/HEEIzZ7UjRg
https://youtu.be/4Vb22o1NsEw
https://youtu.be/bcKm3yxWOQI
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B Example Artifacts

Example cube 360° video artifact

Taken from:
Cycling to Gare du Nord Paris

by Velo Mondial
https://www.youtube.com/watch?v=50MXDKevBeY

Figure 9: An example of the cube artifact generated by Tangi.

Example geodesic octahedron 360° video artifact

Taken from:
Cycling to Gare du Nord Paris

by Velo Mondial
https://www.youtube.com/watch?v=50MXDKevBeY

Figure 10: An example of the geodesic octahedron artifact generated by Tangi.



	Abstract
	1 Introduction
	2 Background and Related Work
	2.1 Video Design Ethnography
	2.2 What are Video Artifacts?
	2.3 Importance of Tangibility
	2.4 Why Use 360° Video for Design Ethnography
	2.5 How 360° Video Complicates Video Artifacts

	3 Design Space of 360° Video Artifacts
	3.1 Design Considerations

	4 Tangi
	4.1 Two Approaches to Tangible Frames
	4.2 Tangi: the Online Tool

	5 Methodology
	5.1 Session Setup
	5.2 Session Flow
	5.3 Data and Analysis

	6 Results
	7 Discussion
	7.1 Paper Based Artifacts Support Bricolage
	7.2 Tangi Beyond VDE
	7.3 Future Work for Tangi
	7.4 Limitations

	8 Conclusion
	References
	A Example 360° Videos
	B Example Artifacts

