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Abstract

There are still great hurdles to overcome in the construction of a practical quantum computer.
Most significantly, there is still great need for less noisy operation devices and the ability to
scale the computer into hundreds or thousands of qubits. In this work we study a approach to
construct a practical quantum computer which is fundamentally scalable. We consider Nitrogen
vacancy centers as nodes in a quantum network to model a distributed surface code. The analysis
consists first in a study of how the surface code can be implemented over a quantum network
and which error models we consider to get a realistic representation of the system. Thereafter,
we calculate the error thresholds through the parameters of the most significant error sources in
order to determine the code effectiveness. After the initial implementation we explore further
designs which by utilizing additional resources in the network aim to reduce the impact of noise
in the system. The results show a considerable improvement over the initial implementation and
provide some insights into further developments that could produce better results.
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1Introduction

The idea of a quantum computer emerged accompanied with both the realizations of the great
potential of this new technology and the immense difficulty involved in creating a practical large
scale quantum computer. Due to the nature of the quantum scale, a quantum computer will
inevitably suffer from the presence of noise at the most fundamental level. To fight this noise,
besides the great attempts to engineer low noise inducing devices, we strive to use quantum
resources into creating large systems which are capable of error correction. Analogously to
doing error correction on a classical computer, in quantum error correction we make use of
redundancies of the system provided by the extra resources. The idea is to cleverly store the
quantum information in a subsystem in such a way that we can perform measurements on
the larger system in order to detect and distinguish between different errors that may have
occurred, and subsequently revert them. This process allows for a long lived quantum information
preserving device: a quantum memory.

There exist different approaches to error correction, each with inherent advantages and hurdles.
Here we are interested in the surface code, a specific type of error correction devices where
the protection granted against errors comes from the size of the system we are using [1]. A
key concept in the surface code, which we will repeatedly use to assess the effectiveness of the
memory, is the concept of error threshold. The threshold marks the point after which increasing
the resources used in quantum error correction will introduce more errors than it helps to protect
against. That is, if the noise rate is greater that this threshold then error correction is no longer
helpful.

When discussing the construction of a quantum memory it is essential that we also consider the
physical medium thorough which it is brought into existence. Although actually there exist many
promising candidates, here we will focus in Nitrogen vacancy (NV) centers in diamonds as the
basic unit for our quantum memory construction. The main advantages of NV centers are the
inherently long times quantum systems can be preserved in them [2] and the flexibility they have
when transmitting quantum information between distant NV centers through the use of simple
optical systems [3]. This makes a quantum network erected from NV centers the best candidate
for a distributed approach to quantum computing. In this approach we consider a network
composed of identical nodes connected to create a fundamentally scalable quantum memory.
This scalability provides the perfect mechanism to construct a surface code, where increasing the
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size of the system becomes a task of replicating the individual units of our network. Previous
works show how this distributed approach can be done [4, 5], here we will expand on this by
modeling a network consisting of NV centers. Where our first goal is to assess how capable is this
NV formulated memory, and secondly to try different network constructions in order to improve
the quantum memory.

Our analysis will consist first in a theoretical model of NV centers as quantum computers, where
we will focus in the main error sources inherent to the physical system. This model will allow us
to characterize each one of the error sources with a specific parameter, which we can vary to
control the rate of noise introduced by that specific phenomena. Thereafter, we will study the
operations and resources required to create the network in a manner required by the surface
code. With this in mind we will use numerical simulations to drive our study of the distributed
surface code under our NV center models. To begin with, we compare different methods in which
the network can be realized, and simulate each one under different conditions in oder to select
the most effective one. With this results we continue to assess the effectiveness of the distributed
implementation of the surface code through the values of the thresholds of the most relevant
error sources. Lastly, we will devise new architectures by considering a network which utilizes
more resources, namely more NV centers per node. The new architectures aim to improve the
effectiveness of the surface code by reducing the noise induced into the memory.

We are motivated by the need to provide some understanding in how a quantum memory will
fare under more realistic models of NV centers, in hope to provide insights on current efforts
towards the development of NV centers as quantum computing devices. We achieve this by
comparing the values of the error rates of our calculated thresholds with the ones measured
experimentally. The results show that a initial implementation of the distributed surface code
is still beyond the reach of a practical implementation, since the experimental values exceed
considerably the threshold values obtained for all error sources. Nonetheless, we show that
our new architectures allow for a more effective implementation of the surface code. For one
architecture we show that by specially employing an additional NV center per node we can
practically nullify the noise induced by one of the main sources. Furthermore, two architectures
with 7 and 9 NV centers per node respectively show increasing improvements in the thresholds
for the parameters of the remaining sources. Where some of the new found values are within
range of the experimentally measured ones. These results provide key insights towards possible
research directions to further develop a practical distributed quantum computer.

This thesis is organized as follows: in chapter 2 we give an overview of the theoretical concepts
of quantum computing and quantum error correction. Specifically in the surface code, in the
principles of its functionality and how can we simulate it to calculate the thresholds. In chapter
3 we will see the principles behind the physical implementation of the distributed memory. We
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examine the use of NV centers as the unit for quantum computing and which are the noise
sources that must be accounted for. We introduce the concept of a quantum network with the
resources required and the methods thorough which it can be realized. From this we construct
the model we use in the rest of the analysis. Chapter 4 contains all the concepts behind creating
a distributed surface code, where we pay special attention to the details involved, and we present
the results of our initial implementation of the distributed memory. In chapter 5 we formulate
the new network schemes and we calculate the thresholds for each one of the new proposed
architectures. We conclude by comparing the results and assessing the impact of these changes
in the resistance of the memory to the different noise sources.
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2Fault tolerant quantum computing

To construct a practical quantum computer a method is required to protect and manipulate any
stored information under the presence of errors. For this we must understand how to encode
information on a error correction system in which we can deal with the errors without incurring
in any serious propagation. Moreover, we must figure how to safely perform error correction
when the operations used are themselves noisy. A protocol which performs these tasks is called
fault tolerant.

In this chapter we will analyze the theory behind constructing a fault tolerant quantum memory.
We begin by introducing the most basic fundamentals of quantum information theory, for a
complete exposition we refer the reader to [6]. Subsequently, we discuss the concept of quantum
error correction, and one of the main focus of this work: the surface code. Our analysis makes
emphasis in each part involved in constructing a quantum memory, and the numerical methods
employed to analyze the performance of this memory.

2.1 Concepts of Quantum Computing

Quantum computing is based on the principle of using quantum 2 level systems as quantum
bits (qubits) as the elementary units for computing. In a quantum computer the computing is
done over the quantum states of these qubits. Mathematically, a qubit state corresponds to a
2-dimensional complex vector in the Hilbert space H [7] which can be visualized as a point
in the surface of a sphere called the Bloch sphere [8]. Commonly the Z axis is used as the
basis to express the states, as in |ψ〉 = α |0〉 + β |1〉, being |0〉 and |1〉 the vectors pointing in
opposite directions along the Z axis, and α, β complex numbers. One of the essential postulates
of quantum mechanics states that when measured any quantum state collapses into an eigenstate
of the measurement operator. In the case of qubits, measurements are made along a certain
direction with the eigenvalues 1 or −1, for example when measuring along the Z the probability
of obtaining the state |0〉 or |1〉 are |α|2 and |β|2 correspondingly, it follows that in order to
correctly represent the state |ψ〉 then is required that |α|2 + |β|2 = 1.
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Essential operations on qubits are expressed as unitary matrices, every operation can be portrayed
as a rotation in the Hilbert space. The most fundamental operations are the Pauli matrices which
correspond to π rotations along their respective X,Y or Z axis.

X =
(

0 1
1 0

)
Y =

(
0 −i
i 0

)
Z =

(
1 0
0 −1

)

Similarly a state composed of multiple qubits corresponds to a vector in the n-dimensional
Hilbert space Hn, with n the number of qubits. In general a multiple qubit state cannot be
expressed as a tensor product of single-qubit states, in this case we say the qubits are entangled
to each other. Entanglement is a remarkable property which can describe physical phenomena
that are inexplicable by classical mechanics [9]. The most common entangled states are the
two-qubit Bell states [10]:

|φ+〉 = 1√
2

(|00〉+ |11〉), |φ−〉 1√
2

(|00〉 − |11〉),

|ψ+〉 = 1√
2

(|01〉+ |10〉), |ψ−〉 1√
2

(|01〉 − |10〉).

The set of Bell states forms a basis that spans the two-qubit Hilbert space. These states can be
created by means of what is commonly called the controlled gates, the most common are the
CNOT and CPHASE gates.

CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 CPHASE =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1


With one of these two-qubit operations, in combination with a set of single-qubit operations one
can form a universal set of quantum gates in which any unitary operation can be decomposed
[11].

2.1.1 Density matrices

Due to the nature of quantum mechanics, in practice it is almost impossible to have complete
certainty at all times about a quantum state. Mathematically we require a formalism that
allows us to deal with this uncertainty by being able to operate over statistical ensembles of
quantum states. As such, we use the density matrix formalism in order to express a probabilistic
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uncertainty of quantum objects |ψi〉. A density matrix ρ is a Hermitian matrix element of the
operators of the Hilbert space L(H),

ρ =
∑
i

pi |ψi〉〈ψi| .

Density matrices satisfy the following properties: trace preserving Tr(ρ) = 1, that is
∑
pi = 1,

and is positive semidefinite, which means that pi ≥ 0.

States that can be expressed by a single coefficient p1 = 1, ρ = |ψ〉〈ψ| are called pure states. The
rest of the cases are called mixed states, for example the n qubit maximally mixed state ρ = 1

dI

serves as the analogous of a classical state [12].

2.1.2 Channels

To introduce dynamics into density matrices we need to define the properties of general quantum
operations, commonly called quantum channels [13], after the fact that they can be seen as
operations that conduct information. Mathematically a channel is a linear map that transforms
N : L(HA)→ L(HB), where HA and HB are different Hilbert spaces and L(H) denotes the set
of linear operators on a given Hilbert space. For a quantum channel to be considered valid it
must satisfy the following properties:

1. Is a linear operation, as required by the quantum mechanics formalism.

2. Is complete positive, that is if we introduce an n ancillary subsystem Hn, the map (N ⊗ In)
is also positive. Formally, (N ⊗ In)ρ ≥ 0 ∀ρ ∈ L(H⊗Hn), being In the identity on the
ancilla space Hn.

3. Is trace preserving Tr(N (ρ)) = Tr(ρ).

2.1.3 Circuits

Quantum circuits are a very useful visual representation of sequences of quantum operations on
multiple qubits. Figure 2.1 shows an example of a circuit that achieves quantum teleportation
[14]. We can relate all mathematical objects discussed so far to the elements in a quantum
circuit. The circuit begins with the initialized quantum states. The wires in each circuit represent
the channel which transmits the state, where transmission is not limited to spatial transition,
temporal transmission of a state, like a quantum memory, is also considered. The blocks or parts
of a circuit represent operations acting on the qubit(s) specified by the channel(s) containing

2.1 Concepts of Quantum Computing 7



Fig. 2.1.: Circuits as a representation of quantum operations, the main parts of a circuit are: a) At the
start of the circuit the quantum states are initialized in their respective channels. b) Unitary
operations are performed on different qubits, the wire in which the operation sits signifies the
qubit in which it applies. c) Measurements are made in the circuit in the basis indicated. The
pipes connecting to other operations represent that this operations are turned on/off by the
outcomes of the measurements.

the operation. When measurements of qubits are made, there is an implicit bit output and the
collapse of the state in to the corresponding state according to the measurement outcome.

2.2 Quantum error correction

In order to deal with the unavoidable presence of noise in a quantum computer a method to
perform error correction is needed. This method requires the ability to distinguish different
errors in order to devise a operation that successfully amends the error. This is accomplished
by using several qubits and operations to construct a bigger system capable of error correction,
a process commonly called encoding. In mathematical terms error correction can be thought
of as exploiting the redundancies of a larger Hilbert space where through non-destructive
measurements we identify if unwanted operations on the physical system have occurred.

Although quantum error correction encompasses a larger set of methods, for simplicity we will
restrict ourselves to the ones that can be described by the stabilizer formalism [15]. In this
formalism we define a error correcting code through a set of operations corresponding to the
error detecting measurements. These operations inherently also define what is known as the
logical qubits of the code, the noise resilient qubits in the higher dimensional Hilbert space.
Essentially, a code consists of n physical qubits used to encode k logical qubits in a subspace,
called the code space, spanned by states |ψ〉 that are invariant under the action of the stabilizer
group S,

P |ψ〉 = |ψ〉 ∀P ∈ S.

8 Chapter 2 Fault tolerant quantum computing



Generally the elements of S are expressed as a subset of the Pauli basis Pn, a group generated by
the combinations of all Pauli matrices of n qubits including I, and are commonly refereed simply
as stabilizers. Additionally, the stabilizers also define a set of logical operations that act in the
logical states, as follows:

XL |0〉L = |1〉L ,

ZL |+〉L = |−〉L .

The distance of a code d is the minimum weight, number of single-qubit operations different to I,
of a logical operation. The numbers [[n, k, d]] are commonly used in the literature to characterize
a code. To exemplify how an specific error code is defined through the stabilizer formalism we
can see the simplest of all error correction codes.

The bit flip code: When protecting against single-qubit X errors the data qubits can be encoded,
trough the application of two-qubit gates, in the logical basis α |0〉L + β |1〉L = α |000〉+ β |111〉.
In this code the stabilizer group is composed by the operators {IZZ,ZZI}, (note this is not
a unique set and other ones could have been selected, for example {IZZ,ZI Z}). By using
two-qubit gates and additional qubits (called ancilla qubits) we can make indirect measurements
to obtain the eigenvalues of these operators. These measurements yield the information required
to revert to code to the code space. That is, using the information extracted one can non
deterministically identify if a single bit flip error has occurred and on which qubit, and thus
revert the operation to correct the error. This is the core process of stabilizer error correction,
commonly the act of obtaining the eigenvalues of stabilizer operators is refereed to as measuring
the stabilizers, and the outcome of the stabilizer measurements is called a error syndrome. We
can observe that this code does not protect against a two bit flip errors, ex XXI which in fact
corresponds to a logical bit flip XL. Furthermore, a logical phase flip ZL corresponds to any
Z operations with weight equal to one, ex IIZ. Then d = 1 for this code, then the only error
correcting capabilities gained are against single bit flips.

A code must be able to deal with all types of error in order to be useful. The first code capable of
this was introduced by Peter Shor in his famous 9 qubit code [16]. Later a smaller 7 qubit version
[17] was presented. However, these codes fail when more than a single-qubit error occurs. Thus,
we require a more sophisticated code to correct against errors on multiple qubits, in other words
a code with a large distance.

2.2 Quantum error correction 9



2.3 Surface code

Introduced by Kitaev et al. in [1], as a way to topologically perform error correction in 2D. The
surface code has risen to became the most famous error correcting code due to its high resistance
to errors and the practical advantages of its physical construction. Being 2D means that it can
basically be realized on a flat chip and thus current technology in the process of chip fabrication
can be used. In general when speaking of the surface code there are two versions, the toric code
which considers periodic boundaries, and the planar code with finite bounds. Previous works
show how as distances become large the differences between them disappear [18]. Through this
work we will mainly focus on the toric code.

More than a single error code the surface code represents a family of error correcting codes, each
one categorized by the distance d. The surface code consists in a flat array of qubits as shown in
fig. 2.2. The code is defined by the stabilizers composed from what is commonly called stars and
plaquettes {SFf ,S�v }, each one defined as:

SFf =
∏

i∈Q(v)
Xi,

S�v =
∏

i∈Q(f)
Zi.

Where Q(v) represents the neighboring qubits of the vertex v in the latex, and Q(f) the qubits
neighboring the face f . Under these stabilizers the logical qubits correspond to closed loops of
operators connecting one end of the surface to another.

2.3.1 Faulty measurements syndrome extraction

We aim to restore the code space by measuring the stabilizers, obtaining a syndrome and
performing some correction operation. When perfect measurements are available, the syndrome
extracted by a single complete round of stabilizers allows us to find such correction. However,
if the syndrome cannot be determined exactly because of the presence of measurement errors,
correcting the code gets more complicated and more classical processing is required. For
measurement errors we mean the possibility that the bit obtained after a measurement does not
match the subspace in which the system collapsed. This normally happens when Pauli errors are
present in the ancilla qubits.

Previous works [18, 19] have addressed this problem, where now in order to obtain a reliable
syndrome a single measurement is not enough, but now several consecutive measurements must
be made recording on each step the results obtained. This effectively adds a time dimension to
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Fig. 2.2.: The surface code consists in a 2D sheet of qubits where data qubits are on every edge of the
square lattice. In the toric code periodic boundaries are considered, in the planar code the
boundaries are hard. Star stabilizers (a) are composed of X parity measurements and are
located in the vertexes of the lattice. Plaquettes stabilizers (b) consist in Z parity measurements
are located in the on the face of every square. The multiplication of two distinct stabilizers is
also a stabilizer of the code (c). Logical operations ZL (d) and XL (e) connect the 2d surface
in a non reducible way.

-1 -1

-1

-1

Time
-1 -1

-1

-1 -1-1

-1

-1
-1-1

-1

-1

-1

-1

-1

Fig. 2.3.: Measurements of the syndrome are obtained over time (left), each measurement is recorded
in a different sheet of the surface code,adding a new time dimension to the coordinates of
the measurements. Errors produce chains (right) in which only the ends produce a different
stabilizer outcome.
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the syndrome obtained, being each imperfect measurement a unit of time. Figure 2.3 shows
a diagram of this process. The result obtained is a 3D array of measurements which must be
decoded in order to find a correction operator that restores the code to the code space. In this 3D
array, errors in the data qubits will create chains connected in the spacelike direction, in a single
sheet of measurements at a given time, while measurement errors will create chains connected
in the timelike direction. As we will see next, this distinction between chains due to the nature
of the errors is what allows the decoder to successfully solve the syndrome.

2.3.2 Syndrome decoding

Now that the information has been extracted, a decoder is required in order to find the operations
that return the code to the code space. We say that the correction has failed when there is a
logical operation acting on the system after the correction has been applied. Several decoding
algorithms exist for the surface code. Most notably, minimum weight perfect matching (MWPM)
[20] and maximum likelihood decoding (MLD) [21]. Although MLD returns a higher success rate
it is quite expensive numerically, especially when considering codes with larger distances. On
the other hand, MWPM presents a good trade-off between numerical complexity and decoding
success. Through this work we will use the MWPM algorithm.

In graph theory a perfect matching of a graph G is the subset of edges such that every node of G
is met exactly by one edge. The MWPM algorithm is used to solve the problem of: given a graph
in which all edges have a specific weight, to find the perfect matching of said graph with the
subset of edges corresponding to the minimum weight. Then we see that the first step in using
the MWPM algorithm is to translate our problem into a corresponding graph.

We extract the nodes marking the end points of every chain or errors from the syndrome recorded
as the nodes of the graph. In figure 2.4(left) we can see a diagram of the resulting syndrome
after several imperfect measurements have been made, with nodes added in the respective
positions. Note that a node appears only when that point has changed from the immediate
previous measurement. This is a crucial part as it not only characterizes the measurement errors,
but allows us to make a distinction between chains of physical errors occurring in different slices
of time, thus allowing us to correctly address every one independently. In order to correct for
measurement errors we need to include virtual nodes in the time like direction, following the
method used in [19], to allow the decoder to match errors in the time border of the syndrome.
Thus for each syndrome point a extra virtual point must be created on the outside of the time
border. In the special case of the planar code, virtual nodes must also be added in the borders of
the plane to account for the chains ending on the border.
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Fig. 2.4.: Nodes represented by red dots are produced from the syndrome measurements (left), a node is
placed after every stabilizer measurement changes from value 1 to −1 or vice versa. Virtual
nodes are placed over every node with the time coordinate displaced to the t + 1 sheet of
measurements. (right) With the nodes a fully connected graph is created where the values of
the edges correspond to the Manhattan distance, with the exception of the edges connecting
two virtual nodes which have value 0 represented by a dashed line.

To obtain the set of edges with their respective weights we use the Manhattan distance between
each node to weight each edge. The Manhattan distance is defined as the distance between two
points following strictly a square grid to connect them, it is the simple sum of the horizontal
and vertical components of the shortest path between the points along the grid. In order for the
MWPM algorithm to work we make the weight of every edge between two virtual nodes to be
equal to zero, thus making the matching between two virtual nodes “free”. Figure 2.4(right)
shows an example of the graph obtained from a syndrome.

Since we are dealing with imperfect measurements and the number of measurements performed
is finite, there is always some uncertainty in the types of errors detected over the last measure-
ments. In these the decoder is unable to determine if the last errors are produced by physical
errors or by measurement errors. To deal with this, in [1] the authors propose a procedure called
overlapping memory recovery. The main idea is not to over react to syndrome information that is
potentially faulty, but to take action only in the long lived errors seen by many measurements
and to keep performing measurements and decoding as time goes on. This is however when
considering a more realistic surface code, in our simulations, since our final goal is to evaluate if
the decoder introduced a logical error in the correction operator C, we can dispel this uncertainty
by making use of a round of perfect measurement as explained in the following section.

2.3.3 Thresholds

The thresholds are a quantity in the error rate that allows us to characterize every error correcting
code. In general as defined by [15] we speak about a pseudo threshold pps(d) as the point in
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which below it the logical error rate of the code is smaller that the qubit error rate, and vice versa
above. In other words, if the error rate is below the pseudo threshold correcting helps, otherwise
it increases the occurrence logical errors. When talking about the surface code since we are
addressing a family of error correcting codes, we will talk about the threshold pth, which marks
the limit point after which increasing the code distance increases the logical error rate. That is, if
the error rate is below pth then we can increase the distance of the code to reduce the logical
error rate as much as possible. Its easy to see that indeed when d→∞ then pps(d)→ pth.

Following the results from [22], the behavior of the logical error rate near the threshold can be
related to that of the critical parameters in a physical system known as the spin model when it is
near phase transition [23]. Then making a analogy between the spin correlation length near
phase transition and the logical error rate pl near the threshold we know that:

pl ≈ |p− pth|−ν0 .

Being p the physical error rate and pth the threshold in the thermodynamic limit (the limit of
infinite distance) and ν0 a scaling exponent. As such for sufficiently large code distance, the
logical error rate should follow the same behavior

pl = (p− pth)d−ν0 .

In order to allow for finite size errors we fit the data to the function

pl = A+B(p− pth)d1/ν0 + C(p− pth)2d2/ν0 ,

to find the value of pth.

2.3.4 Numerical simulations

In order to find the thresholds we perform Monte Carlo simulations following the methodology
described in [5] to simulate a surface code in which errors occur at a certain rate. We make use
of Kolmogorov’s Blossom V algorithm [24] to solve MWPM in the decoder. The code used during
this thesis works on the basis of the stabilizer formalism and can be found documented in [25]

As mentioned before, since we deal with imperfect syndrome extraction, if we were to use the
method of overlapping memory recovery the process of measuring and decoding would be a
continuous one. Here due to the nature of the simulations we are restricted to a finite number of
imperfect measurements. Thus, in order to obtain a definitive result we must make use a final
round of perfect measurements. This allows us to determine if a logical error has occurred after
the decoding. A physical justification of the perfect measurement is that after the last stabilizer
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measurement, we can additionally measure all data qubits of the surface code and compare the
results with the syndrome, effectively yielding perfect syndrome information.

The steps followed to simulate the surface code are:

1. Initialize the system with all the qubits on the +1 eigenstate of all stabilizers.

2. Perform N rounds of measurements and record the resulting syndrome, while introducing
randomly physical and measurement errors in between each round .

3. Perform a last perfect measurement to obtain the complete syndrome, as shown in fig. 2.5
(left).

4. Decode and apply the corrections to the surface code, as in fig. 2.5 (right).

5. Evaluate the data qubits to find if a logical gate has occurred on the code.

The result after this steps is fail if an logical operation happened and success otherwise. In order
to fully approximate the value of the logical error rate pl several iterations of this procedure must
be realized. Since we are dealing with a Bernoulli distribution we can make use of a special case
of Hoeffding’s inequality [26]. In which if we perform a total of N times this procedure and if
F (N) is the number of times the procedure returns fail then,

Pr
(
F (N) ≤ (pl − ε)N or F (N) ≥ (pl + ε)N

)
≤ 2 exp

(
−2ε2N

)
.

That is, in order to have an accuracy of ε = 1% and a precision < .5% we require N = 3× 104

iterations.

To test our simulations we simulate a simplified isotropic error model in which independent
spin and phase flips appear on the physical qubits with an equal rate as measurement errors. To
find the threshold we will use the logical error pl rate per d measurement rounds, following the
methodology in [22]. The result as seen in figure 2.6 return the threshold values:

toric: pth = 0.0292± 0.0002,

planar: pth = 0.0297± 0.0002.

Our results for the toric code coincide with those obtained in [22]. The planar code shows a
higher threshold value, which can be understood as explained by Wang et al. [18] as the finite
dimension effects in which the border stabilizers, since they only interact with 3 qubits, are more
protected against noise. Nonetheless, if we were to increase the distance of the codes, in our
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Fig. 2.5.: (right) The simulation randomly produces errors errors on the data qubits marked in orange
and measures the stabilizers which produce a syndrome. Measurement values 1 are marked in
green while −1 values are marked in red. Errors in the measurements may produce stabilizer
false positive error values where there are no physical errors. (right) After the syndrome is
decoded correcting operations are performed to bring back the surface code to the code space.

numerical simulations we would expect to see the threshold of the planar code converging to the
one achieved by the toric code.
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Fig. 2.6.: Thresholds for the surface code under random errors and imperfect measurements. The
physical error rate p is taken equal to the measurement error rate q. (left) Threshold of the
planar code. (right) The threshold for the toric code.
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3NV centers as quantum nodes

In order to construct a quantum computer we need to consider a physical system as the hardware
basis in which the qubits are realized. To this day there exist many possible physical systems
for this purpose, the most prominent ones are superconducting qubits [27], ion qubits [28]
and nitrogen vacancy (NV) centers in diamonds [29]. Throughout this work we will focus on
NV centers. The motivation derives from their large decoherence times and possibilities for
scalability [3, 2]. This makes NV centers the best candidate when constructing a distributed
quantum memory.

In this chapter we will overview the basic physical phenomena exploited to allow for quantum
computing in NV centers. Including the physical limitations and noise sources imposed by
the hardware. With this in mind, we motivate an error model which allows us to construct
a numerical model, while preserving a sensible representation. Following we will see how a
quantum network based on NV centers can be constructed. Making special emphasis into the
methods used to generate entanglement trough the network.

3.1 NV centers in quantum computing

A Nitrogen Vacancy (NV) center is a lattice defect in a diamond crystal lattice, in which a nitrogen
atom and a vacancy substitute two neighboring lattice sites in the diamond. This results in
five unbound valence electrons, with two originated by the nitrogen atom and three from the
carbon atoms. Additionally an extra electron can be captured from the environment, forming
a negatively charged NV center state. This six electrons occupy the molecular levels forming
a spin-triplet (S = 1) through the spin-spin interactions. This triplet through the control of a
external magnetic field splits the energy levels of the ms = 0,±1 spin. Using this electron-spin
qubits can be controlled using the levels ms = −1 and ms = 0. Additionally to this electron-spin,
there is a natural abundance of ≈ %1 of spin 1/2 13C isotopes which can be used as nuclear
qubits which are addressed by the electron-spin. The electron-spin qubit and nuclear qubits are
mostly surrounded in the lattice by 12C spin-less carbon atoms, which shield each individual qubit
from each other and the environment. This shielding yields nuclear qubits with high coherence
times which need to be addressed through the electron-spin qubit. For a more complete overview
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Electron spin 

Nuclear qubit

Fig. 3.1.: NV center as the elemental device in quantum computing. Noise resilient nuclear-spin qubits
are used as quantum memories. The electron-spin qubit is used as a communication device
being able to remotely generate entanglement and perform state initialization, measurements
and local two-qubit operations involving the nuclear qubits.

of the physical phenomena and properties of NV centers in quantum computing we refer the
reader to [30].

With the physical system in mind our task now is to extract a model of NV centers as a quantum
computing device which can be simulated to extract the required information.

3.1.1 Hardware limitations

Using NV centers as the unit of quantum computing we must account for the physical limitations
these impose when carrying operations, fig. 3.1 exemplifies the qubits and which operations can
be carried on them in a NV Center. The intrinsic limitations that we must take into consideration
are:

• Only the electron-spin qubit can be used to generate entanglement.

• Two-qubit operations can only be made between electron-spin and another nuclear-spin
qubit

• Measurements can only be made in the Z basis on the electron-spin qubit.
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To overcome the fact that almost every operation inside the node has to be done through the
electron-spin, SWAP operations are commonly required between the electron-spin qubit and the
nuclear qubits. This SWAP operation is normally carried by using three CNOT gates, see figure
3.5

3.2 Error models

We need to include error models in order to account for the different sources of noise in our
quantum system. A NV center as a quantum node is a very complex system where if one accounts
for all the required hardware and operations there are countless sources of noise inducing
phenomena, each with their corresponding parameters. While in theory is possible to consider
each one, in most cases several phenomena can be grouped together into a single noise effect
from which a general error model can be considered. In this project we constrain ourselves to a
simplified model which includes the most relevant sources of noise but that is complete enough
to allow us to draw conclusion about a practical implementation using NV centers. The error
sources we consider are:

• Single-qubit gate: Every noisy single-qubit gate is treated as a perfect gate followed by
depolarizing noise, such that with probability ps one of the three Pauli operations applied
to the qubit.

NG1(ρ) = (1− ps)ρ+ ps
3

∑
i=1,2,3

σiρσ
†
i . (3.1)

• Two-qubit gate: The noise is modeled as a perfect gate followed by one of any of the Pauli
operations on two qubits applied at random with probability pg.

NG2(ρ) = (1− pg)ρ+ pg
15

∑
(i,j)6=(0,0)

(σi ⊗ σj)ρ(σi ⊗ σj). (3.2)

• Environment error on nuclear-spin qubit: To model the intrinsic noise induced to the
qubits by its environment in the case of NV centers, we distinguish between two sources
of environmental noise. One is the intrinsic noise induced by the environment to the
qubits. The second one is a stronger depolarizing effect caused by the hyperfine interaction
with the electron-spin that occurs when the electron-spin qubit has a non-zero angular
momentum (ms = 1,−1). This is the case when the electron-spin qubit is in a superposition
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state, which occurs most prominently when entanglement is being generated between two
distant NV centers. We model this two effects by means of the depolarizing channel:

D(ρ) = 3λ+ 1
4 ρ+ 1− λ

4 (XρX + Y ρY + ZρZ), (3.3)

with λ = e−at, where the parameter a depends on the physical operation that is being
carried at the moment by the node:

– If the NV center is being used to generate entanglement: a = (a0 + a1)

– Else, NV center is in standby, only memory error: a = a1

With a0 the parameter corresponding to the depolarizing introduced by the techniques used
to generate entanglement and a1 the parameter corresponding to the intrinsic memory
error of NV centers. The complete channel of all the qubits is taken as a tensor product of
the individual qubit depolarizing DNV = D⊗n.

• Measurement error: For the measurements, with a given probability pm called the
measurement error rate, the outcome of the single-qubit measurement will be flipped. We
consider measurement errors by replacing the projectors involved in a measurement by the
imperfect projectors, which are expressed as:

Π̃q = (1− pm) |q〉〈q|+ pm |q̄〉〈q̄| . (3.4)

With q the desired state to be projected on and q̄ the orthogonal one.

3.3 NV centers in a network

We have described the physical principles of how NV centers can work as a elementary quantum
computer. Now we need to describe how can this work as a node which connects to others
to form a network in which a quantum memory can be realized. For this we consider first a
scheme with two NV centers per node, one is designated to the task of creating and storing
entanglement. While the other will hold the data qubits in which information is stored. This
quantum memory can effectively benefit from being encoded in noise protected subspaces as in
[2]. In chapter 5 we will relax this condition by considering additional NV centers per node to
generate entanglement. Figure 3.2 shows a schematic of a network composed of NV centers. In
addition to the nodes some degree of classical computing capabilities are required through the
network to be able to perform error correction.
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Fig. 3.2.: A NV center based quantum network composed by nodes connected to their nearest neighbors.
Links consist in a classical communication channel, as well as a optical device capable of
generating entanglement. Each node contains two NV centers, one used to generate and store
entanglement while the other is used uniquely as a quantum memory.

The links of the network consist on a classical communication channel, as well as the optical
elements required to create entanglement between the nodes. Figure 3.3 shows the main optical
elements involved in creating entanglement. Each element is considered lossy, meaning there is
a probability of loosing a photon as it transverses each element, consequently we can group the
values as a single parameter which will be used in our model of the network.

η = pem · pps · pd · ηf (3.5)

Since we consider the nodes to be in cm or mm of distance apart from each other we can
approximate the transitivity of the optical fiber to be ηf = 1. This simple characterization of the
entire process by a single transitivity parameter is physically accurate as most of the phenomena
involved in the entire process can be translated into photon loss.

3.3.1 Entanglement generation

With the network elements specified, we still need to address the question of how entanglement
can be generated remotely between nodes. This is made by using a joint measurement between
two photons originated from remote nodes that are brought to interact inside a beam splitter
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Photon 
source
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Fig. 3.3.: The most relevant parts involved in the optical device used to generate entanglement between
nodes. Each part is modeled by a characteristic probability of successfully transmitting the
photon to the next one. Starting form left to right: the probability of a photon source to emit
a photon within the desired time bin to be used is given by pem. Post-selection with success
probability pps is made to the photons to ensure they are identical. The photons are transmitted
through a optical fiber with transmissivity ηf to a detector with probability of detection pd.

[31] this is the commonly called single photon protocol. Previous works show how can this
method be realized in the laboratory using NV centers [3].

The single photon protocol is made between two distant nodes and requires one optically active
qubit in each node. In the NV center context those qubits correspond to the electron-spin. This
two qubits are first initialized in the state

|ψ〉 = cos θ |0〉+ sin θ |1〉 ,

As shown in fig. 3.4 the |1〉 component of the state can be exited to produce a photon and then
decay back. The emitted pair of photons are transmitted through a fiber into a beam splitter after
which there are two detectors. When both photons reach the beam splitter they interfere with
each other through a phenomena known as the Hong-Ou-Mandel effect [32]. Which describes
the phenomena when two identical photons enter a 50:50 beam splitter. In short there are four
possible scenarios for the photons to behave: 1) The photon coming in from above is reflected
and the photon coming in from below is transmitted; 2) Both photons are transmitted; 3) Both
photons are reflected; 4) The photon coming in from above is transmitted and the photon coming
in from below is reflected. If both photons are identical in their physical properties and reach the
beam splitter at the same time then only scenarios 1 and 4 should occur, namely both photons
will exit towards the same direction chosen at random. This is the effect directly responsible for
entangling the two matter qubits.

After the photons go through the beam splitter they are detected by two detectors, the information
given by the detectors signals if the entanglement protocol was successful or not. For this reason
this process is commonly referred to as heralded entanglement generation. In the case of no
photons emitted or two photons detected the remaining qubits are left in un-entangled states
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Fig. 3.4.: Entanglement generation via two optically active nodes (left). Each node contains a matter
qubit in which the |↑〉 is exited in order to emit a photon. The emitted photons interact trough
a beam splitter (right) in which there are four respective outcomes as explained in the text.
After the photons interact in the beam splitter they are detected by to two detectors at the end
of the fibers.

|00〉〈00| or |11〉〈11|. Nonetheless, in the case of only one detection the qubits yield the entangled
state

|Ψ+
θ 〉 = 1

2
(
|01〉+ eiθ |10〉

)
.

With the extra phase eiθ due to the optical distance difference in the setup. This is however
considering the process is ideal, in reality as discussed the entire process depends on the many
parts of the optical setup. Under the small distance consideration and the lossy network model
we denote the entanglement generation rate parameter η, and we must account for photon loss
errors. This is the case when both photons do not exit towards the same direction, but one is lost
before being detected, leaving the matter state qubits not entangled. This gives us a final state,

ρraw = (1− r) |ψ+〉 〈ψ+|+ r |11〉〈11| .

With r = (1−η) sin2 θ
1−η sin2 θ

and |11〉〈11| corresponding to the un-entangled state of the matter qubits.
The probability of success is thus:

Psucces = 2 sin2 θ(cos2 θη + sin2 θ(1− η)).

And the fidelity of the state is given by F = (1 − r). The short distances between nodes also
allows us to ignore other error sources such as dark counts as shown in the analysis presented in
the appendix of [4].
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EPL in NV Centers

Circuits keys

SWAP
operation

Generate Bell pair
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Fig. 3.5.: (right) Symbol to represent the circuit for performing the EPL protocol, the protocols is
successful when both of the measurement result in 1. (left) Nomenclature used to represent the
operations of entanglement generation via the single photon protocol and a SWAP operation.

3.3.2 Barret-Kok

The Barret-Kok (BK) protocol, consists in using two consecutive single photon events to guarantee
the resulting state is entangled [33]. The BK scheme works by applying single-qubit rotations
X⊗X on both matter qubits after the first event and then requiring a second single photon event.
This protocol is extremely robust against the most important types of errors such as emission loss
and detector loss. Thus, the result is a Bell state with fidelity is F = 1 under the small distance
assumption. Here we require θ = π/4 to maximize probability of success, which is given by:

Psuccess = (1− r)η2.

Because of the quadratic dependence in the detection probability the probability of success is
considerably smaller that in the single photon protocol.

3.3.3 Extreme photon loss

The extreme photon loss (EPL) protocol deals with the error induced by photon loss by generating
two entangled states and consuming one to verify the other one. Figure 3.5 shows the circuit
that performs the EPL protocol. If perfect operations are considered the success rate for this
protocol is R = 1

2(1− r)2pd. However, in the more realistic scenario we are considering the result
is also dependent on the error rate in the two-qubit gates and measurements, as such it must be
calculated each time. Additionally, the depolarizing occurring to the first state due to the waiting
time it takes to generate the second needs to be taken into account.
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Fig. 3.6.: (left) Fidelities for the single photon method and the EPL protocol. For the EPL the results
are the average over 300 simulations, in each case total time required for the generation of
each pair is different. (right) Success probabilities for the two methods is shown, in the single
photon method the curve is magnified by a factor of 100 for visualization purposes. For the
EPL the probabilities shown represent only the probability of measuring 1 in both qubits. The
probability of success of the entire protocol, the product of the two, is shown by the dotted line
magnified by a value of 1000.

In figure 3.6 we compare the fidelities and probabilities of success and fidelities for the EPL
protocol using the reference values shown in table 4.1 and varying the initial state parameter
θ. We can see that the maximum success probability of the entire protocol is reached when
θm ≈ 0.62. Most notably we observe that the behavior of the fidelity is almost flat near θm, and
thus fixing θ = θm will yield the best method for generating entanglement.

3.4 Parameters

To summarize, with the error models proposed above now we list all the error parameters
required that will be fixed in the simulations, additionally we show some reference values to
give some insights on the magnitudes of each one.

• Environmental error:

1. Interaction noise electron-spin with nuclear qubits a0 - reference: 83.3 [34].

2. Memory error a1 - reference: 1
3 [34].

• Photon detection probability: η - reference: 1
2000 [3].

• Entanglement generation attempt time: tentanglement - reference: 6µs [34].
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• Operation time (two/one qubit gates, measurements): toperation - reference: 200µs [2].

• two-qubit gate: pg - reference: 0.006 Thresholds values on [5].

• Measurement error rate: pm - reference: 0.006 [5].

• single-qubit gate: ps - reference: 0.006 [5].

3.5 Outline

Although the error models proposed above cover the main decoherence error effects on a
quantum network composed of NV centers, there are still some secondary effects that we have
not included in our analysis. This secondary effects arise from current experimental methods
used in the operations required to control the qubits. It would be of interest in future work
to further include this effects for a more complete analysis. One of these secondary effects
occurs under the current methodology for performing measurements in the electron-spin. In
which when a measurement error occurs there is additionally a probability p′m in which the
nuclear-spins suffer additionally a correlated error as shown by the channel:

DNV (ρ) = (1− p′m)ρ+ p′m
∑
i

aiZ
iρZi, (3.6)

The index i denoting the positions of the nuclear qubits and ai the probability of a phase flip
occurring in each nuclear qubit, with

∑
i ai = 1.
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4Distributed surface code

So far we have seen how a noise resilient quantum memory can be achieved using the surface
code, and we discussed how to model a quantum network constructed with NV centers. Now
we analyze the methods followed in which we can construct a surface code implemented over a
network composed of NV centers. To this end we will follow the example of previous works [4,
5] in which multipartite entangled states are used in the stabilizer measurements required by
the surface code.

In this chapter we will first consider how this non-local measurement is achieved through
entanglement and the different methods available to generate that entanglement. We continue
analyzing the protocols used to generate multipartite states efficiently over the parts involved
in each stabilizer measurement. We will explain the methodology, followed by numerical
simulations to analyze the different protocols and present the results obtained of comparing the
protocols. Lastly, we will present threshold calculations over different parameters to assess the
effectiveness of the first implementation of the distributed surface code.

4.1 Distributed stabilizer measurements

In order to create the surface code in a network we require a method to perform non-local
stabilizer measurements. To achieve this we follow the procedure presented in [5] where
a GHZ distributed over the involved nodes is used. Without loss of generality, consider we
want to perform the stabilizer measurement corresponding to a plaquette, or a Z basis parity
measurement. We begin with a previously created shared ancilla GHZ state between four nodes
and the state |ψ〉 of the data qubits,

|Ψ〉 = 1√
2

(
|0〉⊗n + |1〉⊗n

)
|ψ〉 .

Applying a local CPHASE gate between each one of the ancilla qubits and the data qubits we
obtain:

1√
2

(
|0〉⊗n |ψ〉+ |1〉⊗n

n⊗
1
Z |ψ〉

)
.
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Where we used that CPHASE = |0〉〈0| ⊗ I + |1〉〈1| ⊗ Z. Now transforming the ancilla qubits to
the X basis gives us:

1√
2n+1

 ∑
x∈H(x) even

|x〉
(
I +

n⊗
1
Z

)
|ψ〉+

∑
x∈H(x) odd

|x〉
(
I−

n⊗
1
Z

)
|ψ〉

 .
With H(x) the Hamming weight of the bit string x that represents every ket in the computational
basis. We can recognize the effect of the gates over the state |ψ〉 is that of the projectors to even
and odd parities in the Z basis,

1√
2n+1

 ∑
x∈H(x) even

|x〉 |ψeven〉+
∑

x∈H(x) odd

|x〉 |ψodd〉

 .
After measuring in the X basis the ancillas we can see that the parity outcome of the state will
be encoded in the Hamming parity of the resulting bit string and the state will have collapsed
into a subspace of the corresponding parity. We must observe that the number n is not fixed nor
required to have a specific value, we can see that the case n = 1, equals the monolithic case in
which all gates implemented are local to the ancilla. This means that depending on the way the
data qubits are distributed through the network we can find a way of performing the stabilizer
measurements using GHZ of different weights. We will use this to use lower weight GHZ states
in the stabilizer measurements on chapter 5.

For a schematic comparison, in figure 4.1 we can see how a stabilizer measurement can be
performed in both the monolithic and distributed architectures. We can appreciate the increased
resources required by the distributed approach, most notably the fact that a multipartite en-
tangled state must be shared between all the parties involved in the stabilizer measurement.

Finally, here we considered a perfect GHZ state when doing the stabilizer measurement. We can
see how in reality this will be a mixed state, which in combination with the imperfect operations
will propagate errors to the data qubits and have a probability of resulting in an incorrect
measurement. Correcting this errors is the main task of our surface code implementation. For
our study this means that first we require to simulate the creation of the GHZ states from which
we can model the noisy stabilizer measurement. This model will give us the probabilities of
errors occurring in the surface code, from which we can simulate the surface code as specified in
the previous chapter. The theoretical details of how we extract the exact probabilities for each
error are presented in appendix B.
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Monolithic Distributed

Fig. 4.1.: Example of a plaquette stabilizer being measured in the monolithic architecture (left), where all
operations used are local. The distributed surface code (right) requires a fourpartite GHZ state
to be produced between all the nodes (shaded area) before each stabilizer can be evaluated.
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Fig. 4.2.: Protocol diagram for creating a weight four |GHZ〉 between four nodes. We use the notation
for creating entangled pairs via the EPL protocol 3.5. In phase 1 two entangled pairs are
generated in parallel and stored by the nodes with their left/right neighbor. In phase 2 another
2 pairs are generated but now with the top/bottom neighbor. In phase 3 local operations are
made over the qubits involving the 4 Bell pairs and one qubit is measured over each node.
Corrections may be applied depending on the result of this measurement.

4.2 GHZ state generation protocols

Now we outline the general method for generating a GHZ state between the nodes. Here we
will only exemplify the case for a weight four GHZ state, although the procedure can be easily
reduced to create GHZ states of weight three. As shown in figure 4.2, the process consists in
two rounds of entanglement generation between the nodes, with corresponding SWAP gates in
between the rounds. Followed by local two-qubit operations and measurements. In the last step
depending on the measurement outcomes extra single-qubit rotations may be required to obtain
a GHZ state. The details and the specific calculation for this process is shown in section 3 of the
appendix A. It is important to note that although the GHZ state generation could be achieved
by means of only three Bell pairs though the nodes, using four pairs yielded the best results as
explained in the appendix.
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Fig. 4.3.: Histogram of the generation time for 2000 GHZ states using the improved parameters of table
4.1. The distribution is fitted to a skewed normal distribution, and a red line mark the 95%
percentile for the faster times. (inset) Fidelity vs generation time for each GHZ state.

4.2.1 Dealing with indeterministic state generation

Since the GHZ generation process is not deterministic we need to deal with the probability that
not all GHZ will be readily available at a given time. Thus, we need to introduce a cutoff that
allows us to set a maximum time limit after which the unfinished states are ignored and the
corresponding stabilizer measurement is not carried away. Fig 4.3 shows the fidelity vs time
distribution for the generated entangled states, we see the distribution corresponds to skewed
normal distribution. To set this maximum time we consider one in which the probability of
obtaining a certain percentage of GHZ states is high enough. To take a pessimistic value we
choose a time in which 95% of states have been completed.

On the surface code this process of ignoring certain stabilizer measurements can be seen as
a classical erasure occurring on our system, in which the affected stabilizer will not perform
any measurement and instead will report again the measurement result of the previous round.
This is similar to adding additional measurement errors to the syndrome, in the sense that a
classical erasure occurring on a stabilizer can give a false negative, namely fail to detect an error.
Alternatively, it may also prolong any false positives originated from a previous true measurement
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Fig. 4.4.: Thresholds for the monolithic architecture under the effect of classical erasure on the stabilizers,
in which for each stabilizer measurement there is a probability of not taking place.

error, in other words a measurement error may propagate to the next round if the stabilizer fails
to obtain new information. In order to deal with this new error we will consider the weights of
the input graph of the decoder to be asymmetric, with double the value for physical error chains
than for those of measurement error chains. This is a naive approach and should be considered
non-optimal, for a better result the values of the weights should be optimized to increase the
success chance of the decoder. With this in mind and the fact that our decoder is not suited to
truly deal with classical erasure we may consider the threshold values obtained as lower bounds
for the ones that can be achieved under a optimized decoder. We further discuss how can the
decoder be improved in the outline section of this chapter.

As a consequence of the asymmetric weights we will use the logical error rate per measurement
round, pl = Pl/Nrounds as defined in [35], when calculating the thresholds. This is to reflect the
fact that since errors are more likely to occur in the measurements, we will require additional
measurement rounds to counteract this. As a consequence, this more general definition of the
error rate is required. Nonetheless, we should note that as discussed in [36] using this definition
of error rate will give a small difference in the values of the thresholds to the ones obtained by
using the error rate as defined in [18].

To find how this classical erasure affects the thresholds in our implementations, in fig 4.4 we
see a comparison of how the threshold depends on the erasure percentage. We see that for low
probabilities the effect is considerably small, where as for values above 7.5% the effectiveness
starts to decay. We can understand this as when a stabilizer measurement is not finalized also
the noise induced by the imperfect operations does not apply to the data qubits, and thus small
classical erasure effects could potentially pass unnoticed. We must also note that we expect the
effect of the classical erasure to be more detrimental as we increase the effect of time dependent
memory induced errors.
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Round 1

Round 2

Fig. 4.5.: Example of measuring all the star stabilizers using the distributed architecture. Due to the
limitations imposed by the entanglement generation two separate rounds are required to
complete all measurements. The colors indicate how the stabilizers are taken for each round.
This interspersed selection can analogously be applied to plaquette stabilizers.

4.2.2 Stabilizer measurement scheduling

We have seen previously that due to the nature of the methodology, we are limited to creating
entanglement one pair of nodes at a time. This implies that when measuring one type of
stabilizers across the entire surface code we must account for this limitation by scheduling the
measurements in two parts. Consequently in total four rounds will be required to complete a
round of measurements of all the stabilizers on the surface code. Figure 4.5 exemplifies how a
complete round of star stabilizers measurements is carried.

The effect of requiring this two rounds for every stabilizer type will be reflected in an increase of
time for every complete measurement, and consequently a increase also in the noise suffered
by the data qubits. Ideally we would like to device a method in which this two rounds are not
required. As seen in chapter 5 this can be achieved by increasing the number of entanglement
generation NV centers per node.

4.2.3 Additional protocols: Entanglement purification

Adding to the protocols for generating GHZ states, we will consider additional operations that
perform entanglement distillation. Distillation aims to improve the fidelity of the multipartite
state. As explained by [37] we can see entanglement distillation as a form of error correction over
the entangled pairs. The general idea being that we consume one or more ancillary entangled
pairs to increase the purity of a target state.
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Fig. 4.6.: Purification protocols with all the required operations operations to work with the limitations
of a NV center, for simplified diagrams see [4]. The result after each protocol is a Bell pair
stored in the nuclear qubits. We select two different protocols of different complexities, a
simpler protocol (right) requires two entangled pairs while a more complex one (left) requiring
three pairs.

Following the work in [4] we consider two purification protocols of increasing complexity in
the required operations for each one. In figure 4.6 we show the protocols considered with the
exact operations involved in each one in the NV center context. It’s worth mentioning that due
to the limited number of qubits in each node, entanglement distillation is a process made over
time. Namely, it involves the generation and storing of entangled states in order to perform
the required operations. For our considered models this means that we need to be cautious
about this extra required time as we have a trade-off between the purity gained by distillation
and the extra noise added by the time dependent memory noise. In the next section we will
see numerical comparison which shows how the effectiveness of this methods will be greatly
hindered by this effects.

4.3 Simulating a quantum network

Now that we have established the theory, we need to numerically calculate the generation of
the GHZ states through the nodes including the error models stated in chapter 3. To accomplish
this, we make use of Monte Carlo simulations to create GHZ states. In order to reduce the
computational time required we use an approach inspired by the event driven paradigm, in
this case we simulate the entanglement generation as a event which requires multiple attempts
before a success. Given the probability of success p, we simulate from success event to success
event with the number of attempts required at each step obtained through drawing numbers
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Fig. 4.7.: (left) Object oriented representation for entanglement purification. The circuits are assem-
bled as objects (black boxes) which have an output and a success probability. Events can
contain events within themselves required. From left to right lines connecting event symbolize
the dependency on the success of the previous step. In this case the event of generating
entanglement is simulated by drawing number k1 and k2 from the distribution. The entire
process of purification has a probability of success which depends on k1 and k2. (right) Circuit
representation of the event oriented simulation. The number of attempts required in each
step is proportional to the time taken by the circuit, visualized by the length of the channels
between operations.

from the probability distribution of a set of independent boolean experiments, also known as a
geometric distribution,

Pr(X = k) = (1− p)kp; k = 0, 1, 2, 3, · · · . (4.1)

This distribution describes the probability that the event succeeds after k failures given a event
that outcomes only success/failure, with probabilities p and 1− p respectively.

Given that we are dealing with probabilistic protocols, there is the probability that at some level
the protocol fails and needs to be restarted. Then to create the simulations we treat each part
of the circuit as an independent object, from which in order to advance to the next part the
previous one had to be successful before. Following this method we can assemble the circuits as
programming objects with each object containing the previous object inside. Figure 4.7 shows
a diagram of how the circuits are assembled following the event oriented methodology. When
running our simulation we run the circuit in a recursive manner, considering that in case of
a failure at some level we need to restart that specific box starting from the lowest level, or
from the inside out in terms of the objects. When completely assembled the result will be the
simulation of one of the ensemble of circuits which generate GHZ states, we require to run this
multiple times to calculate an average over the ensemble.
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Parameter Reference Improved
ps 0.006 0.003
pg 0.006 0.003
pm 0.006 0.003
a0 83.3 8.0
a1

1
3

1
30

η 1
500

1
100

Tab. 4.1.: Values for the parameters corresponding to the error models. Reference values according to
the most recent literature for comparison, and improved values the actual values used though
this work in the threshold calculations.

4.3.1 Protocols comparison

Now we present a numerical comparison between the different methods for creating a GHZ state.
We propose 3 protocols to generate a fourpartite |GHZ〉 states among four nodes, each with
different levels of complexity which show in the increase in fidelity and average creation time.
The three protocols are as listed below:

1. EPL

2. EPL + Single selection

3. EPL + Double selection

Each protocol uses the single photon protocol as the basis for the raw entangled states. In
each case 4 Bell pairs are used in order to generate the GHZ state. For the single and double
selection protocols the EPL protocol is used as a basis for generating each ancilla pair used in the
distillation (see fig. 4.6).

While we initially tested the parameters for the noise sources presented in section 3.4, we found
that it was infeasible to generate useful GHZ states under such parameters. Being the maximum
achievable fidelity of ≈ 0.8, well above threshold in terms of the error induced. As such we
propose the following set of improved parameters in table 4.1. Considering that to calculate
thresholds we will fix all but one (or several depending in the case), and vary that parameter(s)
until a threshold is found. The comparison of the average fidelities and generation times can be
seen in the figure 4.8. We consider the parameters a0, η, and p, with p = ps, pg, pm, as a variable
while keeping the rest fixed in each case. Additionally, we also considered using the BK protocol
as the basis for the Bell pair generation. Although we don’t show the results in fig. 4.8, we
obtained the worst results by a great margin with the BK protocol in both resulting fidelity and
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Fig. 4.8.: GHZ state fidelity vs time for each one of the protocols with the improved parameters stated
above. As denoted by the colors, in three cases we keep constant all parameters and vary one:
a0 varying as a0 ∈ [5, 100], η ∈ [0.01, 0.005] and p ∈ [.003, .0041]. For three different protocols
shown using their respective symbols. In each case 2000 simulations were used to obtain an
average.

generation times. The results show that the EPL protocol is the most effective at state generation,
with both the highest fidelity and lower generation times. We can understand that the simplest
protocol gives the best results is due to the presence of memory errors. Here time becomes a
valuable resource and the time consuming distillation protocols induce more noise by storing the
states than they counter by purifying. In consequence we will use the EPL protocol as the basis
for generating GHZ when calculating thresholds for the rest of this work.

4.4 Effectiveness of the distributed implementation

Now that we have established which protocol is the most effective at generating entanglement.
We will follow the methods exposed in section 2.3 in order to numerically calculate the thresholds
over the distributed implementation. As discussed before we are interested in finding thresholds
for the parameters a0, η, p. Since we are interested in three parameters we can think of each
obtained threshold, for a given set of values of said parameters, as a point in a surface over
the parameter space. From a experimentalist point of view knowing the shape of this threshold
surface would be of great convenience in order to assess the value his devices. Nonetheless,
numerically this task is practicably intractable as it would require the manual calculation of
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many points to be able to approximate the surface. Intuitively we can assume this surface to
be smooth, non divergent and if parametrized by the error parameters to be strictly decreasing.
Namely for any point in the surface if we move along the direction of increasing a parameter
then the others must necessarily decrease and vice-versa.

As it is we will consider two cases: in the first scenario, which we will refer to as the individual
parameter case, we will make use of the values presented in the table 4.1 for all the values
expect the one in which the threshold is calculated. This scenario can be considered as a limit
case when we analyze how noisy can be a specific part of our distributed quantum computer
given the rest of the parts are of a high enough quality. In the second scenario, to be called the
combined case, we will parametrize the three desired parameters by linear functions, such as:

a0 = f(τ),

η = g(τ),

p = h(τ).

With the functions given in detail in the appendix A, section 4. Here we find a threshold over
the parameter τ and use plug this value into the functions to find the corresponding parameters.
This will give us a middle ground threshold for all the values, which corresponds to a more
realistic scenario of having all the devices contributing roughly equally to the noise induced into
the system. In figure 4.9 we can found the graphs for each one of the thresholds obtained. The
resulting fit gives the values for the individual case:

aind0 = 43.9± 2.0,

ηind = 0.0057± 0.0002,

pind = 0.00322± 0.00002.

And for the combined case by means of the parametrized functions we found:

acomb0 = 20.0± 1.5,

ηcomb = 0.009± 0.0002,

pcomb = 0.0031± 0.00002.

Comparing the resulting threshold values with the reference values in table 4.1, we see that in
general our results are way below this values. This thresholds give insights on the status of the
current technology and which are the future possibilities for a distributed implementation of the
surface code. As of now we can see that there are still great improvements to be made before
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Fig. 4.9.: Thresholds for the distributed implementation under the improved parameters. In each case a
number of 5×104 iterations are made to obtain pl. Individual case:(a) Threshold over the noise
induced by entanglement generation a0. (b) The threshold for the entanglement generation
rate η. (c) Threshold for the noisy operations p = ps, pg, pm. Combined case: (d) Thresholds
varying the all parameters a0, η and p by their corresponding parametrized linear functions.
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we can consider creating a realistic implementation of this distributed quantum computer. In
the next chapter we will show that the thresholds can be substantially raised by changing the
scheme of how the distributed surface code is implemented.

4.5 Outline

We have seen that as a cause of using a non-deterministic method in evaluating the stabilizer
measurements in the distributed implementation, we are inevitably introducing a classical
erasure error into the surface code. This additional error should be accounted by altering the
decoder to accommodate for this lack of information. Moreover, as shown in figure 4.8 we see
how the great majority of GHZ states are completed within a relatively short time and thus
an ideal decoder should take advantage of that. An asynchronous decoder which is capable
to accept syndrome measurements as they become available while also dealing with classical
erasure should shown a considerable increase in performance. This would effectively eliminate
the decoherence incurred by the environment on data qubits while they are idle waiting for the
entire sheet of stabilizer measurements. An example of a asynchronous decoder can be found in
[38], where the authors make use of cellular-automata to perform the decoding.
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5
Expanding network resources

With all considerations and methodology laid out in the previous sections, we showed some first
thresholds with which we can assess the efficacy of the distributed implementation of the surface
code using NV centers. Now we turn into exploring different manners in which the distributed
implementation can be achieved that are more effective as a quantum memory.

In the first part of this chapter we increase the number of entanglement generation NV centers,
to more efficiently generate multipartite states between the nodes. In the second part we
further increase the capabilities of the network by increasing the number of data qubits hosted
by each node. This allows for using lower weight GHZ states in the stabilizer measurements,
weight denoting the number of qubits involved in the GHZ state, resulting in less noisy stabilizer
measurements. In both cases we present the resulting thresholds and compare the results with
each other and the previously obtained ones in chapter 4.

5.1 Parallel entanglement generation

We consider adding an extra NV center for entanglement generation to every node in the network.
The goal of this extra NV center is to parallelize the entanglement generation process to reduce
effects of the extra decoherence caused when entanglement is being generated. The idea is
that parallel entanglement generation frees the process of the need to store an entangled pair
while generating another one. Then the we should see the difference over the decoherence
corresponding to the parameter a0 in our error model. Figure 5.1 shows a diagram of how the
generation of a GHZ state under this new scheme, the circuit is analogous to the one of fig. 4.2.
In this case we are considering that local two-qubit operations can be made between the two
electron-spin qubits of the NV centers.
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Phase 1 Phase 2

Fig. 5.1.: GHZ state generation with two entanglement generation dedicated NV centers per node, the
operations involved are analogous to the ones if 4.2 with the first two phases reduced to one.
In phase one all the required entanglement pairs are generated between the nodes. On the
second phase local two-qubit operations are carried within the nodes and one qubit is measured
to complete the GHZ state. As in the previous case, a correction operator may or may not be
necessary depending on the outcome of the measurements.

The resulting thresholds obtained under this architecture, as shown in fig. 5.2 are; first for the
individual case:

aind0 = 3870.0± 128.2,

ηind = 0.0028± 0.0002,

pind = 0.00332± 0.00002.

And for the combined parameter scenario:

acomb0 = 440.0± 60,

ηcomb = 0.0072± 0.0002,

pcomb = 0.00319± 0.00002.

We see that the most drastic change occurs over the threshold in a0 in the individual case, this
new value is several orders of magnitude greater that in the previous case. This effectively show
how we can almost nullify the decoherence effects of generating entanglement by using this
method. For the other parameters we see a modest improvement in the values of the threshold
although not as drastic.

Although there are other possible ways to use this extra NV center, for example to perform
entanglement distillation, we have not tested the results of these different approaches. However
we expect that different approaches would still be significantly sensible to the effects of the
decoherence induced when generating entanglement.
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Fig. 5.2.: Thresholds for the distributed implementation under parallel entanglement generation. (a)
The threshold for a0 increased by two orders of magnitude when using this new methodology
there are no stored entangled pairs which can decohere when generating additional pairs. The
thresholds for η (b) and p however show only a slight improvement over the previous values.
In (d) we shown the threshold for the parameters in the combined scenrio.
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5.2 Clustering data qubits

Now we are interested in a different type of architectures for the network. Further increasing
the resources of the network, we can devise new surface code schemes with more than one
data qubit per node. The idea is that if we can place more that one data qubit per node we can
reduce the weight of the GHZ state required for the stabilizer measurements, as mentioned in
the previous chapter. For this new architectures we require to consider nodes which contain
additional NV centers for entanglement generation, as well as additional connections between
the nodes. In this new network each nodes connects to their diagonal neighbors in addition to
the nearest neighbor connections.

With this more robust network we will consider two schemes with two and three data qubits
per node. We aim at reducing the weight in the shared GHZ state by having two or more qubits
sharing the same ancilla locally. This reduction on the weight of the GHZ states greatly reduces
the noise introduced by all the network operations. Nonetheless, we must note that generating
entanglement between nodes is a pairwise operation (entanglement generation can only be
made between two nodes at the same time), meaning that the larger the nodes we will need
additional entanglement generation capabilities to counter this limitation.

Figure 5.3 shows the network construction with two data qubits per node. In which 6 commu-
nication NV centers plus the NV center with 2 nuclear qubits as data qubits are required by
each node. While fig. 5.4 shows the network for three data qubits per node, which requires
7 communication NV centers and one additional with 3 nuclear qubits. We can see that in
the hybrid scheme we require more NV centers for entanglement generation due to the loss of
parallelization incurred when further clustering the data qubits. Is also worth mentioning that
when including more that one local operations over a single node we are effectively introducing
some correlated noise coming from the noisy network. Although the scope of these errors is not
studied in this work, previous work in [35] consider this problem. They found that by giving the
MWPM decoding extra information by altering the weights in the graph used the effect of this
correlated noise can be reduced and higher thresholds can be achieved.

The resulting threshold values for the architectures are shown in figures 5.5 for the paired
architecture, in the individual parameter scenario:

ηind = 0.00077± 0.00007,

pind = 0.00361± 0.00002.
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Paired

Fig. 5.3.: Paired scheme in which two data qubits are considered in every node. This allows to reduce
the weight of the required GHZ state in the stabilizer measurements to a tripartite state. To be
able to generate all the required states to evaluate all the stabilizers in one step 7 NV centers
are required in each node.
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Hybrid

Fig. 5.4.: Hybrid scheme with three data qubits per node. Using this scheme 1/3 of the stabilizer
measurements can be achieved by a two-partite state, thus further minimizing the error
introduced by the noisy stabilizer measurements. Each node requires a total of 9 NV centers to
be able to evaluate all stabilizers in one step.
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For the combined parameter scenarios, using the values of the functions specified as in the
appendix A, are:

acomb0 = 100.0,

ηcomb = 0.0048± 0.0002,

pcomb = 0.00352± 0.00002.

Now for the hybrid scheme the resulting error rates around the threshold are shown in fig. 5.6.
The results obtained are for the individual scenario:

ηind = 0.00047± 0.00002,

pind = 0.00427± 0.00002.

Lastly, for the combined parameter case the resulting values are:

acomb0 = 100.0,

ηcomb = 0.0059± 0.0002,

pcomb = 0.00421± 0.00002.

We see in both cases a great increase in the resulting values when compared with the previous
ones. In the individual case of the parameter p we see that the hybrid scheme specially presents a
great improvement over the other cases. This is understandable as by reducing the weight of the
GHZ state we are directly diminishing the noise caused by the imperfect operations. Nonetheless,
if we compare the values obtained to the ones in the references, we see the ones we have obtained
are considerably lower. This can be understood when considering the hardware limitations of
the NV centers which necessitate noisy SWAP operations frequently which magnifies the effects
of noisy operations in our implementation. For the transmissivity parameter η in the individual
case, we see each new scheme provides good improvements, with the best result an order of
magnitude better than the first implementation and well within range of the current experimental
value. Nonetheless, here we must also consider that although the thresholds are quire high the
practical time it takes for evaluating a complete round of stabilizers is also quite high, around 2
seconds. Meaning that potentially the computing times could easily become intractable in a real
application in which several hundreds of measurement rounds are required.
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Fig. 5.5.: Thresholds results for the paired scheme. In the individual scenario the threshold for the
parameter p (a) and for the parameter η (b). In the combined parameter scenario the obtained
threshold over τ (c), for the corresponding set of functions.
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Fig. 5.6.: Thresholds in the hybrid architecture. For the individual case results on the parameters p (a)
and η (b). For the combined scenario the resulting threshold over τ (c), by means of its specific
set of parameter functions.
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Fig. 5.7.: Schematic of a topological error correcting code designed specifically for quantum networks.
By adding additional connections in the nodes and clustering the data qubits, all stabilizer
measurements can be achieved by shared Bell pairs between the nodes.

5.3 Outline

We consider that further work in distributed quantum computing could be done in designing
special error correcting codes for distributed architectures. Specifically with the previous results
in mind, we consider that a good starting point would be by adding additional connections to
the surface code while clustering the data qubits in order to reduce the weight of the entangled
states required. Figure 5.7 shows a schematic of a surface with 3 data qubits per node and
additional connections between each node in which all stabilizer measurements can be achieved
by a shared Bell pair between nodes. However, we have not fully tested this device and further
research into this or other possible constructions must still be carried in order to truly determine
the effectiveness of this type of designs.
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6Conclusions

We studied a distributed implementation of the surface code motivated by previous works and
the recent development of NV centers as quantum computing devices. Our analysis considered
realistic error models which cover the main sources of noise in a quantum network composed of
NV centers. For the first part we compared different protocols for generating the shared GHZ
states between nodes. The results show that the simplest protocols yielded the best results, with
the EPL protocol resulting in the best state fidelities and shorter generation times. This is a
consequence of the consideration of the times required to generate entanglement between nodes
which introduces a time dependent noise induced by the environment on the qubits inside a
NV center. For the limit in which entanglement can be generated very swiftly we expect to see
a different behavior in which indeed more complex protocols using entanglement distillation
would provide better results, as seen in [5].

To assess the effectiveness of the distributed surface code we calculated the thresholds for the
most relevant noise parameters in two scenarios. A first one in which we increase the error rate
of a single noise source while considering that the rest of the noise sources are considerably small.
In a second scenario we varied the most relevant parameters of noise effects simultaneously in
order to find a middle ground set of thresholds for the selected sources. We can consider the
insights given by the first scenario as a limit case in which we ask ourselves how noisy can a
specific part of our distributed surface code can be, given the remaining parts are good enough.
Conversely we can picture the second scenario as a more realistic in which all parts contribute
roughly equally to the over all failure rate of the code.

For our first implementation of the distributed surface code with NV center, the thresholds
calculated still differ considerably with the experimental values obtained in the laboratory,
shown in table 4.1. This shows that improvements must still be made in order to make a
practical construction of a distributed surface code with NV centers. Nonetheless, we obtained
understanding around the effects of different noise sources, and more importantly we saw that
there is still room for improvements which could allow for a more successful implementation.
Specifically, we mentioned how the implementation could greatly benefit from having an asyn-
chronous decoder. Using this decoder could essentially eliminate the idle times incurred by the
nodes during the entanglement generation, consequently greatly reducing the time dependent
decoherence effects.
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In order to circumvent the noise incurred into the surface code by the hardware we considered
introducing additional resources into the network in oder to device new architectures which give
better results. A first architecture contemplates an additional NV center in each node in oder
to generate entanglement in parallel and thus decrease the effects of the decoherence induced
by the entanglement generation method. The results show some moderate improvement in the
parameters with the exception of the parameter a0 associated to the aforementioned noise effect,
which increases by two orders of magnitude in comparison with the initial implementation. This
shows that this effect can be effectively disregarded under this architecture.

Furthermore, we considered an additional approach which consisted on clustering the data qubits
of the surface code into the nodes. Using these architectures relaxes the restrictions on the weight
of the GHZ states involved on the stabilizer measurements, which can now be lower depending
on the specific construction. We proposed two architectures, one which reduces the weight of
all the GHZ states to three, and a second which further permits for one third of the stabilizer
measurements to be carried with only Bell pairs. Both architectures display considerable
improvements on the thresholds values, with the threshold of the transitivity parameter η
increasing by an order of magnitude, bringing it into the range of current experimental values
obtained in [2]. With respect with the operation fidelity parameter p, we saw that although
the threshold showed an increase of ≈ 30%, the values still fall short of the ones obtained in
previous works of distributed implementations [5]. We believe the reason for this is due to the
requirement of additional operations, such as the extra SWAP operations used to overcome the
hardware restriction intrinsic to NV centers. However, we believe these results point towards
directions where further development of distributed quantum computing could be made, and
motivate investigation on specially designed error correcting codes for quantum computing over
a network.
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A
Appendix A: Definitions and derivations

A.1 Fidelity

We define the fidelity between to quantum states ρ and σ as:

F (ρ, σ) = Tr
[√√

σρ
√
σ

]
.

In the case when one of the states corresponds to a pure state σ = |ψ〉〈ψ| the definition of
fidelility is reduced to

F (ρ, |ψ〉) =
√
〈ψ| ρ |ψ〉.

A.2 State twirling

A twirling operation on the state can be seen as a random application of SWAP gates over the
qubits of the state until the state mixture is equally distributed over all the qubits. Formally we
define the twirling operation T as:

T (ρ) = 1
d

∑
Pi∈P (n)

PiρP
†
i ,

with P (n) the set of d disinct permutations over n qubits.
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b1b2b3b4 correction
0000 I

0011 I

1100 I

1111 I

0101 XX
1010 XX
1001 XX
0110 XX

Tab. A.1.: Correction operators required depending on the resulting bit of the measurements bi during
the GHZ creation protocol. When using four entangled pairs, four measurements are required.

A.3 GHZ state generation

Now we present the calculation involved in producing a GHZ state from 4 Bell states |φ+〉 shared
between nodes A,B,C and D. Where for simplicity we perform the calculation using pure states,
but the same methodology applies for the mixed state case.

|Ψ〉 = |φ+〉AB |φ
+〉CD |φ

+〉BD |φ
+〉AC

=
[1

4 |00000000〉+ |00000011〉+ |00001100〉+ |00001111〉+ |00110000〉+ |00110011〉+

|00111100〉+ |00111111〉+ |11000000〉+ |11000011〉+ |11001100〉+ |11001111〉+

|11110000〉+ |11110011〉+ |1111111100〉+ |11111111〉
]

Applying the corresponding local CNOT gates in each node.

|Ψ〉 = 1
4

[
|00000000〉+ |00000011〉+ |00001100〉+ |00001111〉+ |00110101〉+ |00110110〉+

|00111001〉+ |00111010〉+ |1001010〉+ |11001001〉+ |11000110〉+ |11000101〉+

|11111111〉+ |11111100〉+ |1111110011〉+ |11110000〉
]

Where we measure the last four qubits and apply a correction operation following the result
of the obtained measurements to obtain the GHZ state. The table A.1 shows the possible
measurement results and if any the required correction.

From the table we can see that we are also doing step of state distillation, in which we are only
keeping the resulting state if the resulting bit string has a even Hamming weight. If the resulting
string had an odd weight that means the state collapsed into the incorrect subspace and is no

56 Chapter A Appendix A: Definitions and derivations



b1b2 correction
00 I

11 I

01 XX
10 XX

Tab. A.2.: Correction operators required depending on the resulting bit of the measurements bi for the
special case when three entangled pairs are used.

longer useful. Also we can see that this extra step of distillation would not be possible if we
would only use three Bell pairs to form the GHZ in which case the dimension of the ancilla
Hilbert space is not big enough for the state to go into either even or odd parity. We can see this
in table A.2, where we show all the possible measurement results for the case when three pairs
are used. In this case there is no extra room for the resulting state to collapse to a given parity.
The resulting GHZ would still be a mixture of both parities and consequently it would introduce
more noise to the data qubits during the stabilizer measurements.

A.4 Parametrization over the parameter space

In this section we will describe the functions used to vary the three parameters a0, η and p

simultaneously, in order to calculate a threshold over the three of them. The parameters are
varied through the parametrized functions of τ , with:

a0 = fi(τ),

η = gi(τ),

p = hi(τ).

For each different architecture we will consider different set of functions and the parametrization
over τ = [0, 9] in increments of 1. For each implementation with the threshold values are
reported as shown in figures 4.9, 5.2, 5.5 and 5.6 respectively with the following functions:

• Initial distributed implementation

f1(τ) = 10.+ 5.τ,

g1(τ) = 0.01− 0.0005τ,

h1(τ) = 0.003 + 0.00005τ.
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• Parallel entaglement generation

f2(τ) = 100.0 + 200.τ,

g2(τ) = 0.008− 0.0005τ,

h2(τ) = 0.0031 + 0.00005τ

• Paired architecture

f3(τ) = 100.0,

g3(τ) = 0.008− 0.0005τ,

h3(τ) = 0.0032 + 0.00005τ.

• Hybrid architecture

f4(τ) = 100.0,

g4(τ) = 0.008− 0.0005τ,

h4(τ) = 0.0040 + 0.00005τ.
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BAppendix: Noise modeling

In this appendix we will state all the mathematical formalisms and the specific procedure used
into modeling the errors that come from performing a noisy stabilizer measurement.

B.1 The χ-matrix

Every quantum process E can be expressed in terms of the Kraus decomposition,

E(ρ) =
n∑
i

KiρK
†
i .

Where Ki are the Kraus operators. In general the Kraus representation is not unique, a different
set of operators could be used to obtain the same process. Nonetheless, it can be shown that all
of them are equivalent up to a unitary operation [39]. The minimum number of Kraus operators
that can be used is called the rank of the process. In the special case with the rank is 1 the
process is called pure, and we can see that if E is both completely positive and trace preserving
(CTTP) then the process is simply a unitary evolution.

In general we can use any arbitrary basis to describe our Kraus operators as

Ki =
∑
n

ainΥn

with Υn matrices of dimension d× d ∈ C. Then the channel expressed in this basis is

E(ρ) =
d2∑
i

χm,nΥmρΥ†n.

Where the values of the basis are accounted as χm,n =
∑
i amia

∗
ni. This d2 × d2 matrix called

χ-matrix is very important since it holds all the information about the quantum process. We
can see that nonetheless this matrix depends on the basis used to describe our quantum process.
However is not difficult to see that we can make a change of basis χ′ = U0χU

†
0 , with U0 a unitary

operator, in order to obtain all the information in a different basis.
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B.1.1 The Choi-Jamiolkowski isomorphism

Mathematically the Choi-Jamiolkowski isomorphism consists in a very simple transformation of
all the mathematical objects we use to express states in quantum mechanics [40]. Essentially, it
says that we must make the following equivalence,

|i〉 〈j| ≡ |i〉 |j〉 .

That is matrices are changed into vectors and superoperators are changed into operators.
Physically this equivalence carries a very strong idea, the idea that mixed states can be seen
as partial traces of pure states on higher dimensions. Analogously it tells us every non-unitary
quantum operation can be seen has a unitary one on a higher dimensional space. Performing the
isomorphism on a mathematical object directly points to this space, up to some constant. The
meaning of this equivalence appears to be that every object or operation can be seen as a (part
of a) fully quantum object if we look at a big enough Hilbert space.

With this isomorphism in mind we can redefine our basis in which the Kraus operators are
expressed. The matrix vector equivalence in the basis is expressed as:

Υn ≡ |Υn〉〉 , Υn ≡ 〈〈Υn| .

Then we can write the channel transformed into an operator,

Ê =
d2∑
m,n

χm,n |Υm〉〉 〈〈Υn| .

Thus, we see that by performing the isomorphism we can recover all the information of the
process, the χ-matrix, automatically.

Now the clear question is how can we do this in practice. Certainly it is impossible to alter an
experiment in order to change all matrices into vectors. Nonetheless, there is a simple way to
use the isomorphism through what is commonly referred as ancilla assisted operations. First, we
define the bipartite maximally entangled state:

|Φ〉 = 1√
d

d∑
i

|i〉 ⊗ |i〉 .

60 Chapter B Appendix: Noise modeling



On which we apply the channel to one half of the state to obtain a density matrix, also called
Choi matrix:

ρΦ = (E ⊗ I)(|Φ〉〈Φ|) = 1
d

d∑
i,j

E(|i〉 〈j|)⊗ |i〉 〈j|

= 1
d

d∑
i,j

 d2∑
m,n

χm,nΥm |i〉 〈j|Υ†n

⊗ |i〉 〈j|
Where if we examine the action on the channel we may recognize that all the required information
is already there. However, is not completely clear how to obtain the χ−matrix from ρΦ. To this
end, we can define the basis vectors as the matrices Υi applied to the bipartite state.

|ΥΦ
n 〉〉 = (Υn ⊗ I) |Φ〉

= 1√
d

d∑
i

Υn |i〉 ⊗ |i〉 .

With this basis in mind its easy to see, by rearranging the sums, how the density matrix is
expressed in terms of these vectors.

ρΦ = 1
d

d2∑
m,n

χm,n

(
d∑
i

Υm |i〉 ⊗ |i〉
) d∑

j

〈j| ⊗ 〈j|Υ†n


=

d2∑
m,n

χm,n |ΥΦ
m〉〉 〈〈ΥΦ

n |

Where we see that all the process information is inside this density matrix encoded in the specific
basis we choose to create the vectors.

B.2 Noisy stabilizer modeling

With the mathematical prelude above we can formulate how to model in general every noisy
operation through the χ-matrix. Now we want to examine the problem for the specific case
when the channel is a noisy stabilizer. To achieve this we need to choose a specific basis that
will allow us to model the channel through the probabilities of all the possible errors occurring.
Here we specify step by step the exact process in which we construct such basis and extract the
corresponding probabilities in order to formulate a complete model of the channel.
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1. Identify the stabilizer as a channel. A stabilizer includes a measurement in some ancilla
space that distinguishes our resulting states into even and odd parities according to a specific
parity, (X for stars and Z for plaquettes).

S(ρin) = pevenρ
even
out ⊗ |0〉〈0|+ poddρ

odd
out ⊗ |1〉〈1|

The extra registry contains the information about the measurement result with the corresponding
probability.

2. Do the isomorphism. Using a bipartite state we apply the channel to a half to obtain the
χ-matrix.

ρΦ = (S ⊗ I)(|Φ〉〈Φ|)

3. Define a basis to analyze ρΦ. We wish to express the χ-matrix into a useful basis that will
allow us to extract the possibilities of the errors that can occur into a noisy stabilizer. First,
we will use the Pauli basis P = {P

⊗
d} ⊗ I, that is the combination of all the possible Pauli

matrices P = I, X, Y, Z acting on a single side of the bipartite state. This will allow us obtain the
probabilities of different Pauli errors occurring in the data qubits measured by the stabilizer.

Additionally we need to model the possibility of a measurement error happening, in other
words, when the returned registry of the measurement is incorrect. To account for this we must
distinguish between both even and odd states. For this we use the ideal projectors into both
subspaces.

|Φeven〉 = (Πeven ⊗ I) |Φ〉 , |Φodd〉 = (Πodd ⊗ I) |Φ〉

Were the projectors into the even or odd parities into a basis are defined as a combination
of operators corresponding the basis in which the parity projection is made applied to the
corresponding qubits. For example into the Z parity:

Πeven = 1√
2

(I +
d⊗
i

Z), Πodd = 1√
2

(I−
d⊗
i

Z).

Then one vector in the new basis for a given parity and Pauli operator E ∈ P is given by:

|ΦOK
E 〉 = E |Φeven〉 ⊗ |0〉+ E |Φodd〉 ⊗ |1〉 ,

|ΦNOK
E 〉 = E |Φodd〉 ⊗ |0〉+ E |Φeven〉 ⊗ |1〉
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Where it is important to realize that since we are doing a parity projection, there is going to
be a certain symmetry with respect to this parity. For example if the parity projected is Z then
we can see that every state is also an eigenstate of

⊗d
i Z, (

⊗d Z)Π(even,odd) = ±Π(even,odd), with
eigenvalues 1 or −1 depending in the parity of the state. This means that there is an equivalence
into the set of the Pauli basis, for this case E ≡

⊗d ZE. This means we will only use a subset
of the Pauli operators when analyzing the model. Finally, the complete basis is given by all the
states {|ΦS

E〉}. With S ∈ {OK,NOK}Where the probabilities for each error are given as:

pSE = 〈ΦS
E | ρΦ |ΦS

E〉

As a side note we must see that there exists an equivalence between the projectors and the
Pauli errors E. That is when one permutes the operations E and Π(even, odd) then one obtains a
different vector of the basis defined. For example let E = X ⊗ I then:

(X ⊗ I)Πeven = 1
2(X ⊗ I)(I +

d⊗
i

Z)

= 1
2I(X ⊗ I)−

d⊗
i

Z(X ⊗ I)

= 1
2(I−

d⊗
i

Z)(X ⊗ I)

= Πodd(X ⊗ I).

Thus the general analysis if we were to change the order of this operations when doing the
calculations would still hold.

Some important tests to assure ourselves that this procedure is correct are required. We can
check we are performing a complete decomposition

∑
E,S p

S
E = 1, and make sure we are not

repeating any error, 〈ΦS
E |ΦS′

E′〉 = δEE′δSS′ . Or mathematically speaking, we need to show that
the set of vectors {|ΦS

E〉} corresponds to a basis, that they are indeed orthonormal and form the
complete Hilbert space. For this we can see that we only need to prove that the states {|ΦP

E〉},
P ∈ {even, odd} are a basis.
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We start by observing that the states {|ΦP
E〉}, P ∈ {even, odd} form an orthonormal basis. Since

we are considering qubits, the maximally entangled state is, up to a permutation on the qubits, a
tensor product of d Bell states, as |Φ〉 ≡

⊗d |φ+〉. Then :

(
d⊗
1
Z ⊗ I) |Φ〉 =

d⊗
1
|φ−〉 .

Π(even, odd) |Φ〉 = 1√
2

[
d⊗
1
|φ+〉 ±

d⊗
1
|φ−〉

]

And indeed,

|ΦP
E〉 = 1√

2
E

[
d⊗
1
|φ+〉 ±

d⊗
1
|φ−〉

]

Then is straight forward to show that 〈ΦP
E |ΦP ′

E′〉 = δEE′δPP ′ by using the orthogonality of the
Bell states. The condition that

∑
E,P

∣∣∣ΦP
E

〉〈
ΦP
E

∣∣∣ = I, can be derived by using that the Bell states

also form a complete basis and the equality (
⊗d Z ⊗ I) |φ+〉 =

⊗d |φ−〉 to recover the complete
set of the Pauli basis.
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