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ABSTRACT

The design for fatigue for offshore wind turbineustures is characterized by uncertainty, resulfiogn both
loading specifications and numerical modellingtid¢ same time, fatigue is a main design drivetHar type of
structures. This study presents a strategy to mottie accumulated fatigue damage in real-time,leymy a
joint input-state estimation algorithm. Measurihg bperational vibrations at well-chosen locatienables the
estimation of strain responses at unmeasured totatiThe estimation algorithm is applied to a windbine on
a lattice support structure, for which the respasenates of the lattice members are based onum@asnts on
the turbine tower only. This restriction followsfn the difficulty to reliably and robustly measwtelocations
on the lattice structure. Artificial measurementadia generated with a full-order finite elementdal while the
strains are estimated with an erroneous reduceer-atelsign model, after inclusion of measuremergendrhe
strain estimates show that the main frequency obrdan be captured relatively accurately, excepiafsmall
bias and some high frequency disturbance, correpgrto a weakly observable higher mode. This sécon
aspect shows the importance of a trade-off betweemccuracy of the reduced-order finite elemendehand
the ill-conditioning of the observability matrix.
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1 Introduction

For offshore wind turbine support structures, fa¢igs a main design driver [1]. Fatigue-based desigjuires
an adequate prediction of the environmental comalticombined with an accurate description of thecsiral

properties, valid for the design life-time of, fexample, 20 years. Estimates of the accumulatégutatiamage
are, however, characterized by a large degree oértainty. This uncertainty stems from a) the logdi
specifications and b) the numerical models usqutedict the response.

Given the random nature of both aerodynamic andrddychamic conditions, and the dependency on the
structural response of the corresponding forcémge number of scenarios needs to be evaluatell,afavhich
relating the operational state of the turbine ® state of the environment. The aerodynamics wahioffshore
wind farm are not yet fully understood and moreotee calculation of the loads on a rotating blattached to

a vibrating tower is generally based on inaccuaat®foil data [2]. Considering hydrodynamics, theice of an
appropriate wave climate and a corresponding wawel Icalculation procedure is not straightforwardl [3
Additional aspects, such as scour development,nmariowth and secondary steel complicate the hyaadic
analysis even further [4, 5]. Since the aerodynaamid hydrodynamic actions on an offshore wind nelare
coupled through the structural response, the etiatluaf the environmental conditions cannot be sziga [6].
Similar difficulties are encountered when regardimg dynamic action due to sea ice [7].

Vorpahl et al. [8] conducted an extensive compeaeasitudy for a large number of relevant designuatmon
codes. Already for the estimation of the first matdrequency of a monopile-founded turbine, coesitble
scatter was observed. Furthermore, measurementsitofal frequencies of installed offshore wind toes
showed higher values than designed for [9]. Uneigfiit understanding of the interaction betweensthacture
and the soil in terms of damping [10] and stiffné&lscould be an important source of this deviatidaaijer
[11] considered the uncertainty regarding the fatfioh design, which potentially leads to large dipancies
between modelled and observed dynamic behaviour.

The uncertainty in both loading and modelling nsitates the use of safety factors, which most yikehd to
overly conservative designs or underestimated sefites. Real-time monitoring of the strains insérg wind
turbine support structures would provide us witlktedge of the actual fatigue damage accumulagnabling
an estimation of the remaining service life-timeneCapproach could be to continually monitor thaistat a



number of critical locations. Knowing these locasdeforehand, however, could be problematic —iden$or
instance a lattice structure. Moreover, the failofea single sensor could frustrate the monitonprgcess
considerably. A need thus exists for a robust atisgl fatigue monitoring strategy capable of desingathe
current uncertainty regarding damage developmesijaport structures offshore.

With the exception of [12], very little has beenndowith respect to integrated structural health itooing of
offshore wind turbines. Their focus, however, was @amage detection, sensor-fault detection and load
identification. In this contribution, the strainsponse in a lattice support structure — allowingtte estimation

of the accumulated fatigue damage — is estimatetth@tasis of operational vibrations using a jaipiut-state
estimation algorithm proposed by Lourens et al],[18 which it is assumed that no prior knowleddettoe
dynamic characteristics of the input forces is labdé. Particular attention is paid to the placemeithe
sensors, which should be within reach for mainteaahe choice for a lattice support structureofefi from

the expectation that in moderate water depths pmdi@ation will be more common. Previous studiesthe
dynamics of lattice support structures can be fanrjd4] and [15].

To generate artificial measurement data, a referéinite element model, consisting of a simplifigohd turbine
on a lattice foundation, is constructed. The respatata results from combined aerodynamic and dydiamic
loading. After inclusion of measurement noise, ¢lemerated data and an erroneous design model agetais
estimate the input forces, the states, and subediyube strains required to predict fatigue. Theoeeous
model deviates significantly from the true finitement model, illustrating that despite a relativweteak model
representation, the accumulated fatigue damagéeastimated accurately. Apart from the deliberatkision
of modelling errors, Papadimitriou et al. [16] preted a similar, successful application of thetjaiput-state
estimator for fatigue prediction.

2 Method

2.1  Joint input-state estimation

The joint input-state estimator used for the curamalysis was presented by Lourens et al. [13¢ dlgorithm

allows for the estimation of states, in terms apthcements and velocities, and the input forcethetasis of a
limited number of measurement signals, displacesnant accelerations, given that the location ofitipeit

forces is known. The starting point of the estimatalgorithm is the modally reduced formulationttod system
under consideration:

§(t) + g (t) +Q°q(t) + @S p(t) (1)

Here, q(t) OR™ represents the vector of generalized coordinatespet) TR™ the input force vector, with
n, the number of modes and, the number of input forces. The matrXOR™™ is the modal damping
matrix and QOR™"™ a diagonal matrix, containing the natural frequencelated to then, modes on its

XNy,

diagonal. The corresponding mass normalized modpeshare collected in the matdl OR™ ™ with n,,

the number of degrees of freedom of the unredupedesdiscretized model, and the mode vecipys for

i =1,....n, asits columns. The force selection maﬁgDR“’"’X"” specifies the force locations. A dot indicates
a derivative with respect to time and the supgpsdriimplies a transpose.

The measured quantities are combined in the outpator d(t)OR™, with n, the number of measured
locations:

d(t) =s,@q(t) +S,@q(t) + S,@q(t), ()

The selection matricesS,, S, and S, OR™™ specify the locations of the acceleration, vejocind
displacement/strain measurements, respectiveler &ftlopting the state-space formulation for both (Ejand

(2), wherex(t) =[q(t) Q(t)]T, and discretizing the continuous-time componethts,system can be rewritten
in terms of the following discrete-time combinedataninistic-stochastic state-space model [13]:

Xip = AX +Bp, tw, 3



d, =Gx, +Jp, +V, (4)

with the discretizationx, =x(kAt), p, =p(kat) andd, =d(kAt), for k=1,...,N, where At is the sampling

time step andN is the number of samples. The matride&8] R****™ and B OR*™" represent the discretized
system matrices, that can be related to their tor@inuous counterpartd and B, in the following manner:

A=t (5)
B=[A-1]AB, (6)

with the identity matrixl OR*™**™ . The output influence matri& OR"™™*™ and the direct transmission matrix
JOR™™ are defined as

G=[S,2-S,0Q° S®-Saor| (7
J=[s00s, ] ®)

Process and measurement noise, resulting, resplgctitom unmodelled inputs or modelling errors aahsor
inaccuracies, are represented by the stochastip@oemtsw, OR*™ and v, OR™ . These noise processes are
assumed to be stationary, zero-mean and whiteh&umbre, the noise processes and v, are assumed to be
uncorrelated. The joint input-state estimation athm requires the covariance matrices for the sdpanoise
processes, represented Qy= E{WkW,T} OR*™*™ and R = E{ vkv,T} OR™ ™, for k,1=1,...,N, to be known.
Additionally, the algorithm requires an initial uabed state estimate,, where the hat indicates an estimated

quantity, and its error covariance matRy JR*™**™ to be available.

The estimation algorithm represents an extensighefilter presented by Gillijns and De Moor [1@dgveloped
for linear systems with direct transmission. Tliieif was proved to be optimally in estimated saad inputs
in a minimum-variance unbiased sense. The exters&Ems from the numerical instabilities which angeen

n, exceedsn,,. This instability issue can be circumvented byitiing the order of the potentially rank-deficient
matrix multiplications to the number of modes aated for [13].

A contribution by Maes et al. [18] generalizes jihiat input-state estimator by allowing for corriten between
the processew, andv, via the correlation matrig 0 R*™*" :

s=E{w,v/} 9)

Under the assumption of white noise stochastictippocesses, the matrix entries fcan be estimated from
operational data. Since the stochastic input psEes the specific case under consideration, fshak wind
turbine, are not close to being white, this gerizatibn is not accounted for.

2.2 Response estimation
With the estimated force time historigg JR™ and state sequencés OR*™, response prediction@k OR™
at n, unmeasured locations can be constructed. Hetemldservation equation (Eq. (4)) is employed [16]:

d, =GX, +Jp, (10)

It should be noted that the output influence ma@ixand the direct transmission matrix are now constructed
to correspond to the response prediction, for whiehselection matriceS,, S, and S; specify the locations,
as well as the type of response to be predicted.

The response estimation does not require the ttabf the input forces to be accurately knownhéf location
of the input forces is unknown, the joint inputtet@stimator can be applied to estimate equivdtmces at
arbitrarily chosen locations, causing the same aredsresponse. Furthermore, if an erroneous medabplied



for the response estimation, the force estimatamsgd potentially serve to reduce the effects ef tiodelling
errors on the response predictions, as will be shovection 3.2

2.3 Wind turbine model

The analysis is based on a lattice structure, asrithed by De Vries et al. [15], supporting a 5 M#éference
turbine, for which the main characteristics arespreéed by Jonkman et al. [19]. Fig. 1 illustratessgeometry of
the combined turbine and support structure, inclgdihe main geometric and material characterisfidse
combined turbine and lattice structure is modeite@D by means of the finite element method. E&ernoulli
beam elements, possessing six degrees of freederapgloyed to represent the steel members anuaithiee
tower. The rotor-nacelle assembly is reduced tongpked mass and at the jacket base the structemnigected
rigidly fixed to the soil. Compression due to thelfsveight of the structure, which reduces the affe
stiffness, is not accounted for. By varying théfistiss characteristics of the concrete transitieecgy the model
is updated such, that the first two natural fre@iesshow good agreement with those presentedin [1

As a basis for the joint input-state estimatiom@dal representation of the wind turbine modekrguired, see
Eq. (1). Fig. 2 presents the first ten mode shapése modelled turbine structure. The natural destries of the
first ten modes, including a brief description bEtmode, are presented in Table 1. Structural dagnjs

accounted for in terms of classical modal dampimg,a diagonal damping matrix is adopted. For gaole, a
damping value of 1.0% of the critical damping iswased.
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Fig. 1 Combined wind turbine and latticeFig. 2 Results of the finite element modal analysis fa first ten
support structure modes

No. Natural frequency [Hz] Description

1 0.364 First global lateral mode

2 1.07 Second global lateral mode

3 4.89 Third global lateral mode

4 6.20 First global vertical mode

5 6.77 Fourth global lateral mode

6 10.4 Lateral jacket mode (second and third frénov top — in-phase
7 10.4 Local lateral jacket mode (second frame ftop+ anti-phase)
8 10.9 Local lateral jacket mode (third frame frtop — anti-phase)

9 12.6 Local lateral jacket mode (first frame frtop — in-phase)

10 13.8 Local lateral jacket mode (first and fodrdme from top — anti-phase)

Table 1 Natural frequencies corresponding to the first nemdes, as derived from the finite element modal
analysis



2.4 Stochastic wind force

The time-dependent wind force is determined onhtasis of the actuator disc concept, elaboratechd@d],
where a 1D free field turbulence is simulated am blasis of the spectral properties of a Kaimal patemsity
spectrums,, as a function of frequency :

%u(f):af%,for f >0Hz (11)
(1+6f L,,/0)"

U represents the mean wind veloclty,is a turbulence length scale amris the standard deviation of the

turbulence velocity. To generate a wind force sigaa optimally functioning turbine is assumed, Iyipg that
the turbine operates at the Lanchester-Betz limitthermore, it is assumed that the induced veldbitough
the rotor disc follows the instantaneous turbuleimd velocity. This assumption implies that theientvake
changes instantaneously, such that equilibriurhénvtake is maintained at all times.

Fig. 3 shows the Kaimal spectrum adopted for theegmion of the wind force signal. The spectrunests a
main energy contribution from the frequencies belottz. Assuming a random phase distribution, andtaoff
frequency of 3 Hz, a wind force signal of 546 génerated, in accordance with [21]. Fig. 4(a) dspéc100 s
window of this time signal. Since the finite elerhemdel does not include a detailed rotor repredimt, the
total wind force is assumed to act concentratetitherotor nacelle assembly at the tower top,aashe seen in
Fig. 4(b). It should be noted that, despite théulence frequency cut-off, the wind force signahtains higher
frequency contributions. This results from the medr dependency of the wind force on the turbuieinid
velocity.

The apparent damping, resulting from a rotatingmois assumed at 4.0% of the critical dampingtfar first
structural mode. For higher modes, the contributibthis aerodynamic damping is scaled on the bafsthe
modal deflection at the tower top.
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Fig. 3 Kaimal spectrum derived for mean wind-ig. 4 (a) Turbulent-wind force signal for NREL5 offshore
velocity of 10 m/s, a turbulence intensity ofvind turbine, and (b) positioning of the wind forae the FE
10% and a turbulence length scale of 150 m model

2.5 Stochastic wave force

The Morison equation is commonly adopted to esnhgidrodynamic actions on slender vertical membgms.
equations derive the total hydrodynamic force lpesposing an inertia and a drag force contributitapending
on the wave particle acceleration and velocitypeesively. A procedure for defining a hydrodynarfacce on
the basis of the Morison equation, using the lineare theory for defining the wave particle actiois
elaborated on in [22]. The original Morison equatiwas derived for vertically-oriented cylindricalgs and for
very small pile diameter to wave length ratios. determine the wave forces on the current latticectire,
some engineering adjustments have to be implemedtedan equivalent structural diameter, the condbine
width of the members exposed to the hydrodynamiomds taken. Equally, an equivalent cross-secii@mea
results from the sum from the different latticeneémts. For the hydrodynamic inertia and drag coieffits,
common values of 2.0 and 0.7, respectively, arg@tdo

The wave particle actions for a specific sea statebe derived from a relevant wave elevation spettin this

particular case, use is made of a Pierson-Moskepiéxtrum, depending on the mean wind velotity see Fig.
5:



Sa(f)=a o Se_ﬁ[%] : (12)

where @ =0.0081 and 8 =0.74 are coefficients and) is the gravitational acceleration. Compared tovtired

turbulence spectrum of Fig. 3, the wave elevatipecium contains its energy at somewhat higheu&erdgies.
The peak energy is much smaller. On the basis ef whve elevation distribution, the associated wave
kinematics can be determined.
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Fig. 5 Pierson-Moskowitz spectrum derived foFig. 6 (a) Wave force signal for on lattice structure, and (b)
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The magnitude of the distributed wave force is @alied at mean sea level. This force is assumadttwithin a
wave impact zone of £ 5.0 m with respect to thigele After integration over this wave impact zorse,
concentrated wave force signal at mean sea leveeiived. In deriving this force signal, of whichl@0 s

window is presented in Fig. 6(a), a 1.0 m/s curisrdded to the wave particle velocity. In cormsgence to
the wind force generation, the signal has a len§t46 s, while a cut-off frequency of 3 Hz hasrbeeopted.
The force location is chosen at the K-joint, conimgcthe first and second jacket frame, see Filg).&ince the
Morison equation relates the drag force nonlinedolythe wave particle velocity, the wave force eims

frequency content above the cut-off frequency efwlave elevation energy spectrum.

The added damping resulting from the hydrodynarnsiton is neglected. This hydrodynamic damping would
result from the response velocity of the jacket finera and its contribution can be assumed to bd.smal

2.6 Sensor network

Given the hostile environmental offshore conditiath® measurement of the structural motion requaresbust
network of sensors. This robustness is first praced in the number of required sensors: if onlyngtéd
number of sensors is needed, the costs to buitdfiicient redundancy remain low. Second, the pasitg of
the sensors affects the robustness of the systhis.ifiplies that no sensors should be placed utidewater
level, because these locations are not easily egh@rhen maintenance is necessary. Moreover, toeptev
sensors from early failure, sensors within the wsplash zone should be avoided. Therefore, thenastin of
the dynamic response will be based on a networkisting of sensors attached to the turbine towsr.on

The design of a sensor network for optimal estiamatf inputs and states is considered by Maes. ¢23]. In
this contribution, the criteria for the invertiltyliof a system, and therefore the possible appticatf the joint
input-state estimator, are derived in terms ofitaland identifiability. For the joint input-statestimator to be
stable, two requirements need to be fulfilled. tFitlse number of acceleration and/or velocity sesiso,., and

n,.., respectively, needs to be equal to or larger thamumber of input forces:
nd:a + nd;v 2 np (13)

Second, the number of displacement/strain sensgysneeds to be equal to or larger than the numbarpoft
forces:

Nyg 2N, (24)



In this particular case, the separate estimatioth@fwind and wave force requires a network coimgjstf two
acceleration and/or velocity sensors and two digptent/strain sensors.

Identifiability relates to the controllability ofhé input forces, the observability of the stated #me direct
invertibility of the measurement outputs towardstest and input. The controllability of the inputdes can by

assessed by determining the rank of the contrditiabiatrix C R (""2%) .
c=[B AB .. A™7B] (15)

If C is of full rank, i.e.rank(C)= 2, the system is controllable, implying that theumssd forces are

positioned such, that all modes can contributdhéoresponse. Alternatively, the controllability dam assessed
by determining the rank of the modal projectionshef force selection matri$,¢; , for which it should apply

thatrank(S,¢;) = 1for j=1..n,.
In a similar manner, the observability of the sgstean be assessed by determining the rank of theredbility
matrix H OR® w2

G

GA
H=| (16)

GA‘an -1

If His of full rank, i.e.rank(H) = 2n_, the system is observable, implying that the senace positioned such,

that all states can be identified uniquely, irrespe of the initial conditions. Alternatively, trabservability can
be assessed by determining the rank of the modggtions of the sensor selection mat8xp, , for which it

should apply thatank(S,, )= 1for j=1,...,n

m*

28 Direct invertibility requires the number of stru@lumodes accounted for with the
reduced-order model to be equal to or larger thenrtumber of forces to be

= identified, i.e.n, 2 n_ . The implication of direct invertibility is thahput forces

280
can be estimated from the system output, witholatyde time.

Fig. 7 presents the finite element model of thecttre, where a number of nodes

278 is specifically indicated. The known locations d¢fetwind and wave force,
respectively, are node 283 and node 155. The s locations are node 276,
Bee/ 280, 281 and 283. The remaining nodes, 21 and wRilbserve as response

X estimation locations in Section 3.1 and 3.2. Thesations are chosen to illustrate
§ the difference in quality of response estimationsrathe height of the lattice
"‘ structure. Particularly for node 21, the estimatexpected to be inaccurate, due

/}\'\ to the large distance from the sensor locationk [24
[’,./';“\“ The modal projections,¢; for the first ten modes are depicted in Fig. &ah
zf\ﬂ,/_ be clearly seen that the wind force location prgjenainly on the first mode.

Mode 2 and 3 could serve the wind force identifamatoo. The modal projection
of the wave force location is highest for the highedes: mode 5, 8, 9 and 10.
Given the frequency content of the wave force, h@renot much excitation of

Fig. 7 Selected nodes for  these higher modes is to be expected.

force positioning, sensor

placement and response  Fig. 9 shows the modal projectio¢,; of the four sensor locations for the first

estimations ten structural modes. The sensors only measurealatetions. Based on this
figure, it can be concluded that positioning foansors at the chosen tower locations enables #mgifidation
of states related to mode 1, 2, 3, 5 and 9. ligigrahat for some modes the modal projection ig senall. Mode



4, for instance, represents a vertical global méalewhich the states are difficult to capture wibnsors that
only function laterally. Mode 6, 7, 8 and 10 remmslocal jacket modes, with very small tower amogles.

Combining Fig. 8 and Fig. 9, it can be concludeat the network consisting of sensors on the tovady will
not allow for the dynamic response estimation tesylfrom higher mode excitation. The frequency teom of
both turbulence and wave elevation is cut off &z3 implying that the frequency content of the wanttl wave
force above 3 Hz will be limited — despite the mogar force formulation. Still, the inclusion of d®4, 7, 8 and
10 in the estimation analysis results in a numdyicank-deficient observability matrix, implyinghat the
system is ill-conditioned. To a lesser extent, #is applies for mode 6. To prevent the systemm foeing ill-
conditioned, the modes 4, 7, 8 and 10 are exclddma further analysis, leaving a reduced-order rhode
consisting of six modes. A convergence analysik vaspect to the full-order model has shown thaté#uduced-
order model enables the generation of accurate ureraent signals. If mode 6 is excluded from thelyeia
too, the ill-conditioning of the observability matmwould be reduced. This further reduction of thedal basis
would, however, have too large an effect on theiamy of the model.

The adopted sensor network consists of accelerosnatenode 281 and 283 and strain gauges at nddlariy
280. The reasoning behind is that the acceleraBoa®xpected to be largest near the tower topinStron the
other hand, are more pronounced in the lower seciithe tower.
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3 Reallts

3.1 Response estimation in the absence of modellirgyserr
First, the response prediction is tested for thrustness to the inclusion of measurement noise @plglication
of the force time signals to the finite element mloeksults in simulated measurement data at theecheensor

locations. To the measurement signdls, consisting ofN time samples each, some Gaussian white noise is

added, resulting in the polluted output vecﬂ;rDR”i per time stepk . Given the stationary random nature of
the measurement signals, the noise is chosen taels¢éed to the standard deviation of the separate

measurementsy, OR™™™ :
d, =d, +yo,r,, 17)

where yrepresents the noise level aaglis a diagonal matrix with the standard deviatiohthe time signals as
its diagonal entriest, JR™ is a vector composed of random values taken framarenal distribution with zero
mean and a standard deviation of one.

For y a value of 0.05 is applied, corresponding to 5%asueement noise. Eq. (17) allows for the exact
calculation of the entries of the measurement damae matrixR :

R = ya; (18)

The initial states are assumed to be zero. Sincgrocess noise is present, the entries of the eoweariance
matricesP, and Q are chosen very small, nameli10>°.



The prediction of the response in the lattice $tngcrequires force and state estimations, obtaayesheans of
the joint input-state estimator from the noise-eomnated measurement signals. These estimatedsfairu

states,p, and X, , respectively, are subsequently used to estinteterdsponse as described in Section 2.2.

Since the modal basis consists of six modes, & tbtavelve states is estimated by the estimatilgorithm.
Given the main frequency content of the force digrabelow 3 Hz — and the natural frequencies efsystem,
the estimation of the first and second modal staresmost relevant. Fig. 10 presents the statenattin
corresponding to these modes. The inclusion ofribasurement noise still allows an accurate estmatf the
first modal states. The estimation of the secondahstates is shown to be obviously more noisy.

Using Eq. (10), the strain estimates are deriveabde 21 and 246 (see Fig. 7) and presented inlEigThese
particular locations are chosen to illustrate taatmextent the response of lattice members can treagsd by
means of tower measurements only. Fig. 11 showisthikaow-frequency strain response is captureaticaly

well, despite the noise-contamination of the mearment signals. Still, some high-frequency distudeaim the
estimations can be observed. The disturbance i$ prosounced at 10.4 Hz, which corresponds to tkih s
natural frequency of the structure, a mode thatvémkly observed by the sensor network. The response
estimation can be improved by excluding mode 6 ftbenmodal basis. This, however, would also wedken
accuracy of the reduced-order finite element med&te Section 3.2 for a more detailed discussion.
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3.2 Response estimation with an erroneous model

A second response estimation is performed, this tiith a design model that does not exactly reptetbe true
structure. Process noise is deliberately introducete design model, by increasing the first aecosd natural
frequency with 20%. The first and second naturatifiency of the design model are 0.437 Hz and 121 H
instead of 0.364 Hz and 1.07 Hz of the model witficl the data is generated. Again, the measuredsatis
polluted with 5% measurement noise.

The inclusion of process noise complicates thamedion of the true forces and states. Insteadjatiné input-
state estimator enables the estimation of equivdlemces and states, which combined enable theorssp
estimation at unmeasured structure locations. $geleextent, this was already observed in the puswsection,
where only measurement noise was accounted fooplimize the functioning of the estimation algoniththe
entries of theQ matrix are adjusted. The covariance of the processe cannot be as easily estimated as the
covariance of the measurement noise. By choosmgdhare roots of the process noise covarianciegutrthe
same order of magnitude as a small percentageeobttites, the covariance matrix entries can be rade
correspond with what they represent [24].

When considering the frequency content of the edtch wind and wave forces, see Fig. 12 and FigtHes,
force signals clearly compensate for the unmodealigthmics. The corrective forces contain frequemegks at
the true natural frequencies The corresponding 8igrals illustrate the deviation of the estimafimete from

the true force. The effect of the measurement nigiseainly expressed as the high frequent distudani the

wave force estimation. The compensation of theueeqy content at the true natural frequencies esahl
relatively accurate estimation of the first ands®tmodal states, see Fig. 14. Despite a small thaestimated
states show good correspondence with the truesstate

The small bias in the state estimates can be rémditoo in the estimated strain response at nddand 246.
Fig. 15 presents short samples of the estimated signals. This bias is a direct result of the liolty of the
zero-mean assumption used for the process nejseThe magnitude of the bias, however, remains ectdtl

over the length of the time signals, implying thia bias does not corrupt possible fatigue damatimates.
Particularly at node 21, a noisy component in #sponse estimation is observed. To further asgeadfsiness,
the frequency content of the estimates is depictdéig. 16. It becomes clear that the sixth modetrioutes

excessively to the identified response. This resak already expected when the observability ofstates was
discussed (see Fig. 9), where it was expectedthieainclusion of mode 6 increases the ill-conditignof the

observability matrix.
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Fig. 12 Wind force estimation with erroneous design modssed on measurements with and without
measurements noise, presented in (a) the frequammmgin and (b) the time-domain



Wave force estimation x10° Wave force estimation

2
g 1.5
= —_ 1
= Z
=
5 g 05
o
g £,
[
2
2 -0.5
10° : : . . . -1 : L : .
0 05 1 15 2 25 3 100 102 104 106 108 110
Frequency [Hz] Time [s]
(a) (b)

Fig. 13 Wave force estimation with erroneous design mdaeded on measurements with measurements noise,
presented in (a) the frequency-domain and (b)ithe-tlomain
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Fig. 14 State estimation with erroneous design model fpti{@ modal displacement of mode 1, (b) the modal
velocity of mode 1, (c) the modal displacement ofda 2 and (d) the modal velocity of mode 2
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Fig. 15 Time signal representation of the strain respossienation with erroneous design model at two lattic
members: (a) node 21 and (b) node 246
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Fig. 16 Frequency domain representation of the strain mespestimation with erroneous design model at two
lattice members: (a) node 21 and (b) node 246

4  Discussion and conclusions

Recognizing that the design for fatigue for offsh@rind turbines is characterized by uncertaintyilevbeing a
main design driver for this type of structuressthiudy presents a strategy for the real-time raang of the
accumulated fatigue damage, employing a joint irgtate estimation algorithm. In particular, a windbine on
a lattice support structure is considered, for White response estimates of the lattice memberbamed on
measurements at the turbine tower only. This wgiri follows from the difficulty to reliably andobustly
measure at location on the lattice structure.

The study is based on a 2D finite element modetesgmting the true offshore wind turbine. Measumme
signals are generated from the response to knowd @amnd wave forces, which are defined from coneesati
load models. First, inputs and states are estimiated measurements with a noise level of 5% witfinde
element model in the absence of modelling erroremFthis, the strain response at chosen locationghe
lattice structure is estimated, which could evelljuserve the estimation of the accumulated fatigaenage.
Subsequently, a design finite element model is ttoc®d by adjusting the main natural frequencigss
design model is applied to estimate the strainaesp in the lattice structure on the basis of the tesponse
measurements.

The response estimates show that the main frequeortgnt can be captured relatively accuratelyo Ate low
frequency response amplitudes correspond well@arélal amplitudes. The estimations with the desigualel,
with a 20% error on the first and second naturagjfiency, do show a small bias with respect to dad r
response, resulting from the invalidity of the zemean assumption used for the process noise. T b
however, will not harm the quality of the accumathtfatigue damage estimation, since for this ohly t
magnitude of the strain cycles is of interest. Nthedess, the strain response estimates do costaire high
frequency disturbance in which the sixth naturagifrency of the system is most pronounced. The reroes of
this disturbance can be related to the ill-conditig of the observability matrix.

The analysis illustrated the trade-off betweenabeuracy of the reduced-order finite element madel the ill-
conditioning of the observability matrix. The modadsis of the finite element model should accownt&
sufficient number of modes to describe the dynamesponse sufficiently accurate. Certain modes, kewean
be hardly observable, implying ill-conditioning dhe observability matrix. In this particular casthe
observability of mode 6 is small, resulting in thaisy disturbance of the estimated response. Exgutiode 6
from the modal basis would decrease the ill-coaditig of the observability matrix and, of coursesuit in
strain estimates without the disturbance from tkih iatural frequency. On the other hand, furttestuction of
the modal basis would increase the modelling émrtine design model.

It should be noted that the input forces are rdlateenvironmental conditions, turbulence and walewation,
with a limited frequency content. Despite the needr dependency of the actual forces on these toomsli the
energy content of the higher frequencies is smalla result, the structure mainly responds airiss &nd second
natural frequency, and measurements at the towkr emable the local response estimation of thacktt
structure. For normal environmental conditionss théstriction can be expected to be valid. Foremmé&
conditions, for instance slamming waves duringoanst higher frequencies are excited, resultindgnandynamic
response of local modes in the lattice structuieceSthese modes are not observable by the adsgtesbr
network, the fatigue damage accumulated duringethesditions cannot be estimated accurately.



As a final remark it is mentioned that theoretigahe sensor network could be reduced to one
acceleration/velocity sensor and one displacememgas. This network would not allow for the estiimatof a
separate equivalent wind and wave force, but ilccdne sufficient to estimate the response at unaoreds
locations. The sensor locations, however, shouldhmsen such that the states relevant for the nsspare
observed sufficiently.
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