
A SAR-derived long-term record
of glacier evolution in North-West
Greenland.

Reinier Oost

Te
ch

ni
sc

he
Un

iv
er

sit
eit

D
elf

t



On the cover
A false color image of a duo-polarized Sentinel-1A Extra-Wide SLC-image above the Uummannaq-region.
The different polarizations have been assigned different RGB-bands.



A SAR-DERIVED LONG-TERM RECORD OF
GLACIER EVOLUTION IN NORTH-WEST

GREENLAND.

by

Reinier Oost

in partial fulfillment of the requirements for the degree of

Master of Science
in Applied Earth Sciences

at the department of Geoscience and Remote Sensing
of the Delft University of Technology.

Student number: 1515500
Supervisor: Prof. dr. ir. R.F. Hanssen, TU Delft
Thesis committee: Dr. ir. F. van Leijen, TU Delft

Dr. M. Vizcaino, TU Delft
Co-reader Dr. P. G. Ditmar, TU Delft





I just wish the world was twice as big and half of it was still unexplored.

David Attenborough

iii





PREFACE
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thank professor Ramon Hanssen, who always triggered me to reach higher levels and to learn even more.
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my, sometimes stupid, questions. Thanks as well to Pavel Ditmar, who was prepared to be my co-reader.

Last, but certainly not least, plenty of thanks goes my girlfriend, family, friends, colleagues and fellow
students that supported and motivated me. Thanks for hearing my complaints and nerdy talks about the
study, and thanks for helping me with finding solutions or new motivation. I will never forget all the coffees
we drank. Without all your support, I would not have been able to complete this study.

Reinier Oost
Delft, May 2016
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ABSTRACT

Observations show that the Greenland ice sheet is losing mass with accelerating pace. Ice discharge trough
outlet glaciers contributes approximately for half of the mass loss. However, the role of marine-terminating
outlet glaciers on the response of the Greenland ice sheet to climate change is relatively unknown. In recent
years, observations have shown dramatic changes in the velocity and front position in a number of marine-
terminating outlet glaciers, but a questions remains why some outlet glaciers are stable and others are not.
Consequently, predictions on the evolution of the Greenland ice sheet are uncertain until a realistic represen-
tation of marine-terminating outlet glaciers is possible. More specifically, significant uncertainty exists on the
link between climate forcing and marine-terminating outlet glacier behaviour. This link has been associated
to glaciers-specific factors, such as bedrock topography and fjord width, but more glaciers need to be studied.
Here we present a study that focussed on the response of different glaciers to a similar climate forcing, thereby
taking into account their topographic situation. SAR observations of seven marine-terminating glaciers in
the Uummannaq-bay (West-Greenland) are used to estimate terminus positions and glacier flow velocity.
The observations are acquired between 1991 - 2014 using ERS, Envisat and TerraSAR-X, thereby extending
the length of the state-of-the-art records. Terminus positions are manually digitized and an equivalent posi-
tion is determined on the glacier flowline, a significant improvement with respect to the box-method. Glacier
flow velocities are obtained using ICC offset tracking. The estimated offsets of ERS and Envisat image pairs
were noisy, but have been filtered using the along-track velocity profile that was accurately estimated with
TerraSAR-X image pairs.

The results showed that the outlet glaciers in this region have been stable during the 1990’s, and that the
warm winter of 2003 initiated retreat. Three glaciers (Lille Gletscher, Umiammakku Isbræ and Inngia Isbræ)
have found to show terminus retreat, of which Lille Gletscher and Inngia Isbræ show long-term speed-up. All
other glaciers have a stable terminus position, and show no long-term acceleration. Surface air temperature
and sea surface temperature show an increasing trend since 1980, whereas the duration of high ice concen-
trations (sea-ice melange) becomes shorter each year. The retreat of Umiammakku Isbræ and Inngia Isbræ
starts after the winter of 2003, in which surface air temperatures were exceptionally high and the period of
sea ice was short. The years after, this retreat continued even under normal climatic conditions. Inngia Isbræ
showed an ongoing retreat of approximately 6 km between 2003 and 2013, and its flow velocity is estimated
to tripled from 500 m/yr to 1500 m/yr. On the contrary, Umiammakku Isbræ ceased its 4 km retreat in 2010,
and did not show a increase in flow velocity. Next to long-term patterns, seasonal patterns are identified to
differ from glacier to glacier. The terminus position of Rink Isbræ shows a seasonal variation of 1 km, whereas
the terminus position of Støre Gletscher only fluctuates around 200 m.

The three retreating glaciers are located in a shallow fjord (< 300 m depth) with a reversed bedrock slope.
Their retreat into deeper waters initiated a positive feedback-loop leading to multi-year retreat. Glaciers lo-
cated in a deep fjord (Rink Isbræ and Støre Gletscher) are exposed to warm Atlantic waters, and consequently
subject to submarine-melting, but our results show that their front position remained stable and their flow
velocity did not increase. The fact that the retreating glaciers are located in a shallow fjord, and exposed to
cold Polar water, could indicate that submarine-melting is not a major factor controlling glacier retreat. This
also indicates that the bedrock topography is important for a glaciers sensitivity to climate forcing. It is rec-
ommended that more effort is put into observations of the submarine-melting process and high resolution
bedrock topography and bathymetry, as the relative importance of submarine-melting with respect to the
surface mass balance and calving is still obscure. Nevertheless, our results suggest that there is an important
link between the fjord depth at the terminus location and the sensitivity to climate forcing.
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1
INTRODUCTION

Outlet glaciers, ice streams that drain ice sheets, are small but important features in the cryosphere, as it is
estimated that they are responsible for half of the ice loss of ice sheets (Bamber et al., 2007). The mass lost
by the ice sheets leads to sea level rise, and the Intergovernmental Panel of Climate Change (IPCC) estimated
that the total sea level rise by 0.25 to 1 m in the year 2100, of which 0.03 to 0.20 m is contributed by ice sheets.
Although ice sheets are not the main contributors to sea level rise, the Greenland Ice Sheet (GrIS) and Antarc-
tic Ice Sheet (AIS) contain a sea level equivalent of 7.4 m and 58.3 m (IPCC, 2013), respectively, if they would
completely melt into the ocean. Their role in sea level rise is suggested to become more dominating in a
warmer climate. Rignot et al. (2011) estimated that the combined mass loss of the GrIS and AIS was about
475 ± 158 Gt/yr in 2006, and that the contribution of GrIS to this loss is accelerating with 21.9 ± 1 Gt/yr2,
more than the AIS acceleration. More specifically, Enderlin et al. (2014) estimated that the GrIS loss due to
ice discharge rose from 389 ± 5 Gt/yr in 2000 to 546 ± 11 Gt/yr in 2010. The total contribution of the GrIS
to sea level rise is estimated at 0.46 mm/yr between 2000 and 2008 (Broeke et al., 2009). According to the
IPCC, (2013), there is high confidence that the GrIS mass balance has become more negative over the last two
decades, mainly due to increased surface melt and ice discharge.

The future mass balance of the ice sheets is predicted by numerical models. However, numerical models
have not been able to predict the current changes of the GrIS mass balance, implying that predictions of the
future are very uncertain (Bamber et al., 2007). Although new ice sheet models are suggested to allow a more
realistic simulation of the role of outlet glaciers, the understanding of their interactions with climate forcing
has not reached the level that a realistic coupling between climate models and ice sheet models can be es-
tablished. In order to have more reliable projections of ice sheet evolution, and consequently future sea-level
rise, the climate models should be improved with more realistic physical representation of the role that outlet
glaciers are going to have in the future (Straneo et al., 2013).

The influence of the climate on the evolution of marine-terminating outlet glaciers is different for each
individual glacier. More specifically, the relevant climate forcing parameters are ocean temperature, surface
air temperature and sea ice concentrations. The sensitivity of a glacier to these climate forcing parameters
is determined by glacier-specific factors, i.e., bedrock topography, terminus type (Carr et al., 2013a, Howat
et al., 2010, Moon et al., 2014, Moon et al., 2015). Due to the complexity of glaciological processes, such as
the influence of fjord geometry and bedrock on the sensitivity to climatic/oceanic forcing, the current mod-
els cannot explain the timing and magnitude of glacier changes (Bamber et al., 2007). Our understanding of
these processes is mainly based on extensive research on a small number of glaciers, such as the Jakobshavn
Isbrae, Helheim Glacier and Kangerdlugssuaq Glacier, but it is not known if these results can be extrapolated
on other Arctic glaciers and to what time-scale the observed changes apply (Carr et al., 2013a). There are three
directions of future research needed to understand these processes: 1) Spatial variability of the climatic and
oceanic forcing and their relative importance, 2) the influence of glacier-specific factors and 3) development
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2 1. INTRODUCTION

of outlet glacier dynamics in numerical models based on observations (Carr et al., 2013a).

In light of these directions, we present a study that will focus on linking climatic forcing and glacier-
specific factors by observing the behaviour and evolution of 7 marine-terminating glaciers for more than 20
years and linked to climatic/oceanic forcing and their topographic situation. The observations are done using
space-based Synthetic Aperture Radar (SAR) images from ERS-1/2, Envisat and TerraSAR-X satellites. Using
these images glacier terminus positions and surface velocities are estimated to assess a glacier its stability
in terms of mass balance. The area of interest, the Uummannaq region (see Figure 1.1), is chosen because
all glaciers are within a shielded bay, hence the climatic/oceanic forcing on each glacier can be presumed
to be similar. This allows the glacier evolution to be compared with their specific geometry, i.e., fjord width,
bedrock. The air of this study is to increase the temporal and spatial scale of current observations, and to
extend the knowledge on the role of glacier-specific factors on climate forcing and to validate and improve
models.

Figure 1.1: An overview of the Uummannaq Bay, located in West-Greenland. Red stars indicate the studied glaciers, gray stars indicate
glaciers left out of the study. The orange dots indicate weather stations.

1.1. PROBLEM STATEMENT, MOTIVATIONS AND OBJECTIVES
Outlet glaciers evolution is an important link between climate change and ice sheet mass balance, as they
are the frontiers of ice sheets that interact with the sea and air. Marine-terminating glaciers are key-elements
in the development of an ice sheet, but their evolution due to climate change is not sufficiently understood
to make realistic predictions. Although the parameters and mechanisms are identified that link glacier be-
haviour to climate change, current research has mainly focussed on a select group of, mainly large, glaciers
over short temporal scales. In order to understand the evolution of Marine-terminating glaciers, research
has to be expanded, both spatially and temporally, and focussed on the role of glacier-specific factors to the
sensitivity of climate forcing.

The main objective of this study is therefore to

observe and interpret how different marine-terminating glaciers are responding to a similar cli-
mate forcing.

For this purpose, surface flow velocity and terminus position estimates are made for 7 glaciers in the
Uummannaq-region for a long period (1991 - 2014) and associated to external forcing by sea surface temper-
ature, air surface temperature and sea ice fraction. The Uummannaq region is selected due to its location
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and topography. As the region is located in a bay with one connection to the sea, the conditions within this
region are likely to be the uniform, which enables a proper comparison between individual glaciers.

1.2. RESEARCH QUESTION
Based on the problem statement, motivations and objectives, a research question is formulated:

How do different marine-terminating outlet glaciers respond to a similar climate forcing?

As this question brings up different elements, the question is divided in sub-questions. First, the response
of the glaciers is estimated in terms of terminus position and flow velocity using SAR-images. Second, the
response is subdivided into seasonal and long-term evolution to understand how long-term evolution is ini-
tiated. Third, a relationship between climate forcing parameters and glacier evolution is made. And forth,
the differences between glaciers are evaluated based on their glacier-specific factors, such as fjord-width,
basal topography and terminus-type. The general research question is therefore subdivided into four sub-
questions:

• How to observe and interpret glacier behaviour using synthetic aperture radar?

• What seasonal and long-term evolution can be observed at the glaciers in the Uummannaq-
region?

• How does climate forcing influence the behaviour of glaciers in the Uummannaq-region?

• How do glacier-specific factors influence the behaviour of different glaciers in the Uummannaq-
region?

1.3. OUTLINE
This thesis consists five chapters and one appendix. The current chapter is an introduction to the study. Here
the aim of the study is defined and a motivation is formulated. This is done in the perspective of the current
state-of-the-art understanding of marine-terminating outlet glaciers, and their relevance to ice sheets and
climate change.

Chapter 2 contains the scientific and technical background relevant for this study. The chapter starts with
a description of the glaciological concepts of marine-terminating outlet glaciers, followed by an overview of
Synthetic Aperture Radar (SAR) and how SAR can be used for glaciological observations. The concepts elab-
orated in this chapter serve as a basis for the rest of the thesis.

The algorithms, that were applied to translate SAR images into glacier behaviour, are elaborated in Chap-
ter 3. Here the SAR-processing and post-processing are covered. During the SAR processing, the images are
coregistrated and offsets are estimated. The post-processing follows after, in which equivalent flow velocities
are estimated and an equivalent terminus position is found.

In Chapter 4 the results of this study are presented and discussed. The chapter starts off with an overview
of the climatic evolution in the Uummannaq-area, followed by the glaciological evolution and the topo-
graphic situation. The interactions between the different components, climatic evolution, glaciological evo-
lution and topographic situation, are discussed in the synthesis. Next to this, based on the quality of the
results the used algorithms are also evaluated. Many results have been generated in this study, of which all
the detailed results can be found in Appendix A.

The thesis is concluded with Chapter 5. Here one can find the conclusions that try to answer the research
question and its sub-questions. In addition, recommendations are given for future studies.





2
TECHNICAL AND SCIENTIFIC BACKGROUND

In this chapter the technical and scientific background, relevant for this study, is elaborated. First, the science
behind glaciers and the climate system are considered in Section 2.1, followed by a description of SAR remote
sensing in Section 2.2. In Section 2.3 the principles of radar remote sensing of the cryosphere are discussed
and in Section 2.4 the external data is described.

2.1. GLACIERS AND THE CLIMATE
Glaciers can be found mainly in the polar and mountainous regions. Glaciers found in mountainous regions
are commonly draining from an ice-cap, which are generally found at high elevations where conditions are
cold enough. On exteriors of the Greenland Ice Sheet (GrIS) and Antarctic Ice Sheet (AIS), ice streams are
draining ice to the oceans. According to the IPCC, these ice streams are ’outlet glaciers’ and they are an
integral part of the ice sheet (IPCC, 2013). However, in literature the term ’outlet glacier’ is also used for ice
streams draining ice caps or ice fields (Carr et al., 2013a). In this thesis we are studying outlet glaciers that are
connected to the GrIS and, for convenience, we also refer to them as glaciers.

In this section the glaciological principles are discussed. First in Section 2.1.1 the glaciological concepts
are discussed, followed by a more detailed elaboration of marine-terminating glaciers in Section 2.1.2 and a
description of the regional aspects in Section 2.1.3.

2.1.1. GLACIOLOGICAL CONCEPTS
For a glacier to form, it is required that there is sufficient accumulation (snowfall) to form a compacted ice
mass which will, under the pressure of its own weight, start to move downward. The glacier is in equilibrium
if the ablation (melting, sublimation) is equal to the accumulation. The total Surface Mass Balance (SMB), in
kg per year, defined as Bs , is therefore defined as:

Bs =
∫

ar ea

ḃd xd y (2.1)

where ḃ is the specific balance rate in kg per m2 per year, and it differs along the glacier coordinates x and y .
A positive ḃ means accumulation, a negative ḃ means ablation. ḃ is mainly influenced by temperature, which
is dependent on altitude (when considering a yearly average). The equilibrium line E is defined to be a line at
which ḃ = 0, see Figure 2.1. The area above the line is the accumulation area (mass gain), and the area below
this line is the ablation area (mass loss). As altitude is the most important factor of the equilibrium line, the
Equilibrium Line Altitude (ELA) is introduced. The ELA is a representation of the climatic conditions. If the
climate becomes warmer, the ELA moves up, if the climate cools down, the ELA moves down. In both cases,
the glacier will either decrease or increase it’s ablation area (Van der Veen, 2013).

5
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Figure 2.1: An overview of the accumulation and ablation area of a glacier. The equilibrium line is located at an altitude where accumu-
lation is equal to ablation (melting and sublimation). Apart from ablation, a glacier can lose mass trough calving (Marshak, ).

Apart from the ablation, a glacier can also lose mass by ice discharge to the ocean through iceberg calving
and melt from ocean heat flux. The total Mass Balance (MB) is then defined as:

Bs +C = 0 (2.2)

where C denotes the mass loss by calving (in kg per year). In the case of outlet glaciers, the accumulation zone
is much larger than the ablation zone and it also extents to high altitudes (3 km). Hence, with small accumu-
lation rates the ice-sheet can still be in equilibrium condition (Van der Veen, 2013). Moreover, the SMB of the
GrIS and AIS is positive (more accumulation than ablation) and their mass loss is due ice discharge through
calving and submarine melting.

Glacier flow is driven by gravity. Ice at higher elevations is pulled down, and follows the topography.
The motion of the ice is countered by friction with bedrock, both at the base and at the sides, and by the
longitudinal stress. (Van der Veen, 2013) described a glacier force budget:

∂

∂x
(2HW τxx )︸ ︷︷ ︸

Longitudinal Stress Gradients

+ (τy1 +τy2)H︸ ︷︷ ︸
Friction at sides

+ τbW︸ ︷︷ ︸
Friction at base

=−ρg H
∂h

∂x
W︸ ︷︷ ︸

Driving Stress

. (2.3)

Here the right-hand term is the driving stress, defined by ice thickness H , glacier width W , ice density ρ,
slope ∂h

∂x and gravity g . This driving stress is balanced by resistive forces. The first left-hand side term denotes
the effect of the longitudinal stress gradient, that is a derivative of the average longitudinal stress τxx . In case
of a free floating ice shelf this is the only term to counter the driving stress as there is no friction. The friction
at the sides is represented by the second left-hand term, where τy1 and τy2 denote the contributions from
both sides. The basal friction is represented by the third left-hand term, and this is, in many cases, the most
important force to counter the driving stress (Van der Veen, 2013).

Based on this force balance, it is expected that if the right-hand side is larger than the left-hand side, a
glacier will accelerate until an equilibrium state is found again. Assuming that the driving stress from an ice-
sheet is stable, it is likely that variations in glacier flow are caused by changes of the parameters on the left
side. When the friction parameters become lower due to lubrication (i.e., frictional heating, meltwater), the
glacier is also likely to accelerate. Next to this, a glacier that becomes narrower or thinner will accelerate until
the friction parameters are high enough to resist the driving stress.

2.1.2. MARINE-TERMINATING GLACIERS
Three types of glaciers can be found on the Greenland ice sheet (GrIS): land, marine and ice shelf-terminating
glaciers. They are different due to the extent of their front position, that is defined as glacier terminus. The
first type has a terminus located on land, the second has a terminus located in the ocean (either floating or
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Figure 2.2: Calving events and a meltwater plume as observed from space using a SAR. A shows the waves coming from a recent calving
event. B shows a meltwater plume that rises all the way up to the surface and clears the ice.

grounded) and the latter ends up in an ice shelf (floating). A marine-terminating glacier is also referred to as
tidewater-glacier or calving glacier. Moreover, the different types of glaciers interact differently with external
forcing, i.e., climate change. The glaciological concepts introduced in Section 2.1.1 can be applied on all
glaciers, but this study focusses on marine-terminating outlet glaciers. For this study, we will focus on the
concepts that are important for marine-terminating outlet glaciers, specifically the role of calving, external
forcing and glacier-specific factors.

The vast majority of glaciers on the GrIS are marine-terminating (Moon et al., 2012). The future devel-
opment of the GrIS mass-balance is dependent on the behaviour of these marine-terminating glaciers and
their sensitivity to climate forcing. The definition of a marine-terminating glacier is an "outlet glacier as a
channel of fast-moving ice that drains an ice cap or ice sheet and terminates in the ocean, at either a floating
or grounded margin" (Carr et al., 2013a), meaning that they are not only influenced by air temperature, but
also by sea temperature and seasonal ice concentrations.

CALVING

Marine-terminating glaciers differentiate from land glaciers as they have high calving rates. This holds that
the calving C in Equation 2.2 is high, and that even with a positive SMB Bs a glacier can have a negative mass
balance. Ice discharge is considered to be a dominating mechanism in the mass loss of the existing ice-sheets,
and might have been responsible for the retreat of the Northern ice sheets during the last deglaciation (Nick,
2006). Calving events were also captured in SAR-images, as one can see in Figure 2.2.

The calving flux is defined as the volume of ice that breaks off per unit time and per unit vertical area of
the terminus (Paterson, 1994). From observations, it is shown that water depth is an important factor for the
calving rate. Glaciers with a shallow terminus show less calving compared to glaciers ending in deep water.
Nick (2006) modelled calving is dependent on water depth d , ice thickness at the glaciers front H f and the
calving sensitivity c:

Ċ =−cd H f . (2.4)

The unit of Ċ is m2/ yr, and thus the calving sensitivity c represents the inverse of time (yr-1). The calving
flux Ċ is directly related to the calving rate C when integrated over the width of a glacier, and converting the
volume to mass using the ice density ρi ce . Therefore, the processes influencing Ċ can be directly related to C :
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Figure 2.3: Overview of forcing factors induced by climate (black CAPS) and glacier specific controls (white CAPS). In italic the major
processes (black) and feedback mechanisms (white) are noted (Carr et al., 2013a).

C = ρi ce

∫
wi d th

−cd H f d x (2.5)

The calving sensitivity c is an important parameter for a glacier, as it reflects the sensitivity to calve. How
c is exactly influenced remains a question with the current understanding of calving, but on a generic level it
is suggested to be combination between the flux and the mechanical properties of the ice (Nick, 2006, Nick
et al., 2010). The flux determines the amount of ice that is supplied to the terminus, meaning that a higher flux
meaning that more ice is available to calve. The mechanical properties are complex to capture, but it should
represent the strength of the ice to avoid ice breaking off. Mechanically, calving is related to the stress at the
terminus, if that exceeds the yield stress, the ice will break. Many processes can influence this, deep crevasses
will lead to higher stresses for example, and additional stresses occur if there is water in the crevasses. Ge-
ometric effects also play are role: a wider and/or thinner terminus is likely to have higher lateral stresses,
and thus calving is expected to increase. The presence of sea ice will reduce longitudinal stresses, thereby
decreasing the calving sensitivity. All these aspects are represented by the calving sensitivity c, and this is
an important parameter that is still poorly understood in glacier models. An attempt to model the calving
sensitivity has been performed by Nick et al. (2010) and Morlighem et al. (2016), but they are still generic
approaches that do not capture the complete calving processes, such as the influence of crevasses and but-
tressing.

EXTERNAL FORCING

A marine-terminating outlet glacier loses mass through by runoff (melt) or by calving. The influence of cli-
mate forcing on these processing is important to understand the future evolution of marine-terminating out-
let glaciers. The interaction of marine-terminating glaciers with climate forcing is mainly governed by three
external forcing variables:

• Surface Air Temperature (SAT).

• Sea Ice Fraction (SIF).
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• Ocean Temperature (OT), here it will be differentiated into:

– Sea Surface Temperature (SST),

– Deep Ocean Temperature (DOT).

Their relative importance is different for each glacier, meaning that each glacier responds differently to
climate change. In this study, we will focus on Surface Air Temperature (SAT), Sea Ice Fraction (SIF) and Sea
Surface Temperature (SST). In Figure 2.3 it can be seen that these variables are connected to various physi-
cal processes in and around a glacier, and that they also interact with each other through various feedback
mechanisms, i.e. a warmer SST and SAT leads to a reduction in SIF.

Surface Air Temperature (SAT) has an important role in the SMB, and controls the availability of meltwa-
ter. A higher SAT will lead to a higher ELA, thereby increasing the ablation zone. Meltwater is formed at the
ablation zones and will drain its way to the glacier basin. At the glacier basin a channel system is formed by
the water (see Figure 2.4), that initially is inefficient, leading to pressure below the glacier causing the water
to act like a lubricant. This causes surface uplift, reduces basal stresses and, following from equation 2.3,
leads to high glacier velocities (up to a 200 % increase (Moon et al., 2014)). Depending on topography and
meltwater availability, the system can become efficient when the channel system ends in the ocean and the
water can flow away. Pressure will then drop and the glacier will slow down. This effect has been observed at
several glaciers, and is an important control in a glaciers flow velocity (Moon et al., 2014).

Figure 2.4: Overview of subglacial hydrology. Left is the tunnel system that a glacier has in its winter period, and under the influence
of meltwater availability the system will evolve during spring and summer to a potentially efficient system. In an inefficient system the
meltwater is trapped under the glacier. Consequently, it will act like a lubricant and allows a glacier speed-up. The efficient system does
not necessarily have to form each year (Carr et al., 2013a).

However, the effect of meltwater on interannual behaviour may be limited and of secondary importance
to fast flowing outlet glaciers (Carr et al., 2013b, Nick et al., 2010).

Sea Ice Fraction (SIF) influences the behaviour of a marine-terminating outlet glacier by controlling the
calving sensitivity. In this study, both sea ice (frozen sea) and sea ice melange (icebergs frozen in the fjord) are
considered together by SIF. High concentrations of SIF are suggested to provide buttressing, exerting a small
force on the terminus of the glacier, thereby decreasing stresses at a glaciers terminus and reducing calving.
This effect is illustrated in Figure 2.5. High concentrations of sea ice are only found during winter and spring
periods, and the duration of this period is mainly influenced by sea and air temperature. Terminus advance
only happens when there is enough buttressing, and is commonly observed in winter and early spring (Howat
et al., 2010). Buttressing also decreases glacier flow speed as it acts an additional resistive force, i.e., increasing
the force induced by longitudinal stress gradients (Equation 2.3). Støre Gletscher has been found to show a 14
% speed-up after clearance of the sea ice (Walter et al., 2012). Although SIF are considered to be small forces,
their seasonal presence is suggested to be the difference between a positive or negative MB.

Long-term changes in their seasonal presence are suggested to influence the long-term evolution of marine-
terminating outlet glaciers. When the terminus advance in winter periods is smaller than the terminus retreat
in spring, a glacier will show long-term retreat. SIF is therefore considered to influence both seasonal as well
as long-term evolution (Carr et al., 2013a).

The role Ocean Temperature (OT) on the evolution of marine-terminating glaciers is not completely clear
in literature. It is one of the components that has not reached the level of understanding to allow realistic
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Figure 2.5: An illustration of the formation of sea ice melange. In A) the sea ice has formed and icebergs are frozen in the ice. In situation,
the sea-ice melange provides buttressing, thereby reducing calving rates and slowing down the glaciers. In B) the sea ice has vanished,
and there is no buttressing. (Carr et al., 2013a).

predictions (Bamber et al., 2007). This is mainly due to the fact that accurate oceanic observations at glaciers
are missing. Four mechanisms in the interaction of oceanic forcing on outlet glaciers are identified: subma-
rine melting and thinning of floating sections, grounding line retreat, alternation of calving front geometry at
grounding line and SIF loss due to warming (Carr et al., 2013a). The latter influences the seasonal evolution of
glaciers and can be properly observed, but the other mechanisms are difficult to assess due to the fact that it
happens subsurface, at the grounding line. The absence of subsurface observations means that most studies
use Sea Surface Temperatures (SST) (Moon et al., 2014, Moon et al., 2015) to represent oceanic forcing.

The relative importance of submarine melting on glacier evolution is poorly understood, but potentially
very big. Observations have shown that oceanic forcing acts as an important form of ice ablation, poten-
tially in the order of hundreds of meters in one summer, although varying significantly from one fjord to
the next (Rignot et al., 2010, Rignot et al., 2015). Observations in East-Greenland have shown that there is a
distinct difference in glacier evolution for glaciers in warmer and in colder waters (Seale et al., 2011). Three
distinct water layers, Atlantic Water, Polar Water, Subglacial Fresh Water, and three mixed water layers, Mixed
Water, Plume Water and Surface Water, are identified to be present in the Uummannaq-region (citeauthor-
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Figure 2.6: Two types of termini. The terminus of type A is connected to the grounding line, the terminus of type B has a floating tongue
(Straneo et al., 2013).

Chauche2014, 2014). It is suggested that the Atlantic Water (AW), warm (> 2.5◦C ), salty, subsurface water
originating from the tropics, have triggered a large number of glaciers to retreat (Rignot et al., 2016). The AW
can be found below 250 m, covered by cold (< 1◦C ) Polar Water (PW) and potentially Mixed Water (MW) from
submarine melting. As these waters originate from the ocean, their temperature is denoted as Deep Ocean
Temperature (DOT). Based on these studies, here it is argued that that Equation 2.2 should be extended for
marine-terminating glaciers:

Bs +C +Bo = 0, (2.6)

where Bo is the Oceanic Mass Balance (OMB). Due to the lack of continuous sub-surface observations
and the poor understanding of subsurface processes it is very hard to quantify the OMB.

There is an interesting feedback between meltwater and submarine melting, as meltwater can induce
fjord circulation. An outflow of fresh meltwater leads to buoyancy driven circulation in the fjord, introducing
convection driven melting at the grounding line and forced convection that drives the inflow of deep, warm
ocean waters. This process has a major impact on melting at the grounding line, and therefore meltwater is
likely to result in summertime melting near the grounding line, regardless of ambient seawater temperature
(Rignot et al., 2010, Carr et al., 2013b, Jenkins, 2011). The relative importance of these processes to the long-
term evolution remains unclear, and suggested to be different for each glacier (Carr et al., 2013a).

Sea Surface Temperature (SST) are suggested to mainly influence SIF, and consequently they influence
terminus behaviour. Surface waters are covering the top 15 meters, and consists of a mix of polar waters and
meltwater that is also influenced by solar insolation and atmospheric melting (Chauché et al., 2014).

In this study, data will be presented of Surface Air Temperatures, Sea Ice Fraction and Sea Surface Temper-
ature. It is chosen to use Sea Surface Temperature (SST), and not Deep Ocean Temperature (DOT) as there
is simply no proper long-term record of these temperatures, but also because DOT influences subsurface
processes which are not observed with SAR.

GLACIER-SPECIFIC FACTORS

The processes that influence a marine-terminating outlet glaciers have been discussed, as well as their rela-
tion to climate forcing. However, the role of that climatic forcing variables have on the evolution of marine-
terminating glaciers is different for each glacier. Glacier-specific factors, such as fjord topography, fjord
bathymetry, terminus type, etc, are suggested to control the influence of climate forcing on the glaciologi-
cal processes (Carr et al., 2013a).

The terminus type, grounded or floating, influences the sensitivity to calving (see Figure 2.6). Floating
termini are more sensitive to subglacial melt and, under influence of increased stresses, calving events are
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Figure 2.7: An overview of the terminal moraine shoal that is formed by sediment transport at the glacier bed. The terminal moraine
shoal acts like a sill, and acts a resistive force on the glacier. An advancing glacier has to push the terminal moraine shoal ahead, like a
bulldozer Fischer and Powell (1998).

more likely to occur. Grounded termini are regarded less sensitive, but under influence of oceanic forcing the
grounded line can retreat and the terminus can become a floating terminus. In practice, many glaciers have
an intermediate terminus type, and it is hard to classify glaciers as completely grounded or completely float-
ing. In addition, it is hard to determine which terminus type a glacier has using SAR images. A bathymetric
survey by (Rignot et al., 2015) showed that Rink Isbræ and Støre Gletscher have no typical floating tongue, but
a seasonal tongue can be formed.

Another important aspect of the stability of a glacier to external forcing (SST, SAT, SIF) depends on the
fjord topography. Carr et al. (2013b) found that for a region in Northwest Greenland the behaviour of specific
glaciers is mainly influenced by their topographic situation. A narrow fjord width relaxes lateral stresses, that
will lead to a reduced calving sensitivity c and thus leads to a relatively stable MB. Similarly, a shallow fjord
lowers the calving flux according to equation 2.5. Glacier terminus retreat is therefore observed to be step-
wise, from narrow section to narrow section.

Fjord bathymetry is considered to be an important control on the long-term evolution of a marine-terminating
glacier. Most marine-terminating glaciers form a terminal moraine shoal by sediment deposit at its terminus
location (illustrated in Figure 2.7), thereby creating a stable position in the fjord by decreasing the calving flux
(Bs +C = 0). During a period with a high SMB or a low calving flux (Bs +C > 0), the glacier is able to advance
slowly, thereby pushing its moraine shoal (Powell, 1990) in front of its terminus. In this situation, it can sus-
tain relatively low calving flux until it advances to a position where it remains in equilibrium. If at some point
the SMB decreases or the calving sensitivity c increase, the glacier may leave it’s equilibrium (Bs +C < 0),
followed by a retreat into deeper waters where it’s calving flux is increased even more. This positive feedback
enhances rapid retreat (Nick, 2006). Consequently, marine-terminating glaciers have observed to be either
slowly advancing or rapidly retreating (Post, 1975, Meier and Post, 1987).

Where a retreating land-terminating glacier will re-advance the moment the SMB becomes positive again,
a marine-terminating might not be able to due to its increased calving flux. On the contrary, the SMB might
also become more negative during its rapid retreat. It is suggested by Fischer and Powell (1998) that the ter-
minal moraine shoal also provides a restraining force (basal) against glacier flow. As can be seen in Equation
2.3, a decrease in basal resistive forcing will cause a glacier to accelerate. An increase in velocity will lead to
thinning (Van der Veen, 2013), that will lead to a larger ablation area and that in turn lowers the SMB. Re-
treat of a marine-terminating glaciers leads to a lower SMB and a higher calving flux. Hence, variations in the
mass budget can put a marine-terminating glacier in a positive feedback loop, that is irreversible until a new
equilibrium position is found. This is confirmed by observations, which found that retreat of the terminus
position leads to a decrease in restraining forces and can lead to a rapid speedup, as for example observed at
Alison glacier where velocities increased up to 63 % (Carr et al., 2013b). In conclusion, the terminal moraine
shoal facilitates a stable position of the terminus, but enhances rapid retreat when the terminus retreats from
this position.

Carr et al. (2013b) also states that the magnitude of seasonal retreat is dependent on the forcing param-
eters during the summer period, but that the magnitude of interannual retreat is in particular influenced by
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the topographic situation and not directly by forcing parameters. This is illustrated by the fact that Igdlugdlip
Sermia terminus position was stable in a narrow fjord situation for several decades, but is expected to retreat
rapidly as the inland fjord topography might facilitate this retreat. This behaviour is confirmed by Moon et al.
(2015), as observations showed that meltwater is important for a glacier’s seasonal behaviour, but interannual
changes are imposed by terminus changes. These observations are in line with the expected behaviour ac-
cording to the rapid retreat scenario described earlier, where retreat of marine-terminating glaciers imposes
a positive feedback that, even during colder periods, is sustained until the calving C is small enough to bal-
ance the SMB (either by a reduced calving sensitivity c or a lower fjord depth d). Questions remain about how
these patterns connect at different timescales and across different regions, and in what timescales glaciers
are able to build a new marine shoal.

CLASSIFICATION OF SEASONAL BEHAVIOUR

As each glacier and its sensitivity to external forcing is unique, it is also expected that glaciers show a different
seasonal behaviour. This is important to understand, because seasonal behaviour might have consequences
on the long-term stability of a glacier.

The seasonal behaviour of glaciers can be divided into three classes (Moon et al., 2014): terminus con-
trolled behaviour, meltwater driven without an efficient drainage system and meltwater driven with an effi-
cient drainage system. The first type does not occur often on a regular basis, in contrary to the latter two. The
latter two are closely connected, with the note that an efficient drainage system does not have to be formed
each year. It was observed that in low-melt regions an inefficient system was sustained, leading to an early
summer speed-up and relatively stable speeds the rest of the year. In high-melt regions the channel system
became efficient, leading to a late summer minimum. One can see this as an negative feedback, where more
meltwater does not lead to increased glacier velocities, but to a quicker formation of an efficient drainage
system leading to reduced glacier velocities (Moon et al., 2014).

2.1.3. REGIONAL ASPECTS
The glaciological concepts of marine-terminating outlet glaciers have been introduced, and it has been dis-
cussed that marine-terminating glaciers are influenced by climate forcing, and that glacier-specific factors
are controlling this influence. However, most studies performed on GrIS outlet glaciers are mainly focussed
on a small number of large glaciers (Jakobshavn Isbrae, Hellheim, Petermann). The conclusions and rela-
tions found on those glaciers should not be extrapolated to all GrIS glaciers without studying more glaciers
and during a longer time-span (Carr et al., 2013a). The aim of this study is to study more glaciers during a
longer time-span, and to identify which factors play a role in their different sensitivity to climate forcing.

Therefore, it is especially interesting to compare seasonal and long-term behaviour of glaciers which are
subject to approximately the same climate forcing, over a prolonged period of time. For this thesis the Uum-
mannaq region is considered, a shielded fjord system in west-Greenland that is connected to Baffin Bay with
a 50 km channel. It came to its name by the little village, Uummannaq, that is build on a rock in the mid-
dle of the fjord system. This region has been chosen for the research of because of its data availability and
the shielded topographic situation. There is much data coverage from 1992-2014 over this region, and also
SST, SAT and SIF data is available. Next to this, the shielded fjord system makes that SAT, SIF and SST can be
considered approximately the same over the region, making it possible to compare the behaviour between
glaciers under the same climate forcing. Ten Glaicers can be found in this region, as depicted in Figure 2.9, of
which Støre glacier and Rink Isbræ are the largest and most observed. Based on data availability it is chosen
to study 7 of the 10 glaciers, including the fast flowing Støre glacier and Rink Isbræ.

In Figure 2.8 the yearly discharge of the Greenlandic glaciers is given, which shows that the the 15 largest
glaciers are responsible for 50% of the cumulative discharge for the GrIS. Two of the glaciers in the Uummannaq-
region, Støre glacier and Rink Isbræ, can be found in the top 15.

The largest and most studied glacier of the GrIS, Jakobshavn, is only 100 km South of Støre Gletscher. It
showed a rapid retreat and acceleration after the breakup of its floating tongue. As this glacier is close to the
region of interest, it is interesting to understand when, why and how it retreated. It was observed that it re-
treated 20 km after the Little Ice Age (that lasted until 1850) until it found a stable position around 1950. In
1997 the 15 km long floating tongue started to collapse and in 2004 it was completely dissolved (Nick et al.,
2010). During this period the glacier accelerated from 6 km/yr to 13 km/yr, and the speed-up has observed
to propagate inland together with sustained thinning. Many studies have been performed to understand the
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rapid retreat of Jakobshavn (Nick et al., 2010). It is suggested that the collapse of the ice-tongue followed after
a sharp decline of sea ice and due to oceanic forcing at it’s grounding line (Joughin et al., 2008). The glaciers
in the Uummannaq-region might have the potential to undergo a similar retreat and acceleration, and are
therefore interesting to study.

Figure 2.8: Overview of the yearly drainage in 2000 for the Greenlandic glaciers (Enderlin et al., 2014). Rink Isbræ and Støre Gletscher are
among the top contributors to drainage.

Figure 2.9: Overview of the Uummannaq-region in West-Greenland. The red stars indicate glaciers that are considered in this study, the
gray stars indicate glaciers that are not considered. The orange dots indicate the location of the DMI meteorological stations that are
used.
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PRIOR RESEARCH ON GLACIER BEHAVIOUR FOR THE STUDY AREA

The glaciers in the Uummannaq Bay have been examined before in various researches. Howat et al. (2010)
also selected this region for his research in understanding seasonal variability between 2000-2009, using op-
tical images. He selected six glaciers which had an ice front wider than 3 km, apart from Rink Isbræ and Støre
glacier also Sermeq Silardleq, Kangerdlugssup Sermerssua, Umiamako and Ingia Isbræ were selected. Moon
et al. (2014) also did observations for Rink Isbræ and Støre glacier, Sermeq Silardleq, Kangerdlugssup Serm-
erssua, and additionally also for Kangilleq Isbræ. She used TerraSAR-x images to estimate velocities between
2009 - 2013, and also classified the seasonal patterns as described in Section 2.1.2. Rignot and Mouginot
(2012) made velocity estimations for 243 glaciers (wider than 1.5 km) in 2008 - 2009, among which the ten
glaciers in Uummannaq were considered. Støre and Rink Isbræ were listed as the 5th and 6th fastest glacier
in Greenland, although it in Figure 2.8 it can be seen that their discharge is less significant. The results of
these studies for the Uummannaq region are listed in 2.1, and will be elaborated further more. For this study
the same glaciers are selected as in Howat et al. (2010).

Inngia Isbræ and Umiammakku Isbræ showed stable front position and ice velocities between 1999 and
2003, but front positons retreated quickly between 2003 and 2009 and velocities increased (Howat et al., 2010).
Rignot also analysed flow patterns on the GrIS, and identified 7 flow sectors. Remarkably, Inngia Isbræ and
Umiammakku Isbræ are in the Northwest sector while the other glaciers are in the west area. This might have
implications for meltwater availability from the ice sheet in comparison to the other glaciers.

Rink Isbræ and Kangerdlugssup Sermerssup show a large seasonal oscillations in both front position as in
velocity, but no multi-year change was observed (Howat et al., 2010). In 2009, 2010, 2011 and 2012 Rink Isbræ
was classified as terminus controlled, but in 2013 the glacier was classified to behave according to an efficient
drainage system. (Moon et al., 2014).

Støre Glacier has been very stable for the last 40 years with a 200 m seasonal oscillation of the front po-
sition. Speeds were considered to be stable, but in 2002 and 2005 a sudden deceleration was observed. This
deceleration was explained by lake drainage on 17 km inland of the glacier front, which must have led to a
quick formation of an efficient drainage system Howat et al. (2010). This seems to be the main driver for
this glacier, as it was classified to have an inefficient drainage system (2009, 2013) and an efficient drainage
system (2012). The mean velocity between 2009 - 2013 was about 3824 m/yr with only 9% seasonal variation
Moon et al. (2014).

Additional research has been performed on Støre by Todd and Christoffersen (2014) using a calving model.
A Navier-Stoke simulation was run on the various forcing mechanisms, and it confirmed that terminus posi-
tion and glacier flow velocity are highly correlated, and that buttressing pressure from the sea-ice melangé is
key in seasonal advance and retreat (and confirmed by Walter et al. (2012)).

Table 2.1: Overview of the selected glaciers in the Uummannaq region for this study and the observed speeds from earlier researches.
Velocities are given in m/yr.

Glacier Latitude Longitude vRignot vHowat vMoon ampMoon

Inngia Isbræ 72.033 52.611 980 913 - -
Rink Isbræ 71.759 51.606 4181 4015 4542 10 %
Umiammakku Isbræ 71.744 52.939 1281 1095 - -
Kangerlussuup Sermersua 71.462 51.318 1649 1642 1763 45%
Sermilik 70.639 50.583 583 - 1483 21%
Lille Gletscher 70.523 50.525 471 - - -
Støre Gletscher 70.401 50.549 3678 3650 3824 9%

PRIOR RESEARCH ON FJORD CONDITIONS FOR THE STUDY AREA

The Uummannaq bay is connected to Baffin Bay by a deep channel of approximately 450 m depth (Jakobsson
et al., 2012 and Dowdeswell et al., 2014), which provides a direct route to Atlantic Waters (AW) to the fjord
(see Figure 2.10 and 2.11).

The subsurface melting process, as described by Jenkins (2011) and Rignot and Mouginot (2012), was ob-
served in at Rink Isbræ and Støre as well by Rignot et al. (2015). It was found that deep, warm Atlantic water
was present below 200-250 m and was driving submarine melting at both glaciers. Rignot et al. (2016) per-
formed a bathymetric survey in the Uummannaq Bay, and concluded that fjord conditions vary significantly
from fjord to fjord. Some glaciers are located in deep fjords, allowing warm, salty AW to be in contact with
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Figure 2.10: The Atlantic ocean currents around Greenland. The numbers indicate the ocean temperature (Straneo et al., 2013).

Figure 2.11: The connection of the Uummannaq Bay to the Atlantic Waters and the bathymetry in the fjord obtained from multibeam
echo sounding data. It can be seen that the fjord in the South are generally deeper than the fjords in the North. (Rignot et al., 2016)

the glaciers fronts, but some glaciers are located in shallow fjords (> 200m) and are only in contact with PW.
Glaciers in contact with AW did not show any retreat, but some shallow glaciers were found to retreat. In the
research by Rignot et al. (2015) it became clear that Støre Gletscher only has a periodical floating tongue and
that Rink Isbræ has a small floating section. For the other glaciers it is unknown if they have a grounded or
floating terminus. Todd and Christoffersen (2014) performed a stability analysis that lead to the conclusion
that glacier advance will be limited in a warmer climate, and that submarine melting has a limited effect on
Støre. The glacier is very stable due to the front position in a ’bottleneck’, but once that position is lost, a rapid
retreat of 28 km is predicted due to a wide and deep fjord situation.
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This was mainly induced by the forced convection mechanism, allowing inflow of these warmer waters.
As Rink Isbræ is deeper (approx 750 m) than Støre Gletscher (500 m), the, a larger portion (approx 75%) of
the ice front is affected by submarine melting compared to Støre (approx 40%). This has implications for
the calving face, which is flat at Rink Isbræ and crenulated at Støre. Another important effect mentioned by
Chauché et al. (2014), is that the height of the convection plume is influenced by the amount of runoff. If
there a high runoff, the plume becomes visible at the surface as can be seen in Figure 2.2.

2.2. REMOTE SENSING WITH SAR
In this study, images made by a Synthetic Aperture Radar are used to observe glacier behaviour. Synthetic
Aperture Radar (SAR) is an imaging radar system that both emits and receives radio waves, and uses a side-
looking antenna to illuminate the Earth surface (Hanssen, 2001). A SAR acquires both the amplitude as well as
the phase of the backscattered signal, making it a coherent radar. SAR images are used for many applications,
and have shown to be useful for glaciology (Joughin et al., 2010b). Although both amplitude and phase can
be used for glaciological applications (Joughin et al., 2010b), in this study only the amplitude is considered
due to a limited availability of stable-phase images.

A big advantage of SAR is that it can penetrate clouds and it is not bound to daylight conditions. In this
project, this aspect has been key for the decision to use SAR remote sensing to observe the area of interest, as
its northern location implicates that daylight is absent during winter.

In this section the remote sensing principles of SAR, relevant for this study, are elaborated. First in Section
2.2.1, a theoretical description of the SAR backscatter properties is given. In Section 2.2.2 an overview is given
of the available data and in in Section 2.2.3 an overview is given of SAR processing.

2.2.1. SAR BACKSCATTER
A SAR system observes the reflections from a scene on the Earth’s surface. As amplitude SAR images are used
in this study, it is important to understand this process. In a natural scene, i.e., mountains, water, snow, ice,
there is no single scatterer that dominates a resolution cell, hence a pixel is the combination of many scatter-
ers that are referred to as distributed or partial scatterers (Ogilvy and Ogilvy, 1991, Beckmann and Spizzichino,
1987, Ferretti et al., 2007, Hanssen, 2001). In this case, the reflected signal for each resolution cell is the com-
bined reflection of all the independent scatterers within this resolution cell. As the detailed structure of a
scatterer is not known, its properties can only be described statistically. The physical processes behind these
scatterers are mainly due to surface or volume scattering, meaning that scattering occurs when an EM wave
reaches a surface, or by dielectric discontinuities in a volume(Ulaby et al., 1986, Martınez, 2003).

An image pixel can be described as the summation of many independent scatterers (Beckmann and
Spizzichino, 1987). Consider the signal zi of an individual scatterer:

zi = Ae iφ, (2.7)

where A denotes the amplitude and φ the phase. The received signal at the SAR system for each resolution
cell is the summation of each individual scatterer (Beckmann and Spizzichino, 1987):

z =
N∑

k=1
Ak e iφk . (2.8)

The complex signal can be described by a real part x and a imaginary part y:

z = x + i y, (2.9)

or:

z =
N∑

k=1
Ak cos(φk )+ i

N∑
k=1

Ak sin(φk ). (2.10)

The statistics of x and y satisfy the Central Limit Theorem and converge to a real valued, zero-mean,
Gaussian probability density function (pdf). This only holds under these assumptions (Hanssen, 2001):

• No dominant scatterer exists, which generally holds for natural scatterers.
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• The phase of every individual scatterer is uniformly distributed, which holds as a resolution cell is
much larger than the wavelength.

• The phases of the individual scatterers are uncorrelated, which should hold as correlated scatterers
have different scatter centers.

• The amplitude and phase of every scatterer must be uncorrelated, which can be assumed because
the phase delay is independent of the scattering magnitude.

This means that the expectation value of x and y is zero:

E {x} =
N∑

k=1
E {Ak cos(φk )} = 0, (2.11a)

E {y} =
N∑

k=1
E {Ak sin(φk )} = 0, (2.11b)

and therefore:

E {z} =
N∑

k=1
E {Ak cos(φk )}+ i

N∑
k=1

E {Ak sin(φk )} = 0. (2.12)

Using the assumption that the sum of the real part x and imaginary part y are uncorrelated and have
the same variance, the behaviour of the complex signal z is then defined as a circular Gaussian distribution,
visualized as a two-dimensional random walk in Figure 2.12, with an expectation value of zero. The variance
of the signal is dependent on the nature of the scatterers (Beckmann and Spizzichino, 1987):

D{x} =
N∑

k=1
D{Ak }E {cos2(φk )} = N

2
D{A}, (2.13a)

D{y} =
N∑

k=1
D{Ak }E {sin2(φk )} = N

2
D{A}. (2.13b)

Figure 2.12: Random Walk within a SAR pixel. The length of the arrows denote the amplitude A and the angle is the phase φ. The
summation of the different scatterers, coherent superposition, can be seen as a random walk in a 2D space.

The variance is defined as σ2 = N
2 D{A}. The variance of the complex signal z can be rewritten as:

E {|z|2} = E {x2}+E {y2} = 2σ2. (2.14)
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And the pdf of the complex signal z can be described by (Beckmann and Spizzichino, 1987):

pdf(x, y) = 1

2πσ2 exp
−(x2+y2)

2σ2 . (2.15)

This pdf describes the signal for a complex sum, but in this form it does not relate to any physical process.
The amplitude and phase are described by:

A =
√

x2 + y2, (2.16a)

φ= arctan2(y/x). (2.16b)

Using these relations the pdf of the complex signal can be described as a function of phase and amplitude
(Hanssen, 2001):

pdf(A,φ) = A

2πσ2 exp− A2

2σ2 . (2.17)

And the marginal pdf’s of the amplitude and phase are then (Hanssen, 2001):

pdf(A) = A

σ2 exp− A2

2σ2 , (2.18a)

pdf(φ) = 1

2π
. (2.18b)

From these equations it can be stated that the amplitude follows a Rayleigh distribution and the phase is
uniformly distributed. The latter is an important conclusion as it shows that the phase of a scatterer does not
contain information about the scatterer, and can be regarded independent (Martınez, 2003). When consider-
ing the intensity (I = A2), equation 2.18a can be rewritten to:

pdf(I ) = 1

2σ2 exp− I
2σ2 , (2.19)

which is an exponential distribution, with a mean value of E {I } =σ2 and a variance ofσ. The varianceσ is de-
pendent on the incidence angle and the normalized radar cross section, defined as the fraction of the intensity
intercepted and returned (Bamler and Hartl, 1998, Hanssen, 2001). In turn, normalized radar cross section is
affected by moist content (i.e., electrical properties of the soil) and surface geometry (i.e., roughness, slope).
Consequently, the variance of the amplitude is mainly influenced by the properties of the terrain.

In Figure 2.13 an overview is given of the pdf functions for different types of terrain. It can clearly be seen
that a ’dark’ terrain type leads to pixels with a low amplitude, while a ’bright’ pixel can have amplitude values
ranging from low to high. This means that the amplitude of a reflective terrain-type leads to a higher ampli-
tude variance. The relevance for this project is the difference between wet and dry snow, as wet snow has a
lower reflectivity than dry snow. A transition from dry to wet snow is therefore likely to influence the ampli-
tude tracking results. The principle between different types of snow in relation to the reflected amplitude is
discussed in Section 2.3.2.

The amplitude variations of an image, as described by the pdf, are known as ’speckle’ (Hanssen, 2001).
This implies that pixels with the same terrain cover will lead to different amplitude reflections. Speckle is
regarded as noise in some studies, but the speckle pattern contains information about the subresolution
structure of the reflection and in this study that is an important source of information (Bamler and Hartl,
1998). Although it is a random process, speckle patterns are correlated in time and can therefore be used for
estimating cross-correlations (Joughin et al., 2010b).

2.2.2. MISSIONS AND DATA
The first European spaceborn SAR was mounted on the European Remote Sensing satellites (ERS-1 and
ERS-2) that were launched at the early 90’s and mid 90’s, respectively. Many successors were launched af-
ter, such as Envisat, ALOS, RadarSAT-1 and 2, TerraSAR-X, and the recently launched Sentinel-1 (ESA). The
radar frequency they are operating on differs from mission to mission meaning that they will observe differ-
ent backscattering. Next to this, they also feature different properties such as resolution and swath-width.
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Figure 2.13: PDF functions for phase, amplitude and intensity for different types of snow (Wilson et al., 2005). The dark and bright pixel
values are arbitrary values, to highlight the difference of their pdf.

In this project, SLC data was acquired by ERS-1/2, EnviSAT and TerraSAR-X with observations ranging from
the early 90’s till the end of 2013. The satellite missions that are relevant for this project are listed with their
characteristics in Table 2.2. Although launched and operational, Sentinel-1 images are not considered as
more advanced processing is required because the images are acquired in a TOPS (Terrain Observation by
Progessive Scanning) mode (Oost et al., 2015).

Table 2.2: Selected satellite missions (van Leijen, 2014). ∆ az, ∆ sr and ∆ gr are the azimuth spacing, slant-range spacing and ground-
range spacing, respectively. ∆ T is the temporal baseline. * Orbital configuration between 14-Apr-1992 to 21-Dec-1993 and 21-Mar-1995
to 10-Mar-2000. During the overlapping periods of ERS-1 and ERS-2 they were in tandem phase (1 day difference).

Satellite Period
Frequency

Band
∆ az [m] ∆ sr [m] ∆ gr [m] ∆ T [days]

Swath
Width [km]

Orbit
Height [km]

ERS-1 1991 - 2000 C-Band 4 7.9 20.0 35* 100 785
ERS-2 1995 - 2011 C-Band 4 7.9 20.0 35 100 785
ENVISAT 2002 - 2010 C-Band 4 7.8 20.1 35 105 785
TerraSAR-X 2007 - present X-Band 1.9 1.3 2.1 11 30 514

In Figures 2.14 and 2.15 an overview is given of the available frames and images used for this thesis. In
total, 665 images (≈ 2 TB) were processed of which 76 images failed during coregistration (see Figure 2.16).
The selected satellite missions feature different specifications which that might influence the results:

• Temporal Baseline, the time between two acquisitions, is important due to decorrelation, loss of sim-
ilarity, of the glacier in time. Depending on a glaciers speed, decorrelation happens within days to
months (Joughin et al., 2010b).

• Image Resolution, will influence the accuracy of the estimated glacier velocity and the accuracy of the
digitization of the terminus (Gray et al., 2001).

• Operating Band influences the reflection as each wavelength is sensitive to other object sizes and prop-
erties. Another relevant aspect for glacier studies is the penetration depth, as this will influence where
the backscattering comes from (Konig et al., 2001). A larger wavelength will penetrate deeper and will
maintain a better temporal stability, but short wavelengths provide more information about the wet-
ness and roughness on the surface (Konig et al., 2001, Floricioiu and Gottwald, 2008, Rignot et al., 2001).

• Polarization, the orientation of the electric field vector with respect to the propagation direction of
waves, leads to different backscattering for different types of snow and ice. But as all images in this
project are made in VV or HH (vertical and horizontal orientation), this aspect is not relevant (Xu et al.,
2012, König et al., 2000).

The images of ERS and EnviSAT have comparable resolution, swath width and are made with C-band.
TerraSAR-X images have a higher resolution, a smaller swath width and are made with X-band. This means
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Figure 2.14: An overview of the frame locations and glaciers. The blue frames are made by ERS1/2, green frames are made by EnviSAT
and red frames are made by TerraSAR-X. Black points indicate the glaciers studies in this thesis, gray points indicate glaciers that are not
considered because they are not covered by TerraSAR-X. From North to South, the glaciers are Inngia Isbræ, Umiammakku Isbræ, Rink
Isbræ, Kangerlussuup Sermersua, Sermilik, Lille Gletscher and Støre Gletscher.

that the amplitude of the images is different due to different backscatter properties. Fortunately, there is an
overlap between the different missions, meaning that their estimates can be compared.

It should be noted that ERS-2, which operated until 2011, had a gyroscope failure in January 2001 meaning
that its yaw angle could not be controlled. In Figure 2.17 an overview of the situation of the gyroscope is
given with the corresponding orbital tube, where it can be seen that there is a 2 year period in which the
satellite was in a significantly wider orbital tube. Using advanced orbital calculations a new yaw control
mode (YCM) was introduced, where the mean yaw per orbit is used to control satellite yaw in the next orbit,
that made it relatively stable (Miranda et al., 2003). In the processing, most coregistration problems were
encountered during the first year after the gyroscope failure. The amplitude signal is a little degraded and for
interferometric purposes the phase instability was too significant. The implications for this project are that
the coregistration of these images requires more coregistration windows.

2.2.3. SAR IMAGE PRODUCTS

In order to make use of SAR images, several processing steps are applied. Raw SAR images that are acquired
have to be focussed in order to obtain a Single Look Complex (SLC) image which is useful for (In)SAR pro-
cessing. For this process the instrument properties have to be known in detail and this process is commonly
done by the satellite operators themselves (ESA).

SLC products are images with complex information (amplitude and phase). Their 2D spacing is not based
on ground range geometry but on slant range geometry (pixel: range to the scatterer, line: interval of obser-
vations in azimuth). This implies that there is varying ground range spacing between pixels. These products
have to be coregistrated on top of each other to create a stack, a series of images, where each pixel is resam-
pled to match the pixel in the other images. Normally this is done to an accuracy of 0.1 pixel for stripmap
products (Scheiber et al., 2015). Coregistration can be done by image matching techniques and/or by geo-
metric processing using a Digital Elevation Model (DEM).

For this project, also Ground Range Detection (GRD) images were needed for digitization of the terminus
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Figure 2.15: An overview of the available images in the project. The red images are made by TerraSAR-X, green images are made by
EnviSAT and blue images are made by ERS1/2. The upper part ones shows the ascending images and the lower part shows the descending
images.

Figure 2.16: An overview of the successful and failed images during the project. All failed images failed during coregistration. Most
images that failed were ERS-1/2 images, and this was due to the gyroscope failure. One stack was discarded (15 images) because no
proper geocoding could be performed.

Figure 2.17: Configuration of the ERS-2 piloting modes and corresponding orbit dead-band evoluation (Miranda et al., 2003).
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line. Here the amplitude information is geocoded based on a DEM and reprojected on a equidistant grid.

2.3. GLACIOLOGICAL OBSERVATION WITH SAR
In this section the observations of glaciers and ice-caps using SAR are described. In Section 2.3.1 the estima-
tion of velocity is described and discussed, followed by the amplitude properties of snow and ice in Section
2.3.2. In Section 2.3.3 an overview is given of the SAR acquisition geometry and concluded by the terminus
position estimates in Section 2.3.4.

2.3.1. OVERVIEW OF DISPLACEMENT ESTIMATION TECHNIQUES
To observe velocity in a SAR-image there are several methods available, all with their own capabilities and
limits. Offset tracking, as described in Section 2.3.1, relies on tracking patches of pixels using their specific
properties. Interferometry and spectral diversity uses phase difference information to estimate displace-
ments.

OFFSET TRACKING

With offset tracking, one tries to estimate displacements in the image. This can be done by tracking features,
such as crevasses, speckle patterns etc, using either coherent or incoherent cross-correlations.

Estimating cross-correlations, in radar processing also known as ’speckle tracking’, uses amplitude infor-
mation in a radar image to estimate a cross-correlation function between two images to estimate displace-
ments. The accuracy is about 0.1 pixel for radar images (using oversampling) and the technique still works
over featureless areas (Joughin et al., 2010b), such as ice sheets. The technique has proven to work for fast-
flowing glaciers with a quick decorrelation (Gray et al., 2001).

The cross-correlation can be estimated both coherent (CCC, using phase and magnitude information) or
incoherent (ICC, solely magnitude information). When the coherence γ is maximum, γ = 1, the variance of
CCC is theoretically regarded better with a factor 1.8 compared to ICC (De Zan, 2014), and for lower values
of γ the variance of CCC with respect to ICC is even better. Although it is theoretically more accurate than
ICC, CCC requires the phase signal to be stable and both the reference phase as well as the topographic phase
has to be removed. As most available data consists of old images (ERS-1/2, EnviSAT), with large temporal
and perpendicular baselines and gyroscope malfunctioning, applied on a remote and dynamic region, ICC is
the regarded most reliable and feasible method. For this project this technique is therefore the most suitable
technique. Although a matter of definition, ICC can be described as ’amplitude tracking’ and CCC can be
described as ’coherent tacking’.

Normally amplitude tracking is used for the coregistration of an image pair, as orbit information alone is
generally not accurate enough. To obtain glacier velocities, one is interested in the residual displacements
that remain after a proper coregistration of two images. It should be noted though, that the non-stationary
(i.e. water, glaciers) areas should not influence this coregistration to avoid a misregistration.

Although very similar, texture tracking is based on a statistical description of the amplitude signal and not
on (complex) cross-correlations. Using a Fisher distribution the pdf of the amplitude signal of a SAR image is
calculated, and using a maximum likelihood method the offset between two images can be calculated. The
accuracy is similar or better to ICC, but the method has not been used on broad scale. The main advantage
of this method is that it has the potential to combine information from different polarizations. As there is no
multi-polarized SAR data available in this project, this method is discarded. For future mission with multi-
polarized capabilities (Sentinel-1) this might be an interesting method (Harant et al., 2011, Erten et al., 2009).

INTERFEROMETRY

Interferometry uses the phase-difference between two radar images to estimate displacement. This differ-
ence is only known modulo 2π, which is represented in the form of fringes throughout the image. One ob-
serves the topography as well as deformation. As one merely wants to observe deformation, the topography
should be removed properly. In order to obtain usable information about the phase, the image pair should
be sufficiently coherent. As glaciers are moving objects, decorrelation is inevitable. Temporal decorrelation
happens once the relative position of individual scatterers within a pixel change on the scale of half of the
wavelength, in the timeframe between two acquired images. If applied properly, this method can be very
accurate (millimeter precision). In figure 2.18 an example is shown of the Rutford Ice Stream(Joughin et al.,
2010b).
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Figure 2.18: An ERS-1 SAR interferogram (a) and the corresponding ice stream zones for Rutford Ice Stream (b) as created by Goldstein
and others (Joughin et al., 2010b).

Depending on the outflow speed of a glacier, decorrelation happens within days to months. Although the
surface of a glacier moves with the glacier, its appearance does not necessarily have to change. As long as the
scatterers undergo small changes relative to the wavelength, coherence can be maintained. In practice this
is a complex process, as the glacier experiences friction on its base (basal drag) and on the sides (side drag).
The side drag induces shear forces, causing quicker changes leading to tight fringes, aliasing or decorrelation.
Another dominant source of decorrelation is accumulation. These effects can be seen in figure 2.18b. Using
interferometry to estimate glacier displacement is, with a 35 day baseline, limited to glacier speeds up to 125
m/yr (Gray et al., 2001), which is exceeded by all the glaciers in the Uummannaq region.

Observations are done in the line-of-sight (LOS) direction of the satellite, so a phase-difference contains
both horizontal and vertical deformation. For glacial studies, an assumption can be made that the defor-
mations perpendicular to the slope are zero. This holds that the measured displacement in LOS is actually
surface-parallel. With this assumption it is possible to obtain a solution in two orientation dependent di-
rections, stated that there is enough knowledge about the slope. If this assumption does not hold, i.e. sub-
mergence/subsidence, then this method can lead to errors. Another solution would be to obtain 3D velocity
vectors by having multiple observations from different look angles (Joughin et al., 2010b).

SPECTRAL DIVERSITY

Originally developed as coregistration method, spectral diversity observes motion by estimating the misreg-
istration (similar to cross-correlations) (Van Oostveen, 2014). Two inferograms can be generated from two
SAR-images by using a band pass filter. Summarized, the differential phases can be converted into a timing
error that, in turn, can be converted into an offset. This process has to be performed in both azimuth and
range direction in order to obtain a 2D velocity estimate and implies that the topography and orbit are known
(Van Oostveen, 2014).

The main advantage of this method is that it can be more accurate than cross-correlations and requires
no phase unwrapping (in contrast to interferometry), so it can also be applied on high ice speeds. However,
it less accurate than interferometry and requires a stable phase. As a stable phase signal might not be present
in a big part of the ERS-1/2 data, see Section 2.2.2, this method is discarded for this project.
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COMPARISON OF METHODS

The methods discussed in the previous sections have different characteristics and properties. In order to
make a proper assessment on which set to use, a trade off is performed by comparing the different prop-
erties in Table 2.3. For this project four aspects are important considerations: implementation, accuracy,
maximum traceable velocity, sensitivity to decorrelation and dependency on a stable phase. The latter three
aspects are specifically important for this project, as high velocity marine terminating glaciers are considered,
with a quick decorrelation and with old ERS data as described in Section 2.2.2. Implementation refers to the
availability in DORIS and the feasibility to implement it in DORIS.

Table 2.3: Trade-off of the discussed Velocity Estimation methods. *The accuracy of texture tracking increases when multiple polariza-
tions are available (Harant et al., 2011, Erten et al., 2009).

Method Accuracy Implementation
Maximum
Traceable
Velocity

Decorrelation
Sensitivity

Stable
Phase

Dependency

Amplitude Tracking (ICC) - ++ ++ + ++
Coherent Tracking (CCC) o o ++ ++ –
Texture Tracking - – ++ ++* ++
Interferometry ++ ++ – – –
Spectral Diversity o + ++ ++ –

Based on the dependency of calibrated phase, three methods are discarded: 1) coherent tracking, in-
terferometry and spectral diversity. They are discarded because the best timeseries are ERS images, which
(partially) consists of an unstable phase (see Section 2.2.2). ICC is therefore regarded to be the best method
for this project. Texture tracking is theoretically a better method, but it is not implemented in DORIS and will
require a lot of resources to do so. Next to this, it is a new method that is only applied once in Erten et al.
(2009), and its main extra benefit is in multi-polarized data (which is not available in this project). The added
value of texture tracking with respect to ICC is not big enough to use resources on implementing it, although
it is recommended to explore this method for future research with Sentinel-1.

2.3.2. AMPLITUDE PROPERTIES OF SNOW AND ICE
The amplitude is a representation of the amount of signal that is reflected, as discussed in Section 2.2.1. As
the amplitude is used for estimating offsets with ICC offset tracking, the terrain properties of the reflected
amplitude from ice and snow are important considerations. Although the reflection is also dependent on the
incidence angle, a dominant factor is the state at which the ice or snow is in (Fahnestock et al., 1993, König
et al., 2000). As one can see in Figure 2.19 the SAR amplitude reflections are varying with the seasons.

Figure 2.19: Two TerraSAR-X acquisitions of Støre Gletscher acquired with the same incidence angle. Left one can see an image from
10-11-2011 and right one can see an image from 29-06-2011. Apart from the changes in amplitude, also small lakes are visible.

Fahnestock et al. (1993) defined four different facies in ice sheets based amplitude differences found in
ERS-1 data, that appear from high to low altitude:

• Dry-snow can be found in the high interior of the ice sheet and is unaffected by meltwater. The uniform
fine grain structure and low density produce little backscatter, and therefore it appears dark in SAR
image.
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• Percolation facies are found a bit lower than dry snow, and occurs in zones where the meltwater perco-
lates down. Freezing of this meltwater in the cold snow firn leads to ’ice lenses’ that produces a bright
reflection in radar images.

• Wet-snow facies are found on places where the snow has reached the melting point due to latent heat
released by refreezing of meltwater. Compaction is enhanced, resulting in a denser firn, resulting in a
reduced penetration of radar signals. This zone is observed a bright during the winter, but becomes
dark when the firn is water-soaked in summer.

• Bare-ice is a combination of glacier ice formed by compacted snow of higher elevations and refrozen
ice from meltwater. The main difference with the wet-snow facies is that its surface is smoother and
thus produces less backscatter than wet-snow facies in winter, but is brighter during summer due to
melt in the wet-snow zone.

These different facies will vary throughout the season and will influence the amplitude, hence it can be
expected that decorrelation occurs quicker during spring and summer when the snow melts and bare-ice be-
comes visible. In addition, Konig et al. (2001) also stated that SAR images (made by C-band) are not observing
the equilibrium line (line between ablation and accumulation) but a firn line, an area where old snow is com-
pacted for many years. Meaning that C-band is not sensitive to new snow, but to older, more compacted
layers.

2.3.3. ACQUISITION GEOMETRY
The Uummannaq region consists of many narrow and deep fjords with a height difference ranging up to 2
km from valley to top. This topographic situation has important consequences for the SAR geometry in the
fjords, leading to geometric effects as layover, shadowing and foreshortening.

As a SAR is sending and receiving pulses, it can only observe the time (and thus range) in a slant-range
geometry. As depicted in Figure 2.20, an upward (as seen by the platform) mountain slope will be compressed
in the image as its length in slant-range is smaller compared to a flat surface, and the reverse effect happens
on the downward slope. This effect is called foreshortening, and it also means that the reflections from the
upward slope are compressed in a limited number of pixels resulting in very bright features, whereas the
reflections from the downward slope are stretched in many pixels resulting in a darker downward slope. When
there is a shadow, so no reflection from the downward slope at all, they appear completely dark.

For steep slopes the top of the mountain might be closer to the platform than its foot, leading to ’layover’
for upward slopes (see Figure 2.20). In the image the reflection from the valley and from the mountain itself
cannot be distinguished as the signal is received at the same moment. This effect leads to noise parts in the
image where the mountain is projected on top of its foot.

Figure 2.20: An overview of layover, foreshortening and shadow in a mountainous terrain. These effects are also observed in the Uum-
mannaq region.

For some glaciers in the Uummannaq region, especially in the Northern part, this effect is big enough
to distort half of the Fjord. The fjords in the North are relatively narrow and high, and their orientation is
unfavourable for acquisitions made from a descending orbit, leading to layover and foreshortening effects.
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This effect is observed in all the descending images of the Inngia Isbræ, as depicted in Figure 2.21, resulting
in a part of the image that cannot be used.

Figure 2.21: Layover effects, marked by red circles, on Inngia Isbræ and Umiammakku Isbræ.

2.3.4. GEOLOCALIZATION OF TERMINUS POSITION

As discussed in Section 2.1, the terminus position, or in other words the front of the glacier, is an important
characteristic for the glacier. Melt, either at the surface or at the base, causes ice at the terminus to weaken,
crack and eventually to calve (break) from the glacier. Its position varies in time and it’s retreat or advance
tells something about the climatic stability of the glacier.

The implementation of the digitization is discussed in Section 3.3.2, but the mechanism and influence of
the SAR-viewing geometry and geocoding on the position of the terminus is elaborated in this section.

As highlighted before in Section 2.2 the complex SLC image data has to be projected on the Earth using
a DEM. This holds that the relation of range and height leads to a representative point on the Earth and that
an error in the DEM-height leads to an incorrect geolocalization. As the DEM has its own fixed terminus line,
an inconsistent geocoding is applied around this terminus position. This is also dependant on the viewing
geometry, i.e., orbital mode and incidence angle, of the satellite. See Figure 2.22 for an illustration of this
problem.

Suppose a glacier running from east to west, as depicted in Figure 2.22, and imaged from both a de-
scending as well as a ascending orbit. Three situations are possible, the terminus as defined in the DEM is
underestimated or overestimated or exactly the same as the real terminus line. Given the variation along the
terminus line the latter is very unlikely.

For the glaciers in the Uummannaq regions, descending images will observe the glacier from the land-
side, and therefore look over the terminus and generate a shadow behind the terminus. Ascending images
will look onto the terminus and also view the front side of the terminus, meaning that a strong reflection
from the terminus base might be expected. In this case, the descending image will lead to a false geocoding
on locations where the DEM underestimated the terminus line, as these points are projected on sea level.
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Figure 2.22: The SAR geometry around a terminus for two situations. A) An ascending orbit is considered. The main reflectivity comes
from the base of the terminus and a geocoding error can occur if the DEM overestimates the actual terminus position. B) A descending
orbit is considered. The main reflectivity comes from the terminus top and also a geocoding error can occur if the DEM underestimates
the actual terminus position.

For an ascending image the opposite is the case, where overestimation leads to a false projection. The main
reflection comes from the terminus base, but will be projected on the glacier.

The maximum bias xbias in terminus position that is caused by this geometric effect can be estimated
using the incidence angle and the height of the terminus:

xbias =
zterm

tan(θinc)
. (2.20)

With zterm as the terminus height and θinc as the incidence angle. A graphical display of the relation is given
in Figure 2.23, where it can be seen that a high incidence angle is preferable to reduce a terminus bias. The
terminus position in the DEM will influence the geolocalization of the glacier terminus by projecting it either
at sea or glacier level. This will lead to a bias when digitizing this position, which is dependant on the orbital
mode and incidence angle of the satellite.Therefore it is decided to fill the fjord at glacier level, in order to
consequently overestimate the real terminus position, resulting in an expected bias in ascending frames.
Equation 2.20 gives however a theoretical maximum and will, depending on the local terminus geometry and
water reflection, not be the same in each frame.

2.4. EXTERNAL DATASETS
In this section the external datasets are elaborated and discussed. These external data is required for two
purposes: 1) assisting the SAR-data processing and 2) to allow a synthesis of the results. Both climate data
(Air Temperature, Sea Surface Temperature, Sea Ice Fraction) as discussed in Section 2.1 and glacier specific
data (DEM, bedrock, bathymetry) is used.

2.4.1. DIGITAL ELEVATION MODEL
A Digital Elevation Model (DEM) is crucial for SAR processing, as it is an important input for coregistration
and geocoding. For this project there were three DEM’s available

• Viewfinder Panoramas DEM (de Ferranti)

• Intermediate TanDEM-X DEM

• Greenland Ice Mapping Project (GIMP) DEM (Howat et al., 2014)

The three DEMs are visualized in Figure 2.24. An important absent in this overview is the SRTM DEM,
which is only acquired below 60◦ N. The Viewfinder Panoramas DEM features a SRTM alternative, but is
compiled from different sources, such as topographic maps, Landsat imagery and reprojected ICESat data,
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Figure 2.23: The relation between the incidence angle θ and the terminus geolocalization bias xbias, based on a terminus height zterm of
100 meter. The bias scales linearly with the terminus bias. The red and green dot indicate the incidence angles of ascending Envisat and
TerraSAR-X acquisitions, respectively.

Figure 2.24: Comparison of the three available DEM’s. A) Viewfinder Panoramas, B) TamDEM-X IDEM, C) GIMP DEM.

and resampled at 3” SRTM-resolution (90 x 30 m), although the real solution is mostly lower. The Intermedi-
ate TanDEM-X DEM features a high resolution (15x15 to 30x30 meter) and is made by Airbus, but it contains
big gaps (see Figure 2.24) that are also located above glaciers. As this is only an intermediate product, a final
version of the DEM might be interesting for future research. The GIMP DEM also consists of multiple data-
sources, which includes PEB (Photo Enhanced Bamler), GDEM2 and SPIRIT, that are merged and resampled
to a grid of 30 x 30 m. The resolution of this DEM is higher than Viewfinder Panoramas, which becomes
clear in the simulated amplitudes (Figure 2.25). The processing in this project is done using this GIMP DEM,
because of its higher resolution.

As described in Section 2.3.4, the DEM has an influence on the terminus projection. Therefore it is chosen
to manually fill the fjord, as if there was a glacier, using a simple IDW technique followed by smoothing to
avoid large height jumps. This ’fjord filled’-DEM is used for geocoding, while the coregistration uses the
original DEM. The ’fjord filled’-DEM is referred to as DEM+.

In addition to a DEM, the GIMP project also used LandSAT-7 ETM+ images for a land-classification, lead-
ing to ice and sea masks resampled to a 15 x 15 m grid. These masks are useful as auxiliary input during the
coregistration of the SAR images, as described in Section 3.2.1.
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Figure 2.25: Comparison of the simulated amplitude between A) Viewfinder Panoramas and B) GIMP DEM.

2.4.2. WEATHER OBSERVATIONS
In order to link the glacier evolution in the AOI to climate forcing, Surface Air Temperature is used as para-
mater to describe the atmospheric contribution. Data is used from the Danish Meteorological Institute (DMI)
that gathers multi-diurnal weather observations in Greenland from 1958 using synoptic stations (Cappelen,
2014). In the AOI there are three stations, see Table 2.4, but they have been operating in different places and
different timespans. The similarity between the sets is high (correlation 0.96, median difference: 0.0◦C ) and
they also show similar trends. Especially the observations from station 04213 and 04214 are relevant to com-
pare with the SAR datasets, as station 04212 has only two years of observations within the timespan of SAR
images. Data taken from station 04214 are located on the outer west of the Uummannaq Bay, 500 km away
from the glaciers. Therefore data from 4213 is considered more representative for the atmospheric conditions
on the glaciers.

Table 2.4: An overview of the weather stations in the Uummannaq-region. DMI is the Danish Meteorological Institute and MIT is the
Greenlandic Airports (Mittarfeqarfiit).

Station ID Station Name Owner Timespan Location Elevation

04212 Uummannaq DMI 01-01-1961 to 21-08-1989 70.40, 52.07 39
04212 Uummannaq Heli. MIT 23-01-2004 to 30-06-2006 70.41, 52.07 2
04213 Mitt. Qaarsut DMI 23-11-2000 to 23-10-2005 70.44, 52.42 88
04213 Mitt. Qaarsut MIT 01-02-2006 to present 70.44, 52.42 88
04214 Qullitsat DMI 01-01-1961 to 31-08-1972 70.05, 52.07 2
04214 Qullitsat DMI 18-09-1982 to present 70.41, 54.37 27

Using a least-square estimation a multi-annual trend can be estimated for the datasets. It is shown that
station 04214 observed a trend of approximately 0.27◦C between 1990 and 2010, in line with estimations from
Carr et al. (2013a). The trend which has been observed between 2000 and 2013 in station 04213 and 04214 is
quite similar: 0.08◦C and 0.10◦C respectively.

2.4.3. SEA SURFACE TEMPERATURE AND SEA ICE FRACTION
As discussed in Section 2.1.2, Sea Surface Temperature (SST) and Sea Ice Fraction (SIF) are important cli-
matic parameters that have a potential influence on the seasonal behaviour of glaciers. One would actually
like to know the temperature of the subsurface layers, i.e. Atlantic Water (AW). However, it is not possible
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with modern techniques to measure these temperatures on a spatial scale and temporal interval that would
be required to use these parameters in an analysis. As an alternative, SST is used to represent the oceanic
forcing on a glacier.

SST is obtained from the AVHRR Pathfinder Version 5.2 Level 3 data from the NOAA (Kenneth et al., 2011),
a 4 km grid with SST and SIF obtained twice per day by Polar Operational Environmental Satellites (POES)
from the NOAA. Data are available from 1982 to 2012. It can be easily accessed using Google Earth Engine
and an average value of the Uummannaq fjord-system is used as representative value for the entire region.

2.4.4. BEDROCK AND BATHYMETRY
One of the glacier-specific factors discussed in Section 2.1.2, is the fjord topography. In order to describe
the topography, bedrock and bathymetry data was obtained from operation IceBridge by the NASA. The goal
of operation IceBridge is to "better understand processes that connect the polar regions with global climate
change". For this operation all observations are made airborne, thereby bridging the gap between different
satellite missions. Several observations are acquired, ranging from laser altimetry to gravimetry, and sev-
eral L3 and L4 products are made available to the scientific community. For this thesis, the bedrock and
bathymetry data was used to compare the different fjord-geometries.

The bedrock data was obtained using radar-derived thickness data and satellite radar data (Morlighem
et al., 2015). Based on the thickness and motion of the ice, the bedrock topography can be modelled. The data
has been reviewed by Morlighem et al. (2014) and it was discovered that there are deep subglacial channels
under the GrIS. As a reference the GIMP DEM, as described in Section 2.4.1, is used. The bathymetry data was
acquired using gravimetry and has an accuracy of about 50 to 200 meters (Cochran et al., 2015). Although not
very accurate, no other data sources exists that have mapped fjords in the Uummannaq region. The estimated
bathymetry will give an idea about what types of water are able to interact with the glacier front.





3
METHODOLOGY

In this chapter the implementation of the theoretical concepts, as described in Chapter 2, are elaborated in
detail. At first, an overview is given on the workflow applied in Section 3.1. In the sections thereafter the
processing phases are described, starting with the SAR processing by DORIS in Section 3.2, followed by the
post-processing of these data, in Section 3.3.

3.1. OVERVIEW

The workflow applied in this study consists of three distinctive phases as depicted in Figure 3.1: SAR process-
ing, Post-Processing and Analysis. The phases are distinctive in their implementation, meaning that they are
connected via data-products.

Figure 3.1: Overview of the project consisting of three phases.

The design of the implementation, mainly in terms of coding, has been made by both a product approach
(top-down) as well as a processing approach (bottom-up), as depicted in Figure 3.2. From a product point
of view the implementation is approached from top-down, where the final product is leading in the design,
and products lower in the chain are considered intermediate products between the final product and the raw
data. In this approach the focus lies on a ’product to product’ chain rather than the processing steps.

From a data point of view the processing chain is considered bottom-up, thereby following the data. Dur-
ing this approach the focus lies on the processing steps needed to get to derived data products.

The three phases are implemented such that only data products are transferred between the different
phases. The software is object-oriented to allow different parts to be designed separately, both the I/O inter-
face as internal subdivisions. To efficiently use auxiliary tools, such as reading slc-images, output files, etc, a
toolbox is created to exchange data between DORIS and other packages.

33
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Figure 3.2: An overview of the Top-Down, product to product, approach and the Bottom-Up, data-flow, approach. The processes in the
data-flow approach are always between two products.

3.2. SAR PROCESSING BY DORIS
The first processing stage of this project is the SAR processing performed by Delft Object-oriented Radar
Interferometric Software (DORIS) and consists of four processes (see Figure 3.3): 1) initial processing of the
master image, 2) coregistration of the original Single Look Complex images (SLC) to resampled SLC images, 3)
Incoherent Cross-Correlation (ICC) offset tracking and 4) resampling into a Ground-Range Detection (GRD).

A wrapper called DorisStack is designed (as a python package) to pilot DORIS for organising, executing
and logging of DORIS processes, but also to perform additional processing, such as contextual input, prepa-
ration of input files. For the initial processing and coregistration steps the InSAR-processor module of Doris-
Stack is used, that prepares the master and starts a centralized coregistration. The other steps are specific for
this thesis and therefore performed in the newly developed SIMONE-processor module (see Figure 3.3), that
manages ICC offset tracking in a consecutive sequence and generates GRD’s based on the stack geocoding.

The four processing steps are elaborated separately; the initial processing is discussed in Section 3.2.1
followed by the coregistration, in Section 3.2.2. ICC Offset Tracking and GRD resampling are addressed in
Sections 3.2.3 and 3.2.4, respectively.

3.2.1. INITIAL PROCESSING
The initial processing is needed to prepare the coregistration of the entire SLC-stack, by geocoding the master
and thereby allowing contextual input at this stage. As all the images are resampled onto the same reference-
image geometry, by a centralized coregistration of all slaves with respect to one master, the most suitable
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Figure 3.3: Flowchart of the SAR processing. In the first phase, operated by the InSAR Processor, the images are coregistration to a single
master. In the second phase, operated by SIMONE-Processor, the images are considered in a sequence to find offsets and to resample a
GRD.

image in terms of the perpendicular and temporal baseline is chosen as master to minimize temporal decor-
relation.

An exception is made for ERS-2 YCM images, as discussed in Section 2.2.2, their geocoding is unreliable as
result of the gyroscope failure. Although not optimal, the master image has to be before Jan 2001 and cannot
always be chosen such that its temporal distance to all the slaves is minimal.

During the initial processing all images are read, their precise orbits are retrieved, their baselines are
calculated and the most suitable image is selected as master. Preparation is then performed on the master
image before coregistering each slave, using the following sequence:

1. Simulation of an amplitude image using a Digital Elevation Model (DEM).

2. Calculation of the orbit timing error based on the simulated amplitude.

3. Creation of the radarcoded DEM (based on the DEM+, see Section 2.4.1).

4. Geocoding based on the radarcoded DEM.

First, the master (orbital) timing error is computed using a coarse coregistration to a simulated amplitude
of the DEM using DORIS. This step is important for ERS-1/2 and EnviSAT, as their orbit timing is not known
with sufficient precision to directly start geocoding them. This step is not applied on TerraSAR-X frames, as
the timing in their delivered science orbits are sufficiently accurate enough (Yoon et al., 2009). The precision
of the orbits, both for TerraSAR-X as well as for ERS/Envisat is known within 0.2 m (Yoon et al., 2009, Scharroo
and Visser, 1998). When the orbit timing is corrected, a radarcoded DEM is produced to obtain a height
for each pixel in the master image. As discussed before in Sections 2.3.4 and 2.4.1, a modified DEM is used
(DEM+) to overcome issues around the terminus line.

Using the radarcoded heights the image pixels are geocoded to obtain a latitude and longitude for each
pixel. As discussed in Section 2.2.3, SLC images are sampled in slant range, meaning that there is no constant
ground spacing between pixels. Elevated features in the terrain such as mountains will, depending on their
geometry with respect to the satellite, influence their position in the image. This can be seen in Figure 3.4,
where the spacing between pixels (in degree) is varying along with the topography in the image.

Finally, after the initial processing, a master image is selected and geocoded. Using the master image and
the geocoded information, all other slaves can now be coregistrated onto the same frame.

3.2.2. STACK COREGISTRATION
Once the master image is geocoded, external information can be inserted to improve the processing. This
contextual processing with external data sources is performed to improve the accuracy, reliability and speed
of the coregistration of each slave. The coregistration in DORIS consists of five different steps:
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Figure 3.4: A visualization of the latitude and longitude steps between the pixels in a SAR-image. The top 3 images are the longitude,
latitude and radarcoded height. The middle three images are the gradients in azimuth, the lower three images are gradients in range. It
can be seen that there topography makes the image to be non-uniform in pixel-spacing.

1. Orbit-based coregistration (about 30 pixels accuracy (Kampes and Usai, 1999)).

2. Course cross-correlation (ICC) based coregistration (about 1 pixel accuracy).

3. Fine cross-correlation (ICC) based coregistration (about 0.1 pixel accuracy).

4. Correction of the relative orbit timing w.r.t. master.

5. DEM-assisted coregistration.

Important in this research is the two-step ICC-based coregistration as velocity estimations are made using
the same method. In order to have proper, unbiased velocity estimates, the stationary areas are used for
coregistration and the non-stationary areas are considered for velocity estimation. Water (including sea-ice)
and glacial areas are not considered to be stationary and these areas are therefore discarded for coregistration.
An ocean/ice mask, as provided by the GIMP project (described in Section 2.4.1), can be used to mask out
these non-stationary areas and to create stationary coregistration windows. In this way computational power
is focussed on the stationary areas, in order to find the patches of ground that potentially remain correlated in
time. In order to ensure that sufficient windows are present and processing speed is maintained, an algorithm
makes sure that between 6000 and 8000 windows are generated by widening or densifying a grid of generated
windows.

Another issue of ICC-based coregistration in glacial areas is that there is a quick temporal decorrelation
due to the ice and snow cover, hence the coregistration steps are challenging. Rocky areas are stationary, but
might (partially) be covered by snow during parts of the year resulting in a varying correlation from image
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to image. Even in this masked stationary region, a lot of decorrelated windows are found. Therefore, a new
selection approach is developed, to improve the coregistration in these areas, thereby maintaining the same
processing speed as much as possible. An empirical selection is made by the ’best slave’ with respect to the
master. The ’best slave’ features a small temporal and perpendicular baseline, and can be used to filter out
windows that are uncorrelated even in the most ideal situation. In this way, the number of coregistration
windows is reduced and the processing speed is increased.

Figure 3.5: Overview of the coregistration processes. The numbers indicate the flow during the coregistration of the ’best slave’: 1)
coregistration of the best slave, 2) window selection based on high correlated windows and 3) start coregistration of all the other slaves.

When preparations are finalized, the slaves are coregistrated with the scheme in Figure 3.5 with respect
to the master image. Evaluation showed that large temporal baselines can not be coregistrated without a ge-
ometrical coregistration (Relative Timing error and DEM-assist). The distinctive fjord-features in the images
are key in coregistrating images with a large temporal baseline, where only a fine ICC-based coregistration
might not be sufficient. An issue due to the window selection solely on ’stationary’ areas is that only a certain
part of the image is used for coregistration. By using a geometrical coregistration the high frequency elements
of the coregistration warping function are estimated geometrically, while the image-based coregistration is
only used to estimate a first order offset. After the coregistration the original slave images are resampled onto
the grid of the master image.

After the coregistration the entire stack is resampled onto the same grid as the master image. This process
is crucial in the project, as coregistration errors will lead to false results. As depicted in Figure 3.3, the process-
ing flow now separates into two components: offset tracking (using to obtain flow velocities) and resampling
to a GRD (used to digitize the terminus positions).

3.2.3. OFFSET ESTIMATION
When all the images are coregistrated onto the same frame, the residual motion in an image should be related
to ground motion. Here we will elaborate how amplitude offset estimation is used to estimate displacement
vectors on glaciers. This is performed using the SIMONE-processor module from DorisStack. As described
in Section 2.3.1, various techniques are available for estimating displacements. It is chosen to work with ICC
offset tracking that is normally used as fine coregistration step for DORIS. In contrast to the coregistration,
images are now considered in a cascade order.

Similar to the coregistration first some preparations are required. As not the entire ice sheet is of interest,
but only the glacier outlets, buffer zones are defined on the ends of the glacier. For each of the glaciers that
appear in an image, these buffer zones are used to create gridded window locations (as line/pixel coordinates)
as input for DORIS.

DORIS will then apply a fine coregistration to these windows and estimate offsets for each successive im-
age (images with a failed coregistration are discarded here). Based on the temporal baseline between the
consecutive images, DORIS refers to an input file with a window size, a search accuracy and an oversampling
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factor. Larger temporal baselines means that the displacement of the glacier has been larger, resulting in
larger estimated offsets. Therefore, the windows are chosen wider for longer temporal baselines. An overview
of these settings is given in Table 3.1.

As stated in Section 3.1, only data products are transferred between the distinctive phases of the process-
ing flow. Here, DORIS will export the estimated offsets to a file that is then the considered as final product of
the SAR-processing stage. For glacier flow estimation, this is the point where the SAR-processing ends and
where post-processing starts.

Table 3.1: Overview of the chosen ICC settings for amplitude offset tracking for different satellites and different temporal baselines.

Satellite Temporal
Baselines

Search
Window

[line/pixel]

Correlation
Window

[line/pixel]

ERS-1/2 1 to 3 days 64/16 16/8
ERS-1/2 34 days or more 256/128 16/8
Envisat 35 days or more 256/128 16/8
TerraSAR-X 11 days 256/256 16/16

3.2.4. GROUND RANGE DETECTION

Figure 3.6: Slant range pixel spacing as projected on a ground range map. The spacing on the ground is not equal for each pixel and
requires resampling into a Ground Range Detection product (GRD) (Ferretti et al., 2007)

In order to digitize the terminus position, the images have to be resampled into a geocoded grid. As de-
scribed in Section 2.2.3, this is called Ground Range Detection. The goal of GRD images in this research is
to digitize the terminus position of each glacier in each image, not to create a nice looking GRD created with
sophisticated interpolation techniques and speckle filtering. Therefore a pragmatic approach is chosen by
simply stacking SLC pixels, using their geolocation, in a predefined latitude-longitude grid, and then calcu-
lating the average amplitude value per gridcell. Small cells are chosen such that only a few pixels are stacked
and resolution is maintained. Due to the small cells and the topographic effects, as depicted in Figure 3.6, it
can happen that some gridcells are not filled by any pixel and are therefore empty. Normally one would like
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to fill these pixels (for example by interpolation), but here there is no need for this.
It is favourable to have approximate square gridcells in terms of meters, but geocoding is done in lati-

tude/longitude and spacing on latitude arcs is not constant to spacing in meters, but is dependent on the
latitude of the arc. The central latitude of the image is used to calculate a square latitude/longitude spacing
in terms of meters. Within one SAR image (acquired above the Uummannaq region, 70◦ N), there is a latitude
different of 1 degree at most. This holds that the error made by taking the central latitude is around half a
meter maximum.

Finally, the GRD is then saved as geotiff, that can be used for terminus digitization. This is where the
SAR-processing ends. As terminus digitization is done manually, post-processing starts with the digitized
positions. For terminus positions, the link between SAR-processing and post-processing is a manual one.

3.3. POST-PROCESSING
Post-processing is crucial in translating the data extracted from SAR-images to information that can be used
for analysis. During the previous step, SAR-processing, offsets are estimated in the images and SAR-images
are resampled on a geocoded grid. The latter is translated to terminus position by a manual digitization pro-
cess. At this point, the post-processing comes in to convert the extracted data to useful information, that
will be used for analysis. In order to process in an efficient way, a generic processing flow is introduced with
an object-oriented structure, as depicted in Figure 3.7 and 3.8. The process is managed in a top-down ap-
proach, where the process is activated per glacier, that will activate processes regarding the stacks covering
that glacier, that in turn will activate processes regarding the estimated offsets that are obtained in each stack.
As an additional source of information the digitized terminus positions are loaded and processed per glacier.

In Section 3.3.1, a flowline reference system is introduced. This flowline reference system has been used
throughout the post-processing. This flowline reference system is also used to find a representative point
of the terminus position, which is elaborated in Section 3.3.2, and extended with an analysis on the error
sources on the digitization process.

The processing of the estimated offsets, as visualized in Figure 3.7, is described in Sections 3.3.3 to 3.3.6.
During the initialization the estimated offsets are read and imported. Then, processing can begin by geocod-
ing the offsets under the assumption of a surface parallel flow, which is described in Section 3.3.3. Thirdly, the
offsets are related to the glacier flowline, this is elaborated in Section 3.3.4. In Section 3.3.5, it is described how
outliers are filtered out using a glacier along-track flow profile. Then finally, in Section 3.3.6, it is elaborated
how the glacier flow is summarized as the equivalent glacier velocity.

Figure 3.7: The five processing steps as performed during post-processing: initialize, geocoding, post-processing, filter shifts and point
velocities. Initialize and geocoding are applied for all the offsets, after geocoding the offsets per glacier are selected and processing is
continued glacier-specific.
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Figure 3.8: The post-processing structure. Each glacier is covered by m stacks, that in turn has n images (leading to n−1 shifts). As a side
branch the information of the terminus-position is used to filter out shifts in the sea.

3.3.1. FLOWLINE REFERENCE SYSTEM
During the post-processing, the extracted data is converted to useful information. As outlet glaciers are ob-
served, one would like to work in a reference system that is optimal when describing glaciers and their be-
haviour. As elaborated in Section 3.3.2, it is difficult to measure retreat when a glacier is situated in a curved
fjord. For the post-processing of the velocity estimates, it is also convenient to refer to a along-track and
across-track component and to filter out shifts that are not following the flow. It is therefore chosen to work
with a FRS, that enables to refer to an along-track (parallel) and across-track (perpendicular) position relative
to the flowline.

As most data is given in latitude and longitude, i.e., georeferencing of radar coordinates, terminus posi-
tions etc, the spacing is not spatially equal and distances first have to be converted to meters. It is chosen to
work with three reference systems during the post-processing:

• WGS84 (EPSG:4326) in latitude and longitude. This is the system where DORIS provides geocoding, as
the orbits are also given in WGS84.

• Greenland Polar Stereographic (EPSG:5938). This system is defined in meters and can be considered
as the local Greenlandic Coordinate Reference System (CRS).

• Flowline Reference System (FRS), which is based on the flowline of the glacier. Coordinates are given
in parallel and perpendicular position with respect to the flowline.

The ICC offset tracking results and terminus digitizations are delivered in latitude and longitude. They
are then converted to meters by converting them to a polar stereographic system (EPSG:5938), that has a
spacing in meters. Based on this CRS the distance can be measured with respect to a pre-defined flowline,
with parallel and perpendicular distances as axes. In this way the glacier is projected straight, as depicted in
Figure 3.9. Parallel distance can be determined by projecting each coordinate on the flowline, and in similar
fashion the perpendicular position is the distance the point has relative to the line.

In order to determine the flowline of a glacier, 11-day TerraSAR-X data are used since they enable the
estimation of a detailed velocity field (they have little to no outliers). Using IDW interpolation this velocity
field is gridded to determine the streamlines. The maximum streamline is considered to be the flowline that
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Figure 3.9: The flowline reference system. Left the Støre Gletscher is projected on a stereographic CRS and with the flowline visualized
by the white line. The right image shows a flowline reference system, in which the white line is set to be the x-axis of the system. The
glacier now appears to be straight.

represents the main ice flow along the glacier. In Figure 3.10 the process is visualized.

Figure 3.10: A streamline estimation of Støre Gletscher using a 11-day TerraSAR-X pair. Left one can see the streamlines that are found
on the glacier, on the right the streamline with the highest velocity is determined. The latter will be used as reference flowline.

The FRS is used throughout all of the post-processing and allows an optimized processing for outlet
glaciers.

3.3.2. TERMINUS POSITION
The terminus line is manually digitized for each of the resampled GRD images, that are described in Section
3.2.4. Here we elaborate how the terminus line is converted to a representative position, and we discuss the
accuracy of digitization process. The terminus position is not only important to analyse the retreat/advance
of a glacier, but they also act as input during the post-processing of the estimated offsets. The digitized line
allows to classify which offsets are located on the glacier and which ones are located on the water.

As the terminus position is defined by a line, it can be hard to express retreat/advance due to an irregular
geometry. Therefore, an Equivalent Terminus Position (ETP) is introduced that represents the terminus line.
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In literature (Carr et al., 2013a, Moon and Joughin, 2008, Moon et al., 2014) the box-method is the common
method to express such a ETP, using a geometric method based on a rectangular box that is fitted by the fjord
(see Figure 3.11). By calculating the area covered by ice and dividing this by the box width, a ETP is obtained.
This can be seen as the geometrical equivalent of calculating the mean, thereby accounting for the inconsis-
tent sampling of the digitized terminus line.

However, it is chosen not to use the box method because it has two important disadvantages: 1) the box-
method does not allow to define a curved centerline and 2) information outside the rectangular box is not
taken into account in estimating a representative point. Both disadvantages are negligible for straight fjords
but become a bigger error source for curved fjords. As most fjords in the North (Rink Isbræ, Inngia Isbræ,
Umiammakku Isbræ) have a curved topography, this method will not lead to a proper ETP. A more accurate
approach is to reference the terminus position to the curved flowline discussed in Section 3.3.1. By inter-
polating the inconsistent sampling to an equal-interval sampling of the terminus line, the mean along-track
position of the terminus line is used as ETP. An illustration is given in Figure 3.11, and the results are com-
pared in Figure 3.12. For a straight fjord, the box method and flowline method are similar, but in curved fjords
the flowline method is taking into account the curvature. For Lille Gletscher, the flowline method estimated
a larger retreat of the ETP was found (up to 200%) with respect to the box method. However, the difference
between the two methods is not a constant factor, but dependent on the geometry of the terminus line and
the curvature of the fjord. The flowline improves the estimated ETP up to a factor two.

Figure 3.11: An overview of Støre Gletscher. Red is the reference box, used for the box method, and black is the flowline. The digitized
terminus positions are blue. In the box method the area of ice is calculated and divided by the width of the reference box, that leads to a
representative point with respect to the ’arbitrary’ start line. With the flowline method, the average position is calculated on the flowline
(black line). This means that also the areas outside the red box are taken into account and the the orientation is not fixed.

ERROR SOURCES OF DIGITIZATION PROCESS

Manual digitization is required to digitize the terminus position. Although water and ice can be distinguished
clearly, sea ice and glacier ice cannot be distinguished easily. This makes it difficult for automated computer
estimations, and therefore this process is commonly done manually by drawing a line along the terminus
line. Even manually this process can be difficult, especially in spring (April/May) when both the sea ice as
well as the glacier ice are melting and they both appear dark in the image. To improve this process a false
color image (assigning different images to rgb-bands) can be used by combining the current image with the
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Figure 3.12: A comparison between the results of the box method and the flowline method of the digitization of TerraSAR-X on Lille
Gletscher. Blue denotes the flowline method, while green denotes the box method. There is a difference because Lille Gletscher lies in a
curved fjord, meaning that is difficult to define a representative box for the box-method.

Figure 3.13: The terminus position record of Lille Gletscher. Here it can be seen that there is a bias between Envisat and TerraSAR-X
observations, and that is not a constant bias in time.

previous image. This helps to distinguish the new terminus position using the old one. During digitization a
grade expressing the difficulty of the digitization is noted:

• Grade 1: perfect conditions, accurate digitization possible.

• Grade 2: difficult conditions, but terminus line was visible.

• Grade 3: no clear line was visible, a part had to be digitized using input from older/newer images.

• Grade 4: overlay was making digitization difficult, only gives an rough idea where the terminus is lo-
cated.

The digitized positions are saved, per stack and per glacier.

As the terminus positions are digitized manually, this process might be subject to human digitization
errors. In order to analyse and quantify the error made in this process, three tests were done:

1. Resolution related errors are tested by digitizing a stable mountain section using two different satel-
lites (TSX and Envisat).

2. Person-related errors were tested by digitizing a stable mountain section by two different persons (us-
ing TSX).
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3. Condition-related errors are tested by digitizing a terminus position twice using the same satellite
(done for both TSX and Envisat).

In test 1 a mountain section, without overlay effects, is digitized with a descending TSX stack and an as-
cending Envisat stack. As a rigid mountain section is digitized, and not a moving terminus, the different orbit
modes should not influence the position of the mountain section in the image due to DEM related bias as
discussed in Section 2.3.4. The ETP is then calculated and the results are compared in table 3.2. As expected,
the standard deviation of TSX (≈ 14 m) is better than that of Envisat (≈ 21), and the observed difference (≈ 12
m) falls within the standard deviation. The standard deviation of TSX is approximately 2 times better than for
Envisat, but its spatial resolution several factors better (see Table 2.2) A coarser resolution decreases the ETP
accuracy, but not on a one to one ratio.

Table 3.2: Results of digitization test 1: a comparison of two different resolutions. The ETP position is referenced to the first ETP for both
digitization sets. The mean ETP position is therefore with respect to the first digitization.

Digitization Set Mean ETP position [m] Standard Deviation [m]

TSX t96 desc 24.0 13.9
ENV t131 asc 11.9 20.9

Figure 3.14: The digitization of a stationary scenery, in this case two mountains. The left is test 1, digitized using both TerraSAR-X and
Envisat and right is test 2, digitized three times from TerraSAR-X images.

The second test is done by digitization another mountain section with TSX by two different persons. The
results can be found in Table 3.3 and show that there is little difference between the two persons.

Table 3.3: Results of digitization test 2: comparison between ETP digitized by two persons. The ETP position is referenced to the first ETP
for both digitization sets. The mean ETP position is therefore with respect to the first digitization.

Digitization Set Mean ETP position [m] Standard Deviation [m]

TSX t96 desc Person 1 -3.6 16.9
TSX t96 desc Person 2 -5.71 14.7

The third test is done by digitizing a glacier twice, by the same satellite. For Envisat this is done on Rink
Isbræ with two stacks (one with and one without layover effects) and for TSX this is done for Støre Gletscher
with one stack. The results can be found in Table 3.4 and show that a high difficulty or layover significantly
increase the digitization, while grade 1 and 2 have relatively the same accuracy.

In order to quantify the accuracy of a terminus digitization, the statistics from Table 3.2, 3.3 and 3.4 are
used. The grades that are assigned during digitization, listed in Section 3.3.2, are converted to accuracy using
Table 3.5.

In conclusion, the terminus position is represented by the Equivalent Terminus Position (ETP) using a
flowline. This method represents the terminus position better than the box-method, up to a factor two. The
error sources of the manual digitization have been assessed, and have shown to be accurate with respect to
the expected variations.
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Table 3.4: Results of digitization test 3: comparison of repeated digitizations. The ETP position is referenced to the first ETP for both
digitization sets. The mean ETP position is therefore with respect to the first digitization.

Digitization Set Glacier
Mean ETP

Difference [m]

Mean ETP
Difference

Grade 1 [m]

Mean ETP
Difference

Grade 2 [m]

Mean ETP
Difference

Grade 3 [m]

Mean ETP
Difference

Grade 4 [m]

ENV t131 asc Rink Isbræ 20.85 18.66 26.37 45.23 -
ENV t254 desc Rink Isbræ 55.97 - - - 55.97
TSX t96 dec Støre Gletscher 18.96 14.49 18.54 40.12 55.97

Table 3.5: The accuracy of the digitization per satellite. *No overlay is present in TerraSAR-X images above glaciers terminus positions,
this is mainly due to suitable orbit modes.

Satellite
Accuracy Grade 1

[m]
Accuracy Grade 2

[m]
Accuracy Grade 3

[m]
Accuracy Grade 4

[m]

ERS 20 25 50 60
Envisat 20 25 50 60
TerraSAR-X 15 20 40 -*

3.3.3. GEOCODING OFFSETS
During the post-processing, the estimated offsets are translated to a representative glacier velocity. This is
done using the flow as depicted in Figure 3.7. In order to estimate glacier flow velocity, the estimated offsets
from Section 3.2.3 have to be processed. The second step is to geocode the estimated offsets.

The ICC offset tracking in DORIS estimates offsets in line and pixel. These offsets have to be converted
to offsets in meters. In order to calculate the offsets in meters, the acquisition geometry and pixel spacing is
used to project the offsets on the Earth. This is the same approach as used by Gray et al. (2001).

Consider a 3D surface displacement δ, as depicted in Figure 3.15 and 3.16. Using SAR data, this displace-
ment is estimated by two components, that is, an offset in azimuth δaz and an offset in slant range δsr . So a 2D
offset in radar coordinates represents a 3D surface motion, which leads to the following system of equations:

Figure 3.15: Three 2D overviews of the offset geometry. A) ground range vs up, B) azimuth vs .up and C) ground range vs azimuth. In A
it is clear that slant range contains both a y (ground range) and an upward component. Based on the incidence angle and slope, one is
able to decompose the estimated offset.

(
δsr

δaz

)
=

(
0 sin(θ) −cos(θ)
1 0 0

)δx

δy

δz

 . (3.1)

Here θ is the local incidence angle and δx , δy denote offsets parallel to the azimuth and range direction
within a radar frame, and δz the local vertical component. As this is a system with 2 knowns and 3 unknowns,
it cannot be solved. Either one should obtain more measurements to obtain a 3D motion, or an assumption
has to be made. A common assumption is to assume a ’surface parallel flow’, by using the slope information
from the DEM+:
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Figure 3.16: A 3D overview of the offset geometry. The ground motion δ can be decomposed into a ground motion in azimuth δx , a
ground motion in range(δy and a vertical motion δz . In radar coordinates this 3D motion is decomposed in to azimuth δaz and range
δsr.

δz = δx Saz +δy Ssr, (3.2)

where Saz and Ssr represent the local azimuth and range slopes, which are determined using:

Saz = δz

∆az
, (3.3a)

Ssr = δz

∆sr
. (3.3b)

Here ∆az and ∆sr are the spacing in azimuth and slant range respectively. In order to determine the height
component δz , the radarcoded DEM+ is interpolated using the old and new position of the offset:

δz = fDEM+(Lnew,Pnew)− fDEM+(Lold,Pold), (3.4)

where fDEM+ is an interpolation function of the radarcoded DEM+. The new system of equations now be-
comes: (

δsr

δaz

)
=

(
Saz sin(θ) sin(θ)−Ssr cos(θ)

1 0

)(
δx

δy

)
. (3.5)

This system can be solved to obtain offsets in x and y directions, hence δaz = δx and δsr can be calculated
based on δx and δy . These offsets are in azimuth and range directions, hence the satellite heading has to be
used in order to calculate offsets in North and East components:(

δx

δy

)
=

(
cos(ψ) −sin(ψ)
sin(ψ) cos(ψ)

)(
δN

δE

)
. (3.6)

The advantage of this method is that it allows for (zero-order) error propagation and takes into account
the slope geometry. When the slope is unfavourably with respect to the incidence angle of the satellite, the
sin(θ)−Sr cos(θ) ≈ 0 and the ground range δy becomes poorly conditioned, resulting in large values (up to
infinity). A disadvantage of this uniquely determined system is that errors in the slope estimate, directly
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propagate to the calculated offsets. Hence, a good assessment of this slope estimation quality is required to
provide a representative quality description.

Finally, the total offset can be calculated using:

δ=
√
δ2

x +δ2
y +δ2

z . (3.7)

ERROR PROPAGATION

Error propagation is used to provide a quality description of the results. This quality description is subse-
quently used in a filtering step of the offsets, where outliers are removed. In Section 3.3.5, the theoretical
accuracy of ICC tracking was given as (De Zan, 2014):

˜σICC =
√

3

10N

√
2+5γ2 −7γ4

πγ2 , (3.8)

where N is the number of independent samples per window and γ is the interferometric coherence. More
samples means a better accuracy. In order to obtain a standard deviation with the same unit as pixel spacing,
one has to consider the pixel size and oversampling ratio (Gray et al., 2001):

σICC = ˜σICCos f 3/2∆, (3.9)

where os f is the oversampling ratio and∆ is the pixel spacing in range or in azimuth, meaning that the offset
in line and in range is different depending on their pixel spacing. There is a different accuracy in range and
azimuth, and this also holds that the direction of a displacement vector is an important factor for its accuracy.
The theoretical accuracy that is achieved by amplitude tracking for ERS, Envisat and TerraSAR-X using the
windows from Table 3.1 is depicted in Figure 3.17.

Figure 3.17: Theoretical accuracy of ICC offset tracking for ERS, Envisat and TerraSAR-X. As ERS and Envisat have comparable specifica-
tions, their theoretical accuracy is almost the same.

Using Equation 3.5 error propagation can be applied using:

Q x̂ x̂ = (AT Q−1
y y A)−1, (3.10)

where Qy y is the covariance matrix of the observed pixel and line offsets and Q x̂ x̂ the covariance matrix of the
calculated offsets in x and y. Similarly, error propagation can be applied on Equation 3.6.
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In this approach it is assumed that the derivation of slope, using an interpolation, is deterministic and
does not introduce errors. This error is probably smaller than the standard deviation of the amplitude track-
ing itself. A constant absolute error of the DEM is cancelled out because the slope is a relative measure (differ-
ence between original and new location of the displacement), hence only relative height errors are important.
The assumption is made that relative errors at close distance are relatively small (Reeh et al., 1999). The error
is divided by the estimated offset to obtain a slope, meaning a relatively small slope error for large offsets.

The geocoding of the estimated offsets is the second step of five to translate the estimated offsets to a
representative glacier velocity (see Figure 3.7). With the geocoded offsets, a more glacier-specific processing
can be performed.

3.3.4. POST-PROCESSING OFFSETS
Post-processing of the offsets is the third step of five (see Figure 3.7), where the estimated offsets per glacier
are selected, referenced to the FRS and a quality assessment of the coregistration is performed. This step can
be seen as an administrative one, one which the next steps can continue.

The offsets are selected at a specific glacier (using the buffer box that is used to generate the offset win-
dows, see Section 3.2.3). Then they are referenced to the FRS and classified based on the GIMP land-classification.
To assess the quality of the coregistration, a selection is made of offsets that are located on the mountains,
based on the land-classification, and that show a high correlation (>0.4). These points should, as they are sta-
tionary and highly correlated, show a small motion in the order of 0̃.1 pixel. Based on these points an analysis
is performed on the quality of the coregistration of the image. Images that are not properly coregistrated can
be discarded.

As mentioned before, this step is more an administrative one to tell which offsets are on which glacier,
and to see if the image has been coregistrated properly.

3.3.5. FILTERING OFFSETS
Filtering is the fourth step to translate the estimated offsets into a representative glacier velocity (see Figure
3.7). Here the outliers are detected and removed from the datasets. If this step would be skipped, the repre-
sentative glacier velocity would contain a lot of noise. For TerraSAR-X this step is unnecessary as the offset
estimates from 11-day, 22-day and 33-day pairs show hardly any outliers. But for ERS-1/2 and Envisat this is
not the case, and many outliers are found. This can be explained by some factors:

• The larger temporal baseline (11-days vs 35-days) leads to more temporal decorrelation.

• C-band might be more sensitive to decorrelation than X-band, although its penetration depth is larger.

In order to filter out bad observations, a filtering operation is implemented. As the goal is to estimate a
representative velocity at a point along the flowline, as described in Section 3.3.6, the problem is simplified to
a 1D velocity profile along-track, see Figure 3.18. Observations within 500 m from the flowline are considered
for this purpose. Although outside the scope of this study, the principle could also be extended on the entire
spatial coverage of the glacier by taking both the along-track and across-track velocity profile.

The filtering algorithm is considered in three stages. At first, the accuracy of the offset tracking is dis-
cussed. Thereafter, the concept of idealisation precision is used to account for the glaciers variability next to
the measurement variability. Finally, the outlier detection and removal is considered.

ACCURACY OF ICC OFFSET TRACKING

The theoretical accuracy of ICC is described by De Zan (2014) according to Equation 3.8. Conclusively, the
accuracy of ICC offset tracking is related to the coherence of the fit and the number of samples. A higher co-
herence or a larger number of samples will both lead to an higher accuracy of the offset. Complex coherence
is described by (Kampes and Usai, 1999):

γ= E {M ·S∗}√
E {M ·M∗}Ė {S ·S∗}

. (3.11)
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Figure 3.18: The along-track velocity profile for TerraSAR-X (left) and Envisat (right). The Envisat estimates show much more noise, but
the same signal is visible.

Here M and S denote the complex master and slave respectively and M∗ and S∗ denote the complex master
and slave conjugates. DORIS calculates for each window the correlation instead of the coherence. According
to the manual the correlation per window is described by:

Γ= E {M ·S∗}−E {M }E {S∗}p
(E {M ·M∗}−E {M }E {M∗}) · (E {S ·S∗}−E {S}E {S∗})

. (3.12)

So the difference between coherence and correlation is that the mean values are subtracted first. Co-
herence and correlation are equal when E {M } = E {S} = 0. According to equation 2.12 this is the case, if one
assumes that N is sufficiently large to comply to the central limit theorem. For windows with only a few
independent samples this will not be the case.

MODEL, SIGNAL AND NOISE

Here the concept of idealisation precision is used for filtering outliers. Observations can be very precise, but
the nature of the observed target determines the maximum achievable precision. The ice flow varies both
in time and in space, but it is a natural and unpredictable process. The implication of this unpredictable
boundary is that outliers are more difficult to identify, as abnormal observations can both be related to a
physical process or to an outlier. In order to remove outliers, an outlier detection is applied that allows for ice
flow variability by differentiating between model, signal and noise. The flow variability is estimated by using
’ideal’ TerraSAR-X estimations, that have little to no outliers.

The model used during this filtering step is not based on a physical model, as too many factors and pro-
cesses are influencing the glacier, but on a statistical relation between along-track position and off-track po-
sition. Although glacier flow can be modelled to a certain extend, there will be a factor of model imperfection
and randomness of natural processes. The better this profile is modelled and described, the lower this vari-
ability with respect to the model will be. All variations outside this model are captured in a signal-model,
based on a covariance function. The estimated offsets can then be described by (Teunissen et al., 2004):

y = Ax + s +n, (3.13)

where y are the observations, Ax is the model consisting of design matrix A and parameter vector x, and n is
the measurements noise. The vector s is the defined as a stochastic signal that is added to the deterministic
model Ax. When the covariance matrix of the signal Qss is known, the model parameters can be estimated:

x̂ = (AT (Qss +Qnn)−1 A)−1 AT (Qss +Qnn)−1 y. (3.14)

Hence, the model evaluated at the observation locations is then described by:

ŷ = Ax̂, (3.15)

and the residuals are defined as:

ê = y − ŷ = y − Ax̂. (3.16)
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The signal s can be predicted by:

ŝ =Qs′s (Qss +Qnn)−1ê, (3.17)

where Qs′s is the covariance matrix between a point of interest with respect to observation points (Teunissen
et al., 2004).

Using this system, the glacier variability that is not captured by the model is described by a signal compo-
nent. If the signal component is left out, there is a chance that too many observations are marked as outlier
because the noise level of the estimated offsets, i.e., the measurements, is not sufficient to allow these varia-
tions.

The signal variations will differ per glacier and might also change in time, but have to be quantified in
order to take them into account. It is chosen to consider the 11-day TerraSAR-X observations as representative
to determine the covariance of the signal for each glaciers (no temporal variation of the coveriance is taken
into account). Hence, the glaciers studied in this research are limited to the glaciers in the Uummannaq-
region that are covered by TerraSAR-X.

A covariance model can be estimated by fitting the experimental covariance, by comparing the covariance
between two (detrended) observations to their relative distance. The experimental covariance c between two
observations can be calculated using (Lindenbergh, 2012):

ci j = (zi −µ)(z j −µ), (3.18)

where zi is observation i that is compared to z j (observation j ), and µ is the average of all observations. As
this will give a scattered result, see Figure 3.19, covariance is averaged in bins in order to obtain an average
result per distance (Lindenbergh, 2012):

chk
= 1

Nk

∑
∈hk

(zi −µ)(z j −µ), (3.19)

where hk is the distance interval (h1 = [0, w],h2 = [w,2w], ...). Using these binned values a covariance func-
tion can be fitted. An exponential and Gaussian function are considered for estimation (Lindenbergh, 2012):

cexp(h) =σ2(e−
3h
R ), (3.20a)

cgauss(h) =σ2(e−
(3h)2

R2 ). (3.20b)

Here σ is the sill, equal to the variance, and R is the range at which observations are considered uncorrelated.
Both models are considered and tested, but the exponential models gives better results. In Figure 3.19 an
example of the exponential covariance fit is given.

Figure 3.19: The covariance for an 11-day TerraSAR-X pair of Støre Gletscher.

The covariance models are an important characteristic of each glacier, they tell what the along-track flow
variability is of the glacier.
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MODEL TESTING AND OUTLIER REMOVAL

Using the measurement accuracy and the covariance model, the signal-model from Equation 3.13 is defined.
The outliers can now be detected and removed based on knowledge on the flow variability along the flowline.
The covariance model estimated before, allows to take the signal and noise (co)variance into account during
filtering. As a filter, the w-test is implemented to filter outliers based on a glacier velocity model (Teunissen
et al., 2004). The filtering is performed in a iterative process to validate the model fit based on a test statistic
and, if rejected, to detect outliers based on their w-test value. First, a model is fitted using a BLUE (Best Linear
Unbiased Estimator):

x̂ = (AT Q−1
y y A)−1 AT Q−1

y y y, (3.21)

where y are the observed velocities, A is the design matrix (defining the model) and Qy y is the covariance
matrix defined as Qy y = Qss +Qnn (Equation 3.14) with the σ2

ICC on the diagonal of Qnn (see equation 3.9).
After this an overall model test is applied to test if the model is accepted. This is done by comparing the test
statistic T to a critical value kα (Teunissen et al., 2004):

T = êT Q−1
y y ê (3.22)

kα =χ2(1−α,b), (3.23)

wwhere b is the redundancy and α the level of significance. When the test is rejected (T > kα), an outlier
detection is applied using the w-test:

w =
cT

y Q−1
y y ê√

cT
y Q−1

y y Q−1
ê ê Q−1

y y cy

. (3.24)

The value with the largest w-value is rejected and the sequence starts again with an overall model test,
until the model is accepted.

The implementation of this process is done in the following order. First for each 11-day TerraSAR-X pair
the following scheme is applied:

1. BLUE estimation without signal covariance: x̂ = (AT Q−1
nn A)−1 AT Q−1

nn y

2. Calculation of experimental covariance based on residuals: ê = y − Ax̂

3. Covariance model estimation by fitting the experimental covariance bins

4. Apply model test

(a) If rejected: outlier detection and removal, go back to step 1

(b) If accepted: accept covariance model

When this process is applied for all 11-day TerraSAR-X observations, there are several estimated covari-
ance functions. The median sill and range is then used as ’representative’ for the covariance function of the
glacier, see Figure 3.20. The results for Sermilik are depicted in Figure 3.21.

After estimating a covariance model using estimated offsets from the 11-day TerraSAR-X pairs, the esti-
mated offsets from the other pairs can be filtered. This is done using the following sequence:

1. Apply model test

(a) If rejected: outlier detection and removal, go back to step 1

(b) If accepted: accept covariance model

With this way of filtering, the velocity profile of the ERS and Envisat data becomes better. Unfortunately,
some pairs simply a lot of outliers that lead to gaps in the velocity profile.
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Figure 3.20: The range and sill estimated for each 11-day TerraSAR-X pair. The red line indicated the median value that is used as
representative covariance function of Støre Gletscher.

Figure 3.21: Estimated model parameters for a 11-day TerraSAR-X pair above Sermilik. The upper graph shows the raw observations,
with blue the accepted and red the rejected ones. Below a model fit is shown, in red the model and in the green is the predicted signal.

3.3.6. EQUIVALENT GLACIER VELOCITY

The last step in translating the estimated offsets to useful information, is by summarizing the glacier flow
velocity as one value. sAt this point, the glacier flow velocity is estimated and filtered, but the goal of the
research is to compare different glaciers and their velocities over time. A representative velocity value has to
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be found so the glaciers can be compared, which is here defined as the Equivalent Glacier Velocity (EGV).
Different authors have used different points to estimate this representative velocity:

• Moon et al. (2014): "Measurements were taken at a fixed location roughly one half width from the
terminus, with adjustments to minimize missing data and account for changing terminus position"

• Howat et al. (2010): "... the median speed value within a 1 km2 area of the center of each glacier trunk,
4–6 km from the ice front, ..."

• Carr et al. (2013a): uses the Measures dataset from Joughin et al. (2010a): "Mean ice velocities were
sampled within a 1 km2 box, which was centered on and orientated parallel to the glacier centerlines
and located 1 km from the glacier terminus."

• Rignot and Mouginot (2012): "Speed is reported at the ice front for tidewater and lake-terminating
glaciers"

So in conclusion, there are 4 different points considered where a representative value is considered, but
the questions remains whether this EGV is comparable between glaciers, between different literature sources,
and if it remains comparable in time. Although this will not be answered in this project, the need for a gen-
erally accepted method for determining a EGV is underlined. This could be a point estimate, but maybe a
non-parametric value or a properly defined flux estimate can be defined.

Here we have chosen to use the width of the terminus to find a representative point on the glacier, as used
by Moon et al. (2014). The advantage of this method that there is a form of scaling, that helps to compare
glacier to glacier velocity. However, ERS and Envisat velocity estimates are noisy and have gaps in their cover-
age. This holds that there is not always a choice of where a velocity box is placed, but it is limited to a location
where most estimates can found. In Table 3.6 an overview is given of which locations are used for the seven
glaciers in this study. The estimated offsets in this velocity box are used to estimate the mean velocity and
standard deviation.

Table 3.6: The position along-track and area of the velocity box for the different glaciers. The along-track position is expressed as a factor
of the terminus width. *At Umiammakku Isbræ, layover effects made it difficult to find a location close to the glacier front.

Glacier Position [-] Area [km2]

Støre Gletscher 1 25
Lille Gletscher 1.5 0.25
Sermilik 0.75 1
Kangerlussuup Sermersua 0.75 1
Rink Isbræ 0.5 1
Umiammakku Isbræ 2* 1
Inngia Isbræ 0.5 1

In Figure 3.22 an overview is given of the velocity at different along-track positions for Støre Gletscher, in
order to assess the consequence of along track velocity variations. It can be observed that observations at
the terminus front are more likely to have outliers, and that error bars not necessarily decrease when lower
velocities are considered. This is because there are two processes that influence the error bar:

• A high velocity area means that the ICC offset tracking estimates large offsets. A large offset is relatively
more accurate compared to a smaller offset with the same correlation, and thus the same standard
deviation. This means that small offsets, within the region of the error bar, are difficult to capture. This
is a problem for ERS and Envisat at locations where the velocity is low.

• A high velocity area means that decorrelation is likely to occur quicker, thereby increasing the standard
deviation of the estimated offsets.

The ideal position would be where the velocities are high, but the decorrelation occurs slowly.
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Figure 3.22: The estimated velocities for Støre Gletscher at different locations along the flowline. The location is determined based on
the terminus-width.



4
RESULTS AND ANALYSIS

In this chapter the results are presented and analysed. The observed glacier evolution in Section 4.1 is pre-
sented, followed by an analysis of the climatic forcing of SST, SAT and SIF in Section 4.2 and a description
of the glacier-specific factors in Section 4.3. In Section 4.4 a synthesis is given, where glacier evolution is
evaluated based on climate forcing and glacier-specific factors.

4.1. GLACIER EVOLUTION
Here the observed glacier records of terminus position and flow velocity, are described. All the detailed glacier
records can be found in Appendix A.

In Figure 4.1 the digitized terminus positions are visualized for all glaciers. It is observed that none of
the glaciers shows long-term advance, four glaciers (Støre Gletscher, Sermilik, Kangerlussuup Sermersua and
Rink Isbræ) stay relatively stable and three glaciers show a long term retreat (Lille Gletscher, Umiammakku
Isbræ and Inngia Isbræ). During the 1990’s, all the terminus positions of all glaciers are observed to be stable,
although there are big data gaps during this period. It can be suggested that Inngia Isbræ shows a slight
advance during this period, although there are only sparse observations. Lille Gletscher is the first that shows
retreat, starting around 2001 and with increasing pace after 2003. Umiammakku Isbræ and Inngia Isbræ start
their retreat in 2003, and Umiammakku Isbræ finds a stable position in 2010, whereas Inngia Isbræ keeps
retreating until the last record in 2014. It is observed that the Inngia Isbræ also accelerated it’s retreat around
2011.

A seasonal motion of the terminus position is observed at all glaciers, with advance during winter pe-
riods and retreat during summer periods. Rink Isbræ shows the strongest seasonal signal with a seasonal
amplitude of about 500 m. Støre Gletscher also shows a seasonal signal, although there are more fluctuations
during the season. The retreating glaciers, Lille Gletscher, Umiammakku Isbræ and Inngia Isbræ, all have a
seasonal signal, but not more or less than stable glaciers.

The observed velocity profiles are depicted in Figure 4.2. Rink Isbræ and Støre Gletscher are the fastest
glaciers, and their velocities are in agreement with earlier results (see Table 2.1). Here it should be noted that
the EGV of Støre Gletscher is lower compared to literature because a point further from the terminus posi-
tion was used. A long-term acceleration is observed at Inngia Isbræ: around 500 m/yr in the early 90’s to
around 1500 m/yr in 2010. The acceleration coincides with the retreat in 2003 and shows a linear trend. The
estimated velocities at Sermilik and Lille Gletscher indicate to have slightly accelerated from 500 m/yr in the
90’s to almost 1000 m/yr in 2003 and 400 m/yr in the 90’s to 500 m/yr in 2010. It should be noted that the
estimated velocity on Umiammakku Isbræ is determined at two times the width of the terminus (approx 6 to
9 km) due to layover effects.

55
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Figure 4.1: An overview of the ETP of seven glaciers in the Uummannaq Bay. From top to bottom Støre Gletscher, Lille Gletscher, Sermilik,
Kangerlussuup Sermersua, Rink Isbræ, Umiammakku Isbræ and Inngia Isbræ are shown, and the vertical lines indicate a 1 km step. Error
bars are not included, as they are too small to be considered on this scale (see Section 3.3.2). In Appendix A an detailed overview can be
found of the observed terminus positions and their location in the fjords.

4.2. CLIMATE FORCING

In this section the climate forcing parameters are elaborated. An overview is given on timeseries SAT, SST and
SIF and a trend is estimated.
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Figure 4.2: An overview of the EGV of seven glaciers in the Uummannaq Bay estimated from different satellites.

4.2.1. SURFACE AIR TEMPERATURE

The Surface Air Temperature (SAT), as obtained from the DMI datasets (see Section 2.4.2), is observed in four
different locations that are not directly at the glaciers. No other temperature timeseries were available due
to the remoteness of the area. Therefore, temperature data is especially interesting to consider long-term
trends that are likely to be spread region-wide, such as a warm period, and not to consider daily variations
or absolute values. The closest stations are Mitt. Qaarsut and Uummannaq, roughly 200 - 300 km away from
the outlet glaciers, and Qullitsat (1982 to present) roughly 400 - 500 km away from the glaciers (see Table 2.4
for an overview of the stations). In Carr et al. (2013b) a similar situation was found and spatial variation was
considered small.

The observed trends at Nussauq show that between 1980 and 2010 there was a 0.19◦ C/yr increase and
that between 1990 and 2010 this trend was 0.27◦ C/yr (confirmed by Carr et al. (2013b). When the data for
Nussauq and Mitt. Qaarsut are compared a trend of 0.10◦ C/yr and 0.08◦ C/yr is estimated, respectively. An
overview of the three longer timeseries that have been observed is depicted in Figure 4.4.

In order to investigate the influence of SAT, an overview is made of seasonal temperatures in order to iden-
tify periods of relatively warm or cold weather. An overview of average seasonal temperatures at Nussauq and
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Figure 4.3: An overview of the EGV of seven glaciers in the Uummannaq Bay estimated from TerraSAR-X.

Mitt. Qaarsut is given in Figure 4.5 and 4.6, respectively. The seasonal averages are obtained from monthly
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Figure 4.4: Monthly average temperatures found for three different meteo-stations. The dashed line indicates the linear trend as observed
for the entire timeserie. The trend observed in Uummannaq is −0.05◦ C/yr, for Nussauq the observed trend is 0.19◦ C/yr and for Mitt.
Qaarsut the trend is 0.08◦ C/yr. Interesting to note is that the temperatures in summer are higher for the Uummannaq and Mitt. Qaarsut
stations. This is very likely to be an influence of the ocean, as Nussauq is located outside the shielded bay.

averages, that are composed of at least 22 daily averages, that in turn are made up of at least 2 observations.
This is in line with the methodology Carr et al. (2013b) applied, and avoids biases due to improper sampling.

Both temperature records are in relative terms showing the same signal. The seasonal temperatures
records show that there is especially a lot of year-to-year variability in winter and spring. For this research
the periods between 1990 and 2012 are of special interest. The first 5 years of the 1990’s are relatively cold,
but from 1996 both winter and spring temperatures increase. Moreover, it can be seen that in 2003 and 2010
both the winter and spring temperatures were high, while 1998, 2000, 2005 and 2008 had a warm spring after
a colder winter. 2009 and 2011 are the only years that showed a warmer winter than spring, and in 2007 the
temperatures were approximately the same.

Figure 4.5: Seasonal average temperatures found for Nussauq. The dashed line indicates the average temperature of the entire timeseries
per season. It can be seen that the spring temperatures and winter temperatures are quite similar, and it is often (but not always)
observed that a warm winter also indicates a warm spring.

4.2.2. SEA SURFACE TEMPERATURE
The Sea Surface Temperature (SST) is, as discussed in 2.1, a mixture of ocean water and meltwater and its
temperature is depending on meltwater flux, icebergs and solar radiation. As discussed in Section 2.1.2, SST
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Figure 4.6: Seasonal average temperatures found for Mitt. Qaarsut. The dashed line indicates the average temperature of the entire
timeseries per season. It can be seen that the spring temperatures and winter temperatures are quite similar, and it is often (but not
always) observed that a warm winter also indicates a warm spring.

and DOT were identified as two different oceanic forcing parameters. DOT are related to submarine melting
at the terminus grounding, whereas SST is important for processes at the top of the terminus. In this research,
SST is therefore used to represent oceanic forcing. The SST data is obtained from AVHRR Pathfinder Version
5.2 Level 3 data (see Section 2.4.3) and is available for the period 1982 - 2012.

In Figure 4.7 the timeseries of the average SST is depicted. It can be seen that many SST observations
are missing during winter times, and this can be caused by 1) sea ice covering the sea surface or 2) problems
related to separating ice cover and SST. Remarkably, from 2003 on there are SST observations during the win-
ter. Either there is no complete sea ice cover in the Uummannaq Bay during winter or there the observation
techniques improved such that it can be distinguished from sea ice. Based on the fact that the gap in winter
observations is decreasing in time, it is suggested that there is no complete sea ice cover from 2003.

It is also observed that there is a positive trend of 0.085◦ C/yr over 30 years of SST. In Figure 4.8 the seasonal
patterns are separated, and it is observed that there is especially an increasing trend of summer temperatures.
Summer and fall temperatures seem to be correlated to some extend, and show high values in 2000, 2003, 2007
and 2009. As seasonal temperatures in time are compared, the same selection of months should be compared
(without gaps). Therefore, December and May are considered to represent winter and spring temperatures.
Moreover, the December and May temperatures are the lowest, but are slightly increasing. 2003 and 2010 are
especially warm in May and December was considerably warmer in 2004, 2009 and 2012.

4.2.3. SEA ICE FRACTION

The Sea Ice Fraction (SIF) is obtained from AVHRR Pathfinder Version 5.2 Level 3 data (see Section 2.4.3)
and is available for the period 1982 - 2012. In Figure 4.9 a timeseries is given of the SIF. Howat et al. (2010)
identified that the ice clearance date is regarded the most important seasonal phenomena, as it determines
the duration that the ice can give ’back-stress’ to the glaciers. The SIF cleareance date is defined to be the first
day that the SIF percentage drops below 60%, and the SIF forming date is defined to be the first day that the
SIF rises above 60 %. The results are depicted in Figure 4.10 and the clearance dates are in line with the values
observed by Howat et al. (2010). The ice clearance date is estimated to be earlier with a linear trend of 1.4 day
per year, the forming date comes in later with a linear trend of 2.3 day per year.

4.2.4. INTERACTION OF FORCING PARAMETERS

The climate forcing parameters are not isolated parameters but also interact together. SAT can be influenced
by SST, depending on wind conditions and the topographic situation, similarly sea ice interacts with SST



4.2. CLIMATE FORCING 61

Figure 4.7: The average seasonal temperatures of the SST.

Figure 4.8: The average seasonal temperatures of the SST.

Figure 4.9: The mean SIF in the fjords between 1982 and 2012. The filled blue indicates the standard deviation.

(subsurface) and SAT (surface). However, based on the records shown before, the conclusion can be drawn
that:

• SAT is increasing, but its year to year variability is high.

• SST is increasing, especially the summer temperatures.

• SIF is decreasing, especially the duration of high SIF concentrations is decreasing. Sea formation occurs
later, clearance earlier.

A question remains to what extent climate forcing parameters influence each other and what triggers
seasonal variations. Examining 2003 and 2010, it can be seen that the SAT was high in the winter, but the De-
cember SST was not. During the spring, both SAT and SST were significantly higher and during summer, the
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Figure 4.10: The ice clearing and forming dates given as day of the year in the fjords between 1982 and 2012. The duration of SIF levels
between 60 % is getting shorter. The last three years also have data gaps (as visible in Figure 4.9 that might have influenced the results.

SST was still high while SAT was not. This might be an indication that SST follows SAT, but with a few months
delay. This might also influence the SIF, as 2003 and 2010 were years in which the ice formed significantly
later and cleared significantly earlier.

Other factors that are not considered in this thesis, i.e., sunshine duration, wind, albedo change, katabatic
wind, might also influence the external forcing.

4.3. GLACIER-SPECIFIC FACTORS
In this section the glacier specific factors are discussed and analysed. As described in Section 2.4.4, the
bedrock and bathymetry are obtained from operation IceBridge, and that the bathymetry is regarded less
accurate than the bedrock. In Figure 4.11 the bedrock and ice-thickness are visualized, and they show that
the central interior of Greenland is actually below sea level.

The bedrock structure of the Uummannaq-region, a detailed subsection can be found in Figure 4.12,
is different in the North and the South. The Northern glaciers (Inngia Isbræ, Umiammakku Isbræ) originate
from a higher bedrock plateau, in contrast it is observed that in the Southern part the glaciers (Støre Gletscher,
Lille Gletscher and Sermilik) originate from a lower bedrock. This might explain why the Southern glaciers
are generally shorter and wider compared to the Northern glaciers. The thickness of the ice at the base of
the glaciers also differs between the glaciers in the North and in the South. Støre Gletscher, Lille Gletscher
and Sermilik are relatively close to the 1500 m line of the ice thickness, while Kangerlussuup Sermersua, Rink
Isbræ and especially Umiammakku Isbræ and Inngia Isbræ are further away.

In Table 4.1 the fjord geometry of the different glaciers is set out. It can be seen that Støre Gletscher
and Rink Isbræ have a deep terminus base, and that there are three glaciers with a shallow terminus base
(Lille Gletscher, Sermilik and Inngia Isbræ). Støre Gletscher and Rink Isbræ have both wide fjords and a deep
terminus position. Moreover, Støre Gletscher and Rink Isbræ are positioned in a shallow location in the fjord
and seem to have a deeper basin behind it. Retreat from its original position means that the glaciers move
to a wider and deeper position in the fjord. Similarly, Umiammakku Isbræ has a ETP that is positioned in a
narrow fjord with a shallow terminus base, but a retreat would mean that the terminus enters a deeper and
wider location.

Sermilik is an special glacier compared to the others, as it has a shallow and narrow terminus position and
is relatively thick. The slope at its front is steep, it seems that the terminus is very close to a bedrock formation
above sea level. Another interesting geometry is found at Kangerlussuup Sermersua, that has a quite long,
non-straight, terminus line. Interestingly, its terminus base is at a shallow location with a deep bedrock basin
behind it. Its distinctive shape is likely to be maintained due to this shallow location, and a question remains
if this position is formed by basal sediment transport meaning that a glacier ’digs’ its terminus base.

Lille Gletscher and Inngia Isbræ are located in a relatively narrow and shallow fjord, although Lille Gletscher
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Figure 4.11: An overview of the bedrock and ice thickness of the Greenland Ice Sheet. The left image is the bedrock height and left is the
ice thickness.

Figure 4.12: An overview of the bedrock and ice thickness of the Uummannaq Bay. The left image is the bedrock height and left is the ice
thickness.

is much closer to the ice sheet than Inngia Isbræ. In front of the Lille fjord, a high, flat plateau is found with
a wide fjord geometry. It is observed, that glacier is located in slightly deeper water but at a narrow fjord
location and the bedrock shows an increasing profile. At Inngia Isbræ a similar situation is found, although
bedrock and bathymetry are showing a different depth. Looking at both bathymetry and bedrock profiles,
the profiles agree that the terminus position has retreated into a slightly deeper and wider fjord geometry,
but after 15 km (of its original position) the bedrock increases significantly.
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Table 4.1: An overview of the fjord geometry for the different glaciers. The terminus depth is based on both bedrock and bathymetry (if
available), bedrock slope is based on the bedrock profile just behind the terminus position.

Glacier Fjord Width Fjord Depth Ice Thickness Bedrock Slope

Støre Gletscher 5 km 400 - 500 m 500 - 1000 m Downward
Lille Gletscher 2 - 3 km 0 - 100 m 100 - 200 m Downward
Sermilik 2.5 km 100 m 200 - 500 m Upward
Kangerlussuup Sermersua 5 km 200 - 300 m 200 - 500 m Downward
Rink Isbræ 5 km 600 - 700 m 600 - 1000 m Downward
Umiammakku Isbræ 3 - 5 km 200 - 400 m 200 - 700 m Downward
Inngia Isbræ 3 - 4 km 100 - 300 m 100 - 300 m Downward

4.4. SYNTHESIS
Here results that are estimated from SAR observtions, as presented in Section 4.1, are put in perspective with
climate data from Section 4.2 and glaciers-specific factors from Section 4.3. The results are elaborated based
on the glaciological aspects of marine-terminating outlet glaciers as discussed in Section 2.1.

In the SAR-based ETP results it is observed that Umiammakku Isbræ and Inngia Isbræ have shown rapid
retreat, Lille Gletscher showed a slow retreat and that the other four glaciers (Støre Gletscher, Sermilik, Kanger-
lussuup Sermersua and Rink Isbræ) glaciers are relatively stable. Based on Equation 2.2 it can be stated that
first 2 glaciers have a sufficient negative MB to initiate a rapid retreat. They both started to retreat in 2003, af-
ter a winter in which the duration of high SIF concentrations were shorter than normal and both SST and SAT
were higher than normal. Consequently, the glacier experienced less buttressing from the sea ice melange,
leading to increased calving. The increased calving caused a negative MB that was sufficient to initiated
multi-year retreat.

As discussed in Section 2.1.2, retreat of marine-terminating glaciers can initiate a positive feedback loop
in case it retreats into deeper waters. This is observed at Inngia Isbræ, which retreated into a (slightly) deeper
and wider fjord. It is also observed that its EGV increased during this period, which could be a consequence
of a lower resistive force at the bed and fjord-walls (see Equation 2.3). The resistive forces decrease as a
consequence of the terminus retreat, as there is less contact with the bedrock. Additionally, the resistive force
of the terminus moraine shoal also decrease with retreat, thereby allowing a positive feedback loop (Fischer
and Powell, 1998). The ETP retreat of Inngia Isbræ accelerated after 2008 and did not stop until the end of the
timeseries. The combination of a retreat into a deeper fjord and an acceleration of its velocity, is suggested
to be an indication that its grounding line is retreating under influence of a positive feedback loop of an
increased calving rate C .

Umiammakku Isbræ shows a different evolution. Its initial retreat was quicker than that of Inngia Isbræ,
but it ceased in 2009 and it also did not show an increase of its EGV during its 6 year retreat. It also did not
retreat along a reverse bedrock, and retreated to a shallow position in the fjord that was actually at a wider
position than it’s original position. There might be two possible explanations: 1) Umiammakku Isbræ had a
floating tongue that collapsed, but it’s grounding line did not retreat, or 2) it retreated to a former terminal
moraine shoal that was still present and that was shallow enough to restore the MB.

The relative slow retreat of Lille Gletscher is suggested to start in 2001, although there are not enough
observations between 1998 and 2000 to rule out that its retreat started earlier. It’s retreat is relatively slow
compared to Inngia Isbræ and Umiammakku Isbræ and a very subtle acceleration is observed (+100 m/yr
in 10 years). The bedrock at Lille Gletscher is shallow compared to other glaciers, and it’s calving rate C is
therefore likely to be small (see Equation 2.5). Although it did retreat into a narrower part of the fjord, it was
not sufficient to stop its retreat. Its initiation does not seem related to a climatic event as for Inngia Isbræ
and Umiammakku Isbræ, although its retreat did speed-up after 2003. Another aspect is that Lille Gletscher
is originating from a higher bedrock point, and its connection to the ice sheet is relatively weak. As its EGV
increases it seems logical that the driving stress in Equation 2.3 is constant and that the friction at the bedrock
or the fjord walls is reduced.

The other four glaciers are relatively stable, and do not show long-term terminus advance. This means
that the MB, according to Equation 2.2, should be approximate equilibrium. Any surplus of the MB would
mean that the glaciers were able show a slow advance, but they do not show this behaviour. As advance is
not observed, it can be concluded that none of the glaciers has a positive MB. However, retreat is also not
observed. Here it is suggested that there is a retreat threshold MBT , based on the MB. If the MB is lower than
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the this threshold (Bs +C +Bo < MBT ), rapid retreat is initiated. As long-term forcing will weaken a glacier by
undercutting its terminus, or by an increased ablation area, it is likely that long-term forcing lower the retreat
threshold. However, this retreat threshold is hard to quantify, and modelling performed by Morlighem et al.
(2016) showed that a surprising high calving flux should occur to initiate a rapid retreat of Støre Gletscher. It
is therefore likely that further climatic warming and potentially warm seasons can initiate a negative MB that
is low enough to initiate retreat, meaning that a rapid long-term retreat is initiated. Except for Sermilik, all
glaciers have a reverse bed that allows such a rapid retreat.

The seasonal evolution of ETP is correlated with the presence of sea ice melange. To analyse this relation,
the terminus behaviour with and without sea ice melange is considered in Figures A.3, A.6, A.9, A.12, A.15,
A.18 and A.21. Here linear trends are estimated during high SIF concentrations and during low SIF concen-
trations. The linear trends are estimated per frame, in order to avoid bias related issues as discussed in Section
2.3.4. The average linear trend is visualized in the figures, and they show an interesting pattern. Some glaciers
have a clear advance and retreat cycle depending on SIF concentrations. Rink Isbræ, depicted in Figure A.15,
shows a clear seasonal pattern in its ETP motion, ranging up to a kilometer. On the contrary, Støre Gletscher,
is less sensitive to the presence of sea ice and shows only a minor seasonal signal (see Figure A.3).

However, the terminus evolution during ice-free periods is not a purely linear. The motion of the ETP is
characterized by 1) a period of rapid retreat after ice break-up, 2) a period of stabilization in mid-summer and
3) a period of advance during periods with sea ice melange. A terminus collapse has been observed often, for
example in the spring of 2006 and 2007 the terminus retreated about 600 m at Rink Isbræ (see Figure A.15).
This pattern is also observed Støre Gletscher (for example the clearance in 2009). The quick collapse occurs
generally within a month after ice break-up. It is suggested that Rink Isbræ builds up a seasonal floating
tongue, that collapses after clearance of the sea ice Rignot et al. (2015). In this study we can not distinguish
floating tongues, but the advance rates at Rink Isbræ are too high to be correlated with grounding line ad-
vance, as this is expected to be in the order of 30 m/yr Nick (2006).

The retreating glaciers also show this behaviour. At Inngia Isbræ, see Figure A.21, this effect is also ob-
served to be of big influence. As the advance is less than the retreat, Inngia Isbræ shows a multi-year retreat.
A similar pattern is found at Umiammakku Isbræ (see Figure A.18), indicating that Inngia Isbræ and Umi-
ammakku Isbræ are both sensitive to the sea ice melange. The short duration of high SIF concentration in
the 2003 winter and the quick retreat in 2003 summer mark the start of the long-term retreat of their termini.
During their long-term retreat they still showed periods of slow advance, countered by rapid retreat during
summer. Umiammakku Isbræ clearly ceased to retreat after the summer of 2008, mainly due to a smaller
retreat in summer. At Inngia Isbræ the reverse can be observed, after a very quick retreat in the summer of
2003 its retreat slowed down and it even advanced during winter periods. However, after the winter of 2008 it
did not show advance and its retreat accelerated. Seasonal ETP variations are smaller at Lille Gletscher, but
they are suggested to influence its retreat (see Figure A.21). In the summer of 2003 it showed a significantly
higher retreat than in other years, but its ETP position does not always advance in winter.

When comparing the glacier-specific factors of the retreating glaciers with the stable glaciers, the conclu-
sion can be drawn that all the retreating glaciers are in a shallow fjord. Observations show that two of the
retreating glaciers started their retreat after a warm winter with a short duration of high SIF concentrations.
It is suggested that, for this region, glaciers with a shallow terminus are more vulnerable to variations in SIF
than glaciers with a terminus is deep waters. This seems to be contrasting with Equation 2.5, which predicts
that a deep terminus has a higher calving flux. The sensitivity of the calving sensitivity c to seasonal variations
in SIF might be larger for glaciers with a shallow terminus, and/or for glaciers with a deep terminus the rela-
tive importance of the calving rate C might be lower when considering a large OMB as suggested in Equation
2.6.

4.4.1. DISCUSSION

Here we put the results into perspective with earlier research that has been conducted in the Uummannaq-
region (see Section 2.1.3). The retreat of Umiammakku Isbræ and Inngia Isbræ has also been observed by
Howat et al. (2010). He also identifies that the winter of 2003 might have initiated this retreat. The results
presented in study underline this hypothesis, also by showing that the glaciers were showing a stable ETP
during the 1990’s. Howat et al. (2010) also reported on a speed-up of Inngia Isbræ and Umiammakku Isbræ.
The speed-up of Inngia Isbræ is confirmed by this study, but the speed-up of Umiammakku Isbræ is not ob-
served. This could be related to the velocity box, which is located relatively far upstream to avoid layover
effects. This also awakes the discussion whether the speed-up observed by Howat et al. (2010) is only close to
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the terminus, and that the flow velocity upstream remained relatively stable.

Carr et al. (2013b) has observed a stepwise retreat of Alison Glacier, where the glacier retreated from nar-
row section to narrow section. In this study, this behaviour was not observed. On the contrary, it was observed
that glaciers retreated did not stop their retreat at a narrow section of the fjord. However, we do observe that
Umiammakku Isbræ ceased its retreat at a shallow point. This brings up the discussion what is considered to
be of larger influence: fjord width or fjord depth? Or is this different for each glacier? More research will be
needed to assess the actual role of glacier-specific factors.

Recent studies by Rignot et al. (2015) and Rignot et al. (2016) have been focussed on the role of submarine-
melting. The patterns we see in our study show that glaciers with a terminus in a deep fjord, such as Rink
Isbræ and Støre Gletscher, are stable. Moreover, the glaciers in a shallow fjord have observed to show retreat.
Given that it is justified to assume that the glaciers in a shallow fjord are unaffected by submarine melt, our
results show that there is no relation between submarine-melting and retreat.

4.4.2. QUALITY OF RESULTS
Here the results of the SAR observations are evaluated, and it is elaborated what improvements could still be
made. In Section 3.3 it is described how the ETP and EGV are estimated from SAR images, and the results
are shown in Section 4.1. They show that the ETP is determined with an accuracy of 15 to 50 m, accurately
enough to capture seasonal signals and significant trends. A bigger source of uncertainty for digitization, es-
pecially for descending ERS images, is the effect of layover due to a unsuitable orbital mode, which is a mayor
disturbing factor for the Northern Glaciers (Inngia Isbræ, Umiammakku Isbræ).

Velocity estimations on glaciers were found to be difficult for ERS and Envisat images, as their 35-day
baseline introduces a large decorrelation. Using a model-based filter, outliers were removed and this im-
proved the results. It was found that for each frame many outliers were concentrated on the glaciers, and this
sometimes lead to empty patches. Therefore, an appropriate spot for the velocity-box to estimate the EGV
had to be found, meaning that is was not possible to use the same point for each glacier.

It is also observed that EGV estimates of ascending Envisat frames are sometimes overestimating it. This is
only observed at two glaciers, Rink Isbræ and Støre Gletscher (see Figures A.2 and A.14). For the other glaciers
the EGV of ascending Envisat frames is matching the EGV estimated in other frames, and also descending En-
visat frames are found to match other frames even at Rink Isbræ and Støre Gletscher. Next to this, ascending
TerraSAR-X estimates are matching the other frames, ruling out that this problem is caused by the orbit mode
only. It is not clear why this bias comes from, but it is suggested that it has to do with a unfavourable inci-
dence angle at which displacements are estimated. As it only occurs for Rink Isbræ and Støre Gletscher, the
relation between large displacements and false EGV estimates seems to be present as well. It could be that the
approach described in 3.3.3, using a parallel slope and a DEM to decompose a 2D displacement vector into a
3D component, causes this bias in EGV. The estimated slope Saz and Ssr can be unfavourable in the particular
case of the Envisat ascending frames, meaning that sin(θ)−Sr cos(θ) ≈ 0. Another source of the bias could
be related to the DORIS geocoding, but this is not expected as the geocoding works well in all the other frames.

When 35-day velocity estimates of ERS and Envisat were compared to TerraSAR-X estimates, it was found
that TerraSAR-X estimates were less decorrelated. So with relatively the same baseline, ICC offset tracking
with TerraSAR-X gave better results. This can either be due the difference in operating band, or to the dif-
ference in resolution. In order to investigate if this problem is related to the different operation bands, the
amplitudinal variations on Støre Gletscher were estimated in a 10 km2 box (see Figure 4.13). A very clear
seasonal signal is seen, that is related to the processes described in 2.3.2, and it can be seen that TerraSAR-X
shows slightly less seasonal variations. Although the role of resolution is unclear, it can be stated that decor-
relation might be less due a lower sensitivity to changes in backscatter properties of snow and ice.
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Figure 4.13: Variations of the amplitude as observed on Støre Gletscher.





5
CONCLUSIONS AND RECOMMENDATIONS

In this thesis the link between climate forcing and glacier behaviour is studied using SAR-based observations.
These observations are needed to understand how outlet glaciers react to climate forcing. Especially the calv-
ing dynamics of marine-terminating glaciers is poorly understood. It is suggested that each glacier has a
different sensitivity to climate forcing due to specific factors, such as fjord width and bedrock topography,
and that long-term retreat may be initiated by seasonal variations in climatic parameters, such as Surface
Air Temperature (SAT), Sea Surface Temperature (SST) and Sea Ice Fraction (SIF). Seven marine-terminating
outlet glaciers in the Uummannaq-bay were studied, because of its shielded topography meaning that the
climatic conditions within the bay are assumed to be comparable.

How to observe and interpret glacier behaviour using synthetic aperture radar?

A dataset of 665 SAR images (ERS, Envisat and TerraSAR-X), spanning from 1991 to 2014, was processed
and analysed. With this dataset two parameters were estimated: Equivalent Terminus Position (ETP) using
manual digitization and Equivalent Glacier Velocity (EGV) using amplitude offset tracking (ICC). It is difficult
to coregistrate SAR-images in areas covered by water and ice. Therefore, coregistration windows were created
on stationary areas, i.e., mountains, using land-classification data. Using a ’best slave’, an emperical selection
was made of windows that did not show decorrelation. In this way, coregistration was possible for most
images while maintaining processing speed.

It was shown that the terminus projection on the Earth is dependent on the DEM location of the terminus,
the reflection location, the orbital mode and incidence angle at which a SAR-image is acquired. This can
lead to a bias when digitizing the terminus location, and in order to have a consistent bias it was chosen to
modify the DEM location of the terminus to always overestimate the terminus. It was also chosen to use a
Flowline Reference System (FRS), which follows the flowline of a glacier. The advantage of a FRS is that a
glacier is considered to be straight, allowing a proper projection of the ETP and to reference estimated offsets
into a along-track and across-track direction. It was shown that the estimated ETP using the FRS is a better
representation than the box-method. The difference between the two methods can be up to a factor two.

The estimated offsets were estimated for each consequential SAR-image pair and converted velocities.
The EGV was estimated using a velocity-box, located at a fixed distance from the ETP, in which the mean ve-
locity was estimated and considered representative for the velocity of the glaciers. ERS and Envisat datasets
were showed high decorrelation leading to noisy and relatively inaccurate estimations. The estimated offsets
of ERS and Envisat were therefore filtered using a model based outlier removal (w-test). The model was based
on the along-track velocities and calibrated with 11-day TerraSAR-X results, that showed practically no noise.
The filter improved the results, but the estimated velocities were not accurate enough to perform a seasonal
analysis on the ERS and Envisat EGV results. The TerraSAR-X results, both EGV and ETP, are comparable with
the results obtained by Moon et al. (2014) for 2009 - 2013.
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What seasonal and long-term evolution can be observed at the glaciers in the Uummannaq-region?

The observed ETP results show that three glaciers (Lille Gletscher, Umiammakku Isbræ and Inngia Isbræ)
showed long-term retreat, of which two (Umiammakku Isbræ and Inngia Isbræ) showed rapid retreat, and
that 4 glaciers are stable and that no glacier advanced. All glaciers showed a stable ETP and a stable EGV
during the 1990’s. Retreat was initiated in 2001 for Lille Gletscher and 2003 for Umiammakku and Inngia
Isbræ. Lille Gletscher and Inngia Isbræ retreated 1.3 km and 6 km respectively and the retreat was observed
until the end of the timeseries. Umiammakku ceased its 4 km retreat in 2009, and its ETP remained stable
for the years after. The retreat of Inngia Isbræ is accompanied by an increase of the EGV, that became three
times higher (from 500 m/yr to 1500 m/yr) in 2010 compared to its EGV in the 1990’s. Umiammakku also
showed a long-term increase of EGV, but a less dramatic change was observed compared to Inngia Isbræ (400
m/yr before retreat to 700 m/yr after retreat). Lille Gletscher only showed a small increase in EGV after its
retreat (400 m/yr before retreat to 600 m/yr in 2010). All other glacier did not show long-term accelerations
or decelerations.

Regarding intra-annual variations, ETP results showed that some glaciers show strong seasonal terminus
variations (advance during winter, retreat during summer) and that the amplitude of these variations are dif-
ferent from glacier to glacier. All glaciers show a sudden retreat in early spring, but the magnitude of this
retreat differs from glacier to glacier and from year to year. Rink Isbræ shows the largest retreat after the SIF
concentrations drop, up to 1 km retreat is observed in the timespan of a month. The EGV results show that
many glaciers have temporal variations in their velocity, but ERS and Envisat results were not accurate and
abundant enough to classify these variations as seasonal.

How does climate forcing influence the behaviour of glaciers in the Uummannaq-region?

Surface Air Temperature (SAT) and Sea Surface Temperature (SST) timeseries in the Uummannaq Bay
show a increasing trend since the 1980’s. Synchronously, the Sea Ice Fraction (SIF) shows a decreasing trend.
In order to distinguish periods of vast ice melange in the fjords, a forming and clearing date of sea ice melange
is estimated using SIF. The forming date of the sea ice melange is observed to be 2.5 day later each year,
while the clearing date is observed to be 1.5 day earlier each year. It was found that there is a link between
large SIF concentrations and retreat/advance of the ETP. Periods in which SIF concentrations are high, all
glaciers generally show advance, even the ones that show a long-term retreat. The magnitude of this relation
is different for each glacier, Rink Isbræ shows variations up to a kilometer whereas Støre Gletscher only shows
variations of about 200 m.

The high SAT and SST in 2002/2003 are likely to have caused a late forming date and an early clearance
date of the sea ice melange. It is also observed that in the warm summer of 2003, long-term retreat of the ETP
was initiated for Umiammakku and Inngia Isbræ. The years after 2003 were less warm, but the retreat did
not stop. It is therefore concluded that the exceptional climate forcing in 2002/2003 initiated the long-term
retreat of Inngia Isbræ and Umiammakku Isbræ after a decade of stability. Howat et al. (2010) had a similar
conclusion, but did not consider the evolution during the 1990’s.

How do glacier-specific factors influence the behaviour of different glaciers in the Uummannaq-
region?

Glacier specific factors are suggested to be decisive in a glaciers response to climate forcing. Using bedrock
and bathymetry data, it is shown that there are big differences in the depth of the fjords. Rink Isbræ and Støre
Gletscher are located in deep fjords (500 - 800 m deep), whereas Lille Gletscher and Inngia Isbræ are located
in shallow fjords (> 200 m deep). It was also found that most glaciers formed a terminal moraine shoal, as
described by Powell (1990), meaning that the terminus is located on a relatively shallow location. This also
implies that all glaciers, with exception of Sermilik, have a reversed bedrock slope.

The response to exceptional climate forcing is suggested to be influenced to the fjord-depth. Glaciers in
relatively shallow fjords have found to be retreating, and in two of the three cases this was a result of the ex-
ceptional climatic conditions in 2002/2003. Glaciers in deeper waters did not show a change in ETP. At Inngia
Isbræ it was observed that its terminus retreated into deeper waters, that eventually lead to a positive feed-
back loop where a retreat in deeper waters increased the calving rate C and caused a speed-up of the glaciers
due to a lower basal drag. This was not observed at Umiammakku, where it is suggested that the retreat of
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its ETP is related to a break-up of a floating tongue. As the study only focussed on seven glaciers, it can only
be suggested that there is a relation between the depth of a fjord and its sensitivity to climate change, more
observations are needed to confirm this hypothesis.

How do different marine-terminating outlet glaciers respond to a similar climate forcing?

In conclusion, it was observed that seasonal climatic forcing can initiate rapid retreat of marine-terminating
outlet glaciers, if the grounding line retreats into deeper waters. It was also observed that glaciers in a shallow
fjord are more sensitive to seasonal variations of the SIF, whereas glaciers in a deeper fjord were observed to
be more stable. It is suggested that they are more sensitive because the calving flux is relatively more impor-
tant than submarine melt, as is the case for glaciers with a deeper grounding line. Both observations confirm
that seasonal variations can initiate long-term retreat, and that the sensitivity of a glacier to climate forcing is
controlled by glacier specific factors, especially its terminus depth.

5.1. RECOMMENDATIONS AND FUTURE WORK
Although the intention of a scientific study is to find answers to questions, they also generate new questions.
During the study, new questions arose and unsolved problems were encountered. In this section an overview
is given on where new studies should be focussed on and how the methods used in this study can be im-
proved.

The scientific research to marine-terminating outlet glaciers on Greenland has mainly been focussed on
the large glaciers. This study has shown that other, smaller glaciers can provide valuable insight into the rela-
tionship between external forcing and glacier evolution. Subsurface processes are suggested to be important
for glaciers with a deep grounded terminus, but the size of these processes is not quantified. It is therefore
suggested that:

• more regions are studied. Especially the evolution of different glaciers with comparable climatic con-
ditions should be elaborated. When a sufficient number of glaciers is studied, it can be verified if the
hypothesis on an increases sensitivity to climatic forcing of shallow glaciers holds.

• long-term submarine observations are made to quantify the amount of submarine melting. Especially
quantification of the submarine meltprocesses are important to understand the influence of submarine
melting to the MB.

• the retreat threshold, as introduced in Chapter 4, should be defined and be quantified. This allows to
identify which glaciers at which a retreat is imminent and predict future response to climate change.

SAR images have been shown to be very suitable for glaciological observations. The value of old ERS and
Envisat images is that they are made up to decades ago, and although processing is difficult and results can
be noisy, their added contribution is high because they place glacier stability into a long-term perspective.
In order to obtain velocity estimations on marine-terminating outlet glaciers, ICC offset tracking was con-
sidered to be the best technique to do so when using ERS and Envisat images. With Sentinel-1 providing us
new SAR-images in the near future, the decision of using ICC offset tracking should be reconsidered as these
images do have a stable phase. It was also observed that TerraSAR-X was less subject to decorrelation, but
it remains a question whether this is related to resolution or to operating band. Furthermore, the EGV is a
summary of an arbitrary point on a glacier and the comparability between different glaciers is questionable.
Although relative variations can be compared between glaciers, absolute variations can not be compared. It
is recommended that:

• the use of spectral diversity is explored for Sentinel-1. As the resolution of Sentinel-1 Interferometric
Wideswath (IW) is comparable with ERS and Envisat, ICC offset tracking will be limited by the res-
olution. Spectral Diversity is considered more accurate and is still able to estimate higher velocities
compared to interferometry (see Section 2.3.1).

• a proper Equivalent Glacier Velocity (or flux) is defined, as discussed in 3.3.6. The current EGV is based
on an average velocity at an arbitrary point. Comparing glaciers is therefore difficult, as the veloc-
ity profile of each glaciers different. Some glaciers show a linear acceleration towards the terminus,
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some show an exponential acceleration. These velocity profiles should be taken into account when
two glaciers are compared.

• the difference between offset tracking with C-band and X-band (and maybe also L-band) is researched.
In this study it is suggested that X-band images show less decorrelation than C-band, but it remains
unclear how resolution influences decorrelation.

5.2. CONTRIBUTION
The contribution of this study to the scientific community should be placed in the context of the state-of-the-
art research within the field of outlet glaciers, and their propositions for further studies. This study extended
the current records by using ERS data from the 1990’s. Glaciers are observed to be stable during this period,
thereby showing that the 2003-retreat should be considered unique. Another contribution of this study is
that the glacier evolution was not only considered with respect to climatic forcing, but also with respect to
glacier-specific factors.

Furthermore, during the study came up with some improved methodology. A Flowline Reference System
(FRS) is introduced. By referencing the terminus position to the FRS, the equivalent terminus position was
significantly improved with respect to the box-method (up to a factor two). The FRS also allowed to obtain a
along-track velocity profile, that was be used to filter outliers from noisy datasets.
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Figure A.1: An overview of the Equivalent Terminus Position (ETP) of Støre Gletscher. The upper graph shows the digitized terminus
positions in the fjord. Here, the Flowline Reference System (FRS) has been used to wrap the fjord. The second graph shows the ETP in
time, and the third graph shows the width of the terminus position. The fourth graph (fjord width) and fifth graph (fjord depth) depict
the fjord topography. The bathymetry is considered less accurate than the bedrock but generally covers more of the fjord.
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Figure A.2: An overview of the Equivalent Terminus Position and Equivalent Glacier Velocity of Støre Gletscher. The different colors
denote the different satellite missions used.
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Figure A.3: An overview of the seasonal variations in Equivalent Terminus Position at Støre Gletscher. The gray bars indicate periods of
high SIF, and white bars indicate periods of low SIF. The black dots are ETP estimations, and the blue and red lines are estimated linear
trends within each bar. The linear trend is depicted below, where blue indicates advance and red indicates retreat of the ETP. In order to
avoid issues related to biases, the estimated linear trends are an average of the estimated linear trend per satellite mission. Some trends
are based on few points, and therefore the lower bars should be interpreted with caution.
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Figure A.4: An overview of the Equivalent Terminus Position (ETP) of Lille Gletscher. The upper graph shows the digitized terminus
positions in the fjord. Here, the Flowline Reference System (FRS) has been used to wrap the fjord. The second graph shows the ETP in
time, and the third graph shows the width of the terminus position. The fourth graph (fjord width) and fifth graph (fjord depth) depict
the fjord topography. The bathymetry is considered less accurate than the bedrock but generally covers more of the fjord.
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Figure A.5: An overview of the Equivalent Terminus Position and Equivalent Glacier Velocity of Lille Gletscher. The different colors
denote the different satellite missions used.
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Figure A.6: An overview of the seasonal variations in Equivalent Terminus Position at Lille Gletscher. The gray bars indicate periods of
high SIF, and white bars indicate periods of low SIF. The black dots are ETP estimations, and the blue and red lines are estimated linear
trends within each bar. The linear trend is depicted below, where blue indicates advance and red indicates retreat of the ETP. In order to
avoid issues related to biases, the estimated linear trends are an average of the estimated linear trend per satellite mission. Some trends
are based on few points, and therefore the lower bars should be interpreted with caution.
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Figure A.7: An overview of the Equivalent Terminus Position (ETP) of Sermilik. The upper graph shows the digitized terminus positions
in the fjord. Here, the Flowline Reference System (FRS) has been used to wrap the fjord. The second graph shows the ETP in time, and
the third graph shows the width of the terminus position. The fourth graph (fjord width) and fifth graph (fjord depth) depict the fjord
topography. The bathymetry is considered less accurate than the bedrock but generally covers more of the fjord.
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Figure A.8: An overview of the Equivalent Terminus Position and Equivalent Glacier Velocity of Sermilik. The different colors denote the
different satellite missions used.
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Figure A.9: An overview of the seasonal variations in Equivalent Terminus Position at Sermilik. The gray bars indicate periods of high
SIF, and white bars indicate periods of low SIF. The black dots are ETP estimations, and the blue and red lines are estimated linear trends
within each bar. The linear trend is depicted below, where blue indicates advance and red indicates retreat of the ETP. In order to avoid
issues related to biases, the estimated linear trends are an average of the estimated linear trend per satellite mission. Some trends are
based on few points, and therefore the lower bars should be interpreted with caution.
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Figure A.10: An overview of the Equivalent Terminus Position (ETP) of Kangerlussuup Sermersua. The upper graph shows the digitized
terminus positions in the fjord. Here, the Flowline Reference System (FRS) has been used to wrap the fjord. The second graph shows the
ETP in time, and the third graph shows the width of the terminus position. The fourth graph (fjord width) and fifth graph (fjord depth)
depict the fjord topography. The bathymetry is considered less accurate than the bedrock but generally covers more of the fjord.
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Figure A.11: An overview of the Equivalent Terminus Position and Equivalent Glacier Velocity of Kangerlussuup Sermersua. The different
colors denote the different satellite missions used.
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Figure A.12: An overview of the seasonal variations in Equivalent Terminus Position at Kangerlussuup Sermersua. The gray bars indicate
periods of high SIF, and white bars indicate periods of low SIF. The black dots are ETP estimations, and the blue and red lines are estimated
linear trends within each bar. The linear trend is depicted below, where blue indicates advance and red indicates retreat of the ETP. In
order to avoid issues related to biases, the estimated linear trends are an average of the estimated linear trend per satellite mission. Some
trends are based on few points, and therefore the lower bars should be interpreted with caution.
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Figure A.13: An overview of the Equivalent Terminus Position (ETP) of Rink Isbræ. The upper graph shows the digitized terminus posi-
tions in the fjord. Here, the Flowline Reference System (FRS) has been used to wrap the fjord. The second graph shows the ETP in time,
and the third graph shows the width of the terminus position. The fourth graph (fjord width) and fifth graph (fjord depth) depict the fjord
topography. The bathymetry is considered less accurate than the bedrock but generally covers more of the fjord.
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Figure A.14: An overview of the Equivalent Terminus Position and Equivalent Glacier Velocity of Rink Isbræ. The different colors denote
the different satellite missions used.
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Figure A.15: An overview of the seasonal variations in Equivalent Terminus Position at Rink Isbræ. The gray bars indicate periods of high
SIF, and white bars indicate periods of low SIF. The black dots are ETP estimations, and the blue and red lines are estimated linear trends
within each bar. The linear trend is depicted below, where blue indicates advance and red indicates retreat of the ETP. In order to avoid
issues related to biases, the estimated linear trends are an average of the estimated linear trend per satellite mission. Some trends are
based on few points, and therefore the lower bars should be interpreted with caution.
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Figure A.16: An overview of the Equivalent Terminus Position (ETP) of Umiammakku. The upper graph shows the digitized terminus
positions in the fjord. Here, the Flowline Reference System (FRS) has been used to wrap the fjord. The second graph shows the ETP in
time, and the third graph shows the width of the terminus position. The fourth graph (fjord width) and fifth graph (fjord depth) depict
the fjord topography. The bathymetry is considered less accurate than the bedrock but generally covers more of the fjord.
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Figure A.17: An overview of the Equivalent Terminus Position and Equivalent Glacier Velocity of Umiammakku. The different colors
denote the different satellite missions used.
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Figure A.18: An overview of the seasonal variations in Equivalent Terminus Position at Umiammakku. The gray bars indicate periods of
high SIF, and white bars indicate periods of low SIF. The black dots are ETP estimations, and the blue and red lines are estimated linear
trends within each bar. The linear trend is depicted below, where blue indicates advance and red indicates retreat of the ETP. In order to
avoid issues related to biases, the estimated linear trends are an average of the estimated linear trend per satellite mission. Some trends
are based on few points, and therefore the lower bars should be interpreted with caution.
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Figure A.19: An overview of the Equivalent Terminus Position (ETP) of Inngia Isbræ. The upper graph shows the digitized terminus
positions in the fjord. Here, the Flowline Reference System (FRS) has been used to wrap the fjord. The second graph shows the ETP in
time, and the third graph shows the width of the terminus position. The fourth graph (fjord width) and fifth graph (fjord depth) depict
the fjord topography. The bathymetry is considered less accurate than the bedrock but generally covers more of the fjord.
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Figure A.20: An overview of the Equivalent Terminus Position and Equivalent Glacier Velocity of Inngia Isbræ. The different colors denote
the different satellite missions used.
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Figure A.21: An overview of the seasonal variations in Equivalent Terminus Position at Inngia Isbræ. The gray bars indicate periods of
high SIF, and white bars indicate periods of low SIF. The black dots are ETP estimations, and the blue and red lines are estimated linear
trends within each bar. The linear trend is depicted below, where blue indicates advance and red indicates retreat of the ETP. In order to
avoid issues related to biases, the estimated linear trends are an average of the estimated linear trend per satellite mission. Some trends
are based on few points, and therefore the lower bars should be interpreted with caution.
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