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Abstract

A model is developed to simulate NaCl concentrations across a cation exchange
membrane in the transient regime. The convectionless Nersnt-Planck equation is
combined with the continuity equation to obtain a partial differential equation in
time and space. The boundary conditions at the edges of the cell for this equa-
tion are a constant bulk concentration. Furthermore, in presence of an applied
potential, the potential gradient is assumed to be linear with different values for
the gradient inside and outside the membrane. This different value inside the
membrane is due to Donnan potentials that arise at the membrane/electrolyte
interfaces. On top of this, because of the Donnan exclusion, the concentra-
tions are not continuous on the interface. To account for this, the cell is split
into three regions: the membrane and two electrolyte regions on either side
of the membrane. The boundary conditions to tie these regions together, is
that the flux should be continuous across the interface. The problem has the
form of an initial value problem. The partial differential equation is discretized
using a finite difference method and is integrated using the forward Euler method.

The results show an accumulation of ions at the membrane interface closest
to the positive electrode, while ions are depleted at the other interface. This
accumulation of ions is too big however, with the Na+ concentration at one
point reaching 12M after only 0.10 seconds, while the concentration was 1M at
the start. This is clearly not what one would expect to happen physically. There
were, however, no errors found in the numerical method as it was possible to
correctly deduce and predict concentration changes, based on the concentrations
and flux in a certain time step. Therefore it appears that there is an error in the
assumptions that were made when developing the model. It is believed that this
error lies in the assumption that the potential gradients only has two different
values. This assumption ignores the diffusion boundary layers on the outside
of the membrane. In this diffusion boundary layer, the potential gradient has
another, different value. Therefore, to obtain more accurate results, the cell
should actually be split into five different regions: the membrane, two diffusion
boundary layers and two electrolyte solutions.
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1 Introduction

In a lot of chemical applications, ion exchange membranes are used. These are a
type of membrane that facilitate a certain type of ions to pass through it: either
positive ions or negative ions. Ion exchange membranes have a lot of applications,
for example in (reverse) electrodialysis, seawater desalination and batteries [1].
Ideally, such a membrane allows only positive or negative ions to pass through
and not the other type. In practice, however, also some ions of the ’wrong’ type
are transported through the membrane, a process called co-ion crossover. In most
applications, this co-ion crossover is not beneficial. Therefore it is vital to under-
stand how concentrations change across a membrane, specifically in the presence
of an applied electrical field. This could make for a better understanding as
to why co-ion crossover happens and help find ways to prevent it from happening.

This project aims to simulate the concentration profiles across an ion exchange
membrane in the transient regime. That is, a model is written which calculates
the concentrations profiles at different time steps. The simulated cell consists
of a cation exchange membrane in a NaCl solution. The starting situation is a
situation where there is no applied voltage. Then a voltage is applied and it is
simulated how the concentrations change with every time step. Key concepts
in the model are the Nernst-Planck equation, Donnan exclusion, the continuity
equation and the finite element method.

This report is structured as follows. First, the theory of the physics and numerical
methods involved is explained. Then there is a section that presents the physics
and equations that describe the problem, as well as how to turn that into a
numerical model. After that, the results are presented, followed by a section
where these results are discussed. Finally, in the last section, conclusions are
drawn about the results of the model.

This project is a bachelor end project for the double bachelor Applied Physics
and Applied Mathemetics at Delft University of Technology. The supervisors
are prof.dr.ir C. Vuik (Numerical Analysis, Applied Mathematics, EEMCS, TU
Delft) and prof.dr. B. Dam (MECS, Chemical Engineering, Applied Sciences,
TU Delft). The daily supervisor of the project is M.A. Blommaert.
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2 Theory

2.1 Electrochemical cell

Electrochemistry is the study of chemical change in combination with electricity.
More generally, it describes the (redox) reactions in a so called electrochemical
cell. Such a cell consists of the following: the electrolyte (an ionic solution), two
or more electrodes and an electrical circuit, which connects the two electrodes,
see figure 1. The electrode/electrolyte interface is very important in such an

Figure 1: An electrochemical cell consists of three things: an electrolyte, two electrodes and an
electrical circuit, which connects the two electrodes. There is a potential difference ∆V over
the cell and a current I through the circuit.

electrochemical cell. This is because the electrolyte is an ionic conductor and
the electrode and circuit are electronic conductors. The interface of these two is
then a place where ions and electrons come together and thus a reaction between
the two can occur. These reactions, involving a molecule or ion and an electron,
can be categorized into two different groups: reduction reactions and oxidation
reactions. Reduction is when a molecule or ion reacts with an electron, i.e. it
gains an electron.

R + e– −−→ X–

Oxidation is when a molecule or ion loses an electron.

O −−→ Y+ + e–

These are called half reactions. Adding them both yields the overall reaction:

R + O −−→ X+ + Y–
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where electrons are transported from the oxidizing agent to the reducing agent.

This process is exploited in an electrochemical cell. When two different half
reactions occur at the two different electrodes, then electrons travel through
the electrical circuit that connects the two electrodes. In this way, an electrical
current is generated, opposite to the flow of electrons. From this, it can be
seen that what happens at one electrode, influences what happens at another
electrode. Thus to be able to understand what is going on in an electrochemical
cell, it is not sufficient to look at the single interfaces. Instead, the whole cell
should be examined [2].

There are two types of electrochemical cells: galvanic cells and electrolytic
cells. In galvanic cells, the half reactions at the electrode/solution interfaces
occur spontaneously. This means that a current is generated, as soon as the
electrodes are connected by a conductor. The chemical energy of the cell is
converted to electrical energy. An electrolytic cell is the exact opposite. The
reactions are not spontaneous, instead an external voltage source is connected
to the electrodes. If the applied voltage is big enough, the reactions will occur.
Thus in an electrolytic cell, electrical energy is converted to chemical energy. It
is possible to think of an electrolytic cell as a cell that is being charged, while a
galvanic cell is being discharged. This mechanism is comparable to charging and
using a battery.

2.2 Ion Transport

Generally there are three transport methods for ions in a solution [2]. These are
diffusion, migration and convection, caused by a concentration gradient, electric
potential gradient and pressure gradient, respectively. Ion transport is described
by ion flux: the amount of ions that flow through a certain area in a certain
time period. As such, ion flux has dimensions mol m−2 s−1.

2.2.1 Diffusion

Diffusion is caused by a difference in chemical potential (i.e. a concentration
difference over a certain distance, called the concentration gradient) [3]. The
flux J of an ion species, as a result of this diffusion, is described by Fick’s Law:

J = −D dc

dx
(1)

Here J has units mol m−2 s−1, D is the diffusion coefficient (m2 s−1) and c
denotes the concentration (M). Note that an equivalent equation holds in two
or three dimensions, then the derivative must be replaced by the more general
gradient operator ∇:

J = −D∇c (2)

2.2.2 Migration

Because ions are charged particles, they are susceptible to an electric field
gradient. Positive ions will be transported away from positive sources towards
negative ones and negative ions vice versa. This mass transfer caused by an
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electric field gradient, is called migration. The migrational flux is proportional
to the concentration and the electric field gradient:

J ∝ cdφ
dx

(3)

As it turns out, it is possible to express the proportionality constant in the
diffusion coefficient D from Fick’s law [2]:

J = − zF
RT

Dc
dφ

dx
(4)

In this equation, z is the sign of the ion species (-), F ≈ 96485 C mol−1 is the
Faraday constant, R ≈ 8.314 J mol−1 K−1 is the gas constant and T is the
temperature in Kelvin [4]. Again, this equation can be generalised to multiple
dimensions:

J = − zF
RT

Dc∇φ (5)

2.2.3 Convection

The third method of mass transportation is convection. The driving force for
this is a pressure (or density) gradient or an external driving force, like a stirrer.
As a result of a pressure difference, the solution will flow, namely from a high
pressure area to a low pressure area. The ions, that are solved in this solution,
will then naturally follow the same flow. The mass transfer J is then simply the
concentration c times the velocity v (m s−1):

J = cv (6)

This result can be extended to multiple dimension, with J and v being vectors.

2.2.4 Nernst-Planck Equation

Now the total mass transportation is the sum of the contributions from diffusion,
migration and convection:

J = −D dc

dx
− zF

RT
Dc

dφ

dx
+ cv (7)

This result is known as the Nernst-Planck equation and is one of the most
important equations in studying ion transport. In a lot of cases, the convection
term is neglected because it is too small relative to the diffusion and migration
terms. Again, a 2D or 3D equivalent of equation 7 can be obtained by substituting
the spatial derivatives d

dx for the gradient ∇.

J = −D∇c− zF

RT
Dc∇φ+ cv (8)

2.2.5 Electrical Current

It is possible to relate the flux J to an electrical current I. Current is namely
defined as the rate at which electric charge flows through a surface area, with
units Ampere (C/s). Using the fact that the charge in Coulomb of a mole
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of electrons is equal to Faradays constant F ≈ 96458 C mol−1, the following
expression for the current through a surface with area A is obtained:

I = zJFA (9)

If there are multiple ions in a solution, the total current is the sum of the
contributions from the different species i:

I =
∑
i

Ii =
∑
i

ziJi FA (10)

2.2.6 Electroneutrality

Another important phenomenon in the transport of ions is electroneutrality.
While it is possible for ions to have a charge, a solution must always (locally) be
electrically neutral in the bulk of a solution. This means that for every positive
ion in the bulk, there must be a negative ion nearby. This can be summarised
as follows: ∑

i

zici(x) = 0 (11)

2.3 Ion Exchange Membranes

In a lot of practical applications, for example (reverse) electrodialysis, ion ex-
change membranes (IEMs) are used [5]. These are a type of permselective
membranes which are highly permeable to ions of a certain charge, while hardly
permeable to ions of the opposite charge [1]. Thus there are two different types:
cation exchange membranes (CEM) and anion exchange membranes (AEM). A
CEM is mostly permeable to cations (positively charged ions) while an AEM
is mostly permeable to anions (negatively charged ions). These are called the
counter-ions, for they have a charge opposite in sign to the membrane. Likewise,
the ions that an IEM is hardly permeable to are called co-ions.
The way this works, is that IEMs have fixed, ion groups of a certain charge, see
figure 2 [6]. In a CEM these groups have negative charge, such that there are
mobile positive ions in the membrane. In this way cations move rather easily
across the membrane, while anions are impeded. For AEMs this is reversed: the
fixed charge groups are positive which facilitates anion transport.

Figure 2: Ion exchange membranes. Due to the negatively charged fixed ion groups of a CEM,
cations permeate easily while anions are impeded. The reverse is true for an AEM. [6]

The concentration of these fixed groups is an important characteristic of IEMs
and is usually denoted by the letter X (M). Because of electroneutrality, the
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following condition holds inside the membrane:∑
i

zici ±X = 0 (12)

where there should be a plus sign for an AEM (positive fixed charge groups) and
a minus sign for a CEM (negative fixed charge groups).

2.4 Donnan Equilibrium and Donnan Potential

As described in the previous section, a CEM is relatively permeable for cations,
while it excludes anions. This phenomenon is called Donnan Exclusion and
when the solution outside the membrane is in electrochemical equilibrium with
the inner solution, there is a Donnan equilibrium [1]. This leads to a condition,
derived from the theory of Teorell, Meyer and Sievers, for the concentrations at
the membrane interface.

Before this condition is presented, it is useful to introduce some notation. A
horizontal bar over a quantity indicates the value of that quantity inside the
membrane. Furthermore the symbol ν is used. This signifies that an electrolyte
dissociates into νC mole of cation and νA of cation.

Now, the condition that follows from the electrochemical equilibrium across the
membrane interface, reads as follows [1]:

c̄νCC · c̄
νA
A = cνCC · c

νA
A (13)

For a NaCl-solution, this yields:

c̄Na · c̄Cl = cNa · cCl (14)

By electroneutrality c̄Na = c̄Cl + X, for a CEM. When this is substituted in
equation 14, the following expression for the concentrations inside the membrane
can be obtained:

c̄Na =
1

2

(√
X2 + 4cNacCl +X

)
(15)

c̄Cl =
1

2

(√
X2 + 4cNacCl −X

)
(16)

In this way, the Na- and Cl-concentrations can be easily computed, given the
concentrations near the membrane and the fixed charge concentration of the
membrane. In the case of a NaCl-solution, the Na- and Cl- concentrations must
be equal outside of the membrane, because of electroneutrality. But inside the
membrane, these concentrations differ. This phenomenon is called concentration
polarization.

As a consequence of this concentration polarization, an electric potential is
generated across the membrane interface. This is called the Donnan potential
and can be computed as follows [1]:

EDon =
RT

F
ln
c̄i
ci

(17)
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where the subscript i denotes that it is the concentration of the counter -ion
(so in the previous example, this would be Na). R is the gas constant, T the
temperature in Kelvin and F is Faraday’s constant.

2.4.1 Potential profile across an ion exchange membrane

It is interesting to see what the potential across the ion exchange membrane looks
like, when this Donnan potential is taken into account. In the electrolyte, so
outside of the membrane, a linear potential profile is expected (far away enough
from the electrodes). This linear potential comes from the applied potential
across the electrodes. But due to the Donnan potential, there is a ’jump’ in
potential at the solution/membrane-interfaces, as shown in figure 3.

Figure 3: The potential φ across an ion exchange membrane. There is a linear potential due
to the potential difference between the electrodes and on the membrane interfaces, there is a
potential jump due to the Donnan potential.

The results of this section are summarized in figure 4.

Figure 4: Schematic figure of an ion exchange membrane. The concentrations denote the
concentration of the counter-ion. C̄R is the magnitude of the fixed charged concentration. The
electric potential is also shown. [1]
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2.5 Continuity Equation

It is possible to derive a partial differential equation (PDE) of the concentration
in a solution in time and space using the flux. In this section, it is done for one
dimension, but it is also possible to generalise to multiple dimensions. To obtain
this PDE, consider a volume element in the solution, at location x, of width ∆x
and cross-section area A, perpendicular to the x-axis, see figure 5.

Figure 5: Flux J into and out of a volume element with width ∆x and cross section area A.

Clearly, mass is a conserved quantity, which is to say that there is no mass
created or destroyed in the solution. Then, it should hold that the change of
mass in this volume element, is equal to the mass flux into the volume, minus
the mass flux out of the volume, multiplied with the area A over which the flux
enters or exits:

∂m

∂t
= J(x) ·A− J(x+ ∆x) ·A (18)

Here J(x) denotes the mass flux at position x. The amount of mass m is equal
to the concentration times the volume:

m = c · V = c ·A∆x (19)

Substituting this in equation 18 yields:

∂c ·A∆x

∂t
= J(x) ·A− J(x+ ∆x) ·A (20)

Note that both A and ∆x do not change in time, such that:

A∆x
∂c

∂t
= J(x) ·A− J(x+ ∆x) ·A (21)

Which can be rewritten as:

∂c

∂t
= −J(x+ ∆x)− J(x)

∆x
(22)
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Figure 6: Discretization of a function [7].

Taking the limit of ∆x→ 0, the fraction on the right hand side of equation 22 is
exactly the definition of the partial derivative of J in the x-direction:

∂c

∂t
= −∂J

∂x
(23)

This result is known as the continuity equation and plays an important role in
modelling physical transport phenomena. Just as in previous sections, this result
can be generalised to hold in multiple dimensions:

∂c

∂t
= −∇J (24)

In many cases however, it is very difficult to obtain an analytical solution to a
partial differential equation such as (23) or (24). Therefore numerical methods
are often used to solve these types of equations. One such method is the finite
difference method.

2.6 Finite Difference Method

In almost all cases, it is too difficult to calculate concentration profiles analytically.
Therefore numerical methods have to be used. One of the most used techniques
is the finite difference method, also called the finite element method. In this
method, the system is discretized using a grid. So instead of a continuous
(analytical) function for the concentration on the domain, the concentrations
are determined in a finite number of points. This is illustrated in figure 6. This
technique is especially useful when working with (partial) differential equations.
That is because derivatives in a certain point can be easily approximated using
other points around that original point.

2.6.1 Numerical Derivatives

Using only the values of a function in the grid points, it is possible to determine
the derivative of that function, in these grid points [8]. Consider for example
a function f(x) on some interval [0, L] that is discretized in a grid of n + 1
points (x0, ..., xn). Then x0 = 0 and xn = L with a constant spacing of ∆x = L

n
between two consecutive points. Now there are multiple ways to approximate
the derivative of f in a point xi:

9



Figure 7: Illustration of a forward, backward and central difference to approximate a derivative.

forward difference: f(xi+1)−f(xi)
∆x

backward difference: f(xi)−f(xi−1)
∆x

central difference: f(xi+1)−f(xi−1)
2∆x

The different approximations are pictured in figure 7. It is also possible to
approximate second order derivatives. While there exist many ways to do this,
it is common practice to use a central difference method:

f(xi+1)− 2f(xi) + f(xi−1)

∆x2

Actually, it is possible to approximate any order derivative and there are multiple
ways to do so. For now, however, only first and second order derivatives are
relevant.

The most important property of these numerical derivatives, is that they can all
be computed making use of the function values. That means there is no difficult
algebra or calculus involved. In fact, the derivatives are often linear combinations
of the function values, a characteristic that will be convenient later.

2.6.2 Numerical integration of initial value problems

In the previous section, it was shown how to approximate derivatives using finite
difference methods. It is however also possible to ’integrate’ in this way and this
technique is used particularly in solving (partial) differential equations. Consider
for example a forward difference time derivative:

f ′(tj) ≈
f(tj+1)− f(tj)

∆t

Rearranging the terms, then gives:

f(tj+1) ≈ f(tj) + ∆tf ′(tj)

The interesting part here, is that if there is information (the value of the function
and that of the derivative) about f at a certain time tj , it is possible to compute
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the value of f at a different time tj+1. The way in which that is done here above,
using a forward difference, is called the Euler method.
Using a backwards difference, one obtains the backward Euler method:

f ′(tj+1) ≈ f(tj+1)− f(tj)

∆t

f(tj+1) + ∆tf ′(tj+1) ≈ f(tj)

Note that this however gives an implicit expression for f(tj+1), because one also
needs the derivative of f in tj+1. This would suggest that the Euler method is
a ’better’ method, because this gives a simpler, explicit expression for f(tj+1).
The Backwards Euler method, however, offers a different benefit. This benefit
is that the backwards Euler method is stable for far more values of ∆t than
the forward Euler method. While stability is an important property of certain
numerical methods, it will not be investigated further in this section.
Next, the concepts above are illustrated with an example.

2.6.3 Example: heat equation

To illustrate the benefits of the finite difference method, the temperature u as a
function of position x and time t in a uniform 1D rod is studied. The partial
differential equation that describes the temperature u(x, t) in this rod is called
the heat equation:

∂u

∂t
=
∂2u

∂x2
(25)

The rod has a length L and the temperatures at the boundaries are constant in
time:

u(x = 0, t) = A

u(x = L, t) = B

Furthermore, the initial temperature of the rod is given by some function g(x):

u(x, t = 0) = g(x)

The goal is to describe the temperature at different positions in the rod, at
different times. If the temperature is known at a certain time t0, then the
temperature a time step ∆t later can be calculated using the Euler method:

u(x, t = t0 + ∆t) ≈ u(x, t0) + ∆t
∂u

∂t
(x, t0) = u(x, t0) + ∆t

∂2u

∂x2
(x, t0) (26)

where in the last step the heat equation (25) is used. To find ∂2u
∂x2 (x, t0), a

numerical derivative can be used, given that the temperature at time t0 is known.
In order to do this, the length is discretized in n+ 1 parts of width ∆x = L

n+1 .
The grid points are then xi = i∆x for i = 0, ..., n + 1, such that x0 = 0 and
xn+1 = L. For example a central difference can be used:

∂2u

∂x2
(xi, t0) ≈ ui+1 − 2ui + ui−1

∆x2

Here ui corresponds to u(xi, t0) for cleaner notation. Furthermore, at the
boundaries the temperatures are constant: u0 = A and un+1 = B. An important
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detail about the above discretization, is that it actually is a linear combination
of ui. Now, if the following n× 1 vectors are introduced:

∂2u

∂x2
≡



∂2u
∂x2 (x0, t0)
∂2u
∂x2 (x1, t0)

.

.

.
∂2u
∂x2 (xn, t0)


(27)

and

u ≡


u1

u2

.

.

.
un

 (28)

Then the discretization can be written as a matrix-vector product:

∂2u

∂x2
= Ku + f (29)

With K the n× n matrix:

K =
1

∆x2



−2 1
∅

1 −2 1
· · ·
· · ·
· · ·

1 −2 1
∅

1 −2


(30)

and f the n× 1 vector:

f =
1

∆x2



A
0
.
.
.
0
B


(31)

The advantage of a discretization matrix such as K, is that it is a numerically

fast computation. It is thus fairly simple and fast to compute ∂2u
∂x2 . So starting

from t = 0, ∂2u
∂x2 can be computed and subsequently u(x, t = ∆t) with equation

(26). From there, the temperatures at next time steps can be calculated in the
same way.

2.7 Newton-Raphson approximation method

The Newton-Raphson method is an algorithm to find the roots of a real valued
function. It is an iterative algorithm that obtains a better approximation of the
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roots with every iteration. An initial guess x0 is made for the root and the next
guess x1 is determined as follows:

x1 = x0 −
f(x0)

f ′(x0)
(32)

The next, improved, guess is then computed similarly. So in general:

xk+1 = xk −
f(xk)

f ′(xk)
(33)

This process is then stopped whenever f(xk) = 0 for some k or when some
stopping criterion is met. One example of such a stopping criterion is when
the difference between two successive guesses is relatively small, such that
approximating it any further won’t result in a significantly different value.
This method converges quadratically to the right answer, if f(x) satisfies the
following conditions [9]:

1. f ′(x) 6= 0

2. f ′′(x) is continuous

3. The initial guess x0 is close enough to the true value of the root

This method can also be extended to solve a system of equations F = 0. The
iteration then looks as follows:

xk+1 = xk − J−1
F (xk)F (xk) (34)

Where JF is the Jacobian of F:

JF (x) =


∂F1

∂x1
· · · ∂F1

∂xn

...
. . .

...
∂Fn

∂x1
· · · ∂Fn

∂xn

 (35)

2.8 Literature Study

There are many studies available that aim to model the concentration profiles
inside and around an ion exchange membrane. For example, [10] describes a
model of a CEM in a NaCl-concentration, under the influence of an electric
field gradient, which is in agreement with experimental results. Though, in the
article it is assumed that the membrane is ideally permselective, i.e. there are
no co-ions inside the membrane. This assumption, however, is only valid for low
concentrations. It would be interesting to know what happens when a CEM is
placed in a higher concentration where co-ion crossover is present to a greater
extent. Furthermore, [11] and [12] have developed a model for concentrations
in a (reverse) electrodialysis process, where there is made heavy use of IEMs.
Especially [12] is interesting, as the only input parameters are the geometrical
features of the system, the fixed charge group concentrations of the membranes
and the diffusion coefficient of the ions. In this study though, the calculations
have been done for a steady state problem and the aim of the present work is to
describe a transient problem. Nevertheless, [12] provides useful insights to do
this and this work will follow a similar approach.
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3 Model Development and Numerical Method

This section aims to describe how the model is developed. First a problem
description is given. Then the equations that describe the problem are developed,
as well as the relevant boundary conditions. This is the ’physical’ model. After
this, it is shown how to translate this into a ’mathematical/numerical’ model,
which can be interpreted by an algebraic equation solver, such as Matlab or
Python. Key concepts in this numerical model are the finite difference method
and forward Euler integration.

3.1 Problem Description

The goal of the model is to describe concentration profiles inside an electrochem-
ical cell with an ion exhange membrane (IEM). The researched cell consists of
a NaCl-solution as electrolyte and a cation exchange layer (CEL) for the IEM.
Furthermore, an electric field is applied across the cell, see figure 8.

Figure 8: An electrochemical cell with a NaCl-solution as electrolyte and a cation exchange
layer (CEL).

Ion transport will happen only in the direction of the electrodes or the CEL, so
the problem is understood to be one dimensional. Each region in the cell (left
and right electrolyte and membrane) has length L.

Figure 9: General layout of the cell. The cell contains three regions of length L.

Because the researched cell is relatively small, convection is neglected.
Furthermore, everywhere in the cell, there must be electroneutrality. So (11)
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Figure 10: Initial condition of the cell, the situation where no electric field is applied. Outside
of the membrane, the Na+ and Cl− concentrations are equal, while they differ in the membrane.
The exact values inside the membrane are given by (15) and (16).

should hold outside of the membrane and (12) should hold inside the membrane.
This means that if one of the Na+ or Cl− concentrations is known, then the
other is known as well. Therefore, the model will only be concerned with
computing the Na+ concentrations in the cell. So from now on, if concentrations
are mentioned in this chapter, then these refer to Na+ concentrations. The
Cl− concentrations are then fixed and can be calculated making use of the
electroneutrality conditions (11) and (12).

3.2 Physical Model

3.2.1 Initial Condition: no electric field

To understand what happens with the profile concentrations, first a cell without
applied electric field is researched. Then the concentrations outside of the
membrane are expected to be constant and inside of the membrane they are
also constant, but different, depending on the fixed charge concentration of
the membrane. The exact values are given by (15) and (16). This situation is
sketched in figure 10. This forms the initial condition of the model.

3.2.2 Partial Differential Equation for the concentration

Now an electric field ∆V is applied. Far enough from the electrodes, the potential
is linear, while also having a jump at the solution/membrane-interfaces. This is
due to the Donnan potential, described by (17). The potential profile is shown
in figure 11.
To describe the concentration changes of an ion in the transient regime, the
Nernst-Planck equation (7) and continuity equation (23) are combined.

∂c

∂t
= −∂J

∂x
= D

∂2c

∂x2
+
zF

RT
D
∂c

∂x

∂φ

∂x
+
zF

RT
Dc(x)

∂2φ

∂x2
(36)

In this equation, c(x) denotes the concentration (mol m−3) at position x, D is
the diffusion coefficient of the ion, z is the charge sign (+/-), F is Faraday’s
constant, R the gas constant, T is the temperature (K) and φ denotes the electric
potential. Because only Na+ is considered here, z = +1. Furthermore, f ≡ F

RT
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Figure 11: Because of Donnan potentials, the potential gradient inside the membrane is
different from that outside of it.

is introduced for a tidier notation:

∂c

∂t
= D

∂2c

∂x2
+ fD

∂c

∂x

∂φ

∂x
+ fDc(x)

∂2φ

∂x2
(37)

It is, however, not possible to define a derivative of a function in a point where
it is discontinuous. This means that (37) is not valid at the membrane/solution-
interfaces, the points x = L, 2L, because both the concentration and the potential
gradients are not continuous. The solution to this problem is to divide the cell
into three different regions, two electrolyte regions and the membrane:

Region I 0 < x < L
Region II L < x < 2L
Region III 2L < x < 3L

Figure 12: The cell is split into three regions of length L.

Now (37) is valid on the interior of all three regions. Furthermore, the potential
is linear on each region. So the first derivative is constant: ∂φ

∂x ≡ E and the
second derivative is equal to zero. E has different values in different regions. In
the electrolyte regions I and II, this value is equal to E = ∆V

3L . In the membrane
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region II, it has a different value Ē, dependent on the Donnan potentials across
the interfaces:

Ē = E +
∆φ′′D −∆φ′D

L
(38)

Using this, (37) can be simplified:

∂c

∂t
= D

∂2c

∂x2
+ fDE

∂c

∂x
(39)

for 0 < x < L and 2L < x < 3L, outside the membrane. And inside the
membrane:

∂c̄

∂t
= D̄

∂2c̄

∂x2
+ fD̄Ē

∂c̄

∂x
(40)

for L < x < 2L. Where again a bar denotes the value of a constant or
concentration inside the membrane. These equations describe the concentrations
inside the three regions, but not on the edges x = 0, L, 2L, 3L. The concentrations
in these points are prescribed by the boundary conditions.

3.2.3 Boundary Conditions

The membrane is expected to have a diffusion boundary layer (DBL), a thin
layer around the cell, where the concentrations are influenced by the CEL. So
outside of the DBL, the concentrations remain unchanged. Then if L is chosen
’large enough’, i.e. larger than the DBL, the concentrations at the edges are
equal to the original concentration C0. This forms the boundary condition at
the edges of the cell:

c(x = 0, 3L) = C0 at all times (41)

Now the boundary conditions at the interfaces x = L, 2L are more difficult. A
valid assumption is that all ions exiting the first region on the right side, must
enter the second region on the left side. This is to say that the flux at the left
side of the interface must be equal to the flux on the right side of the interface.
Or in more mathematical terms, the flux must be continuous:

J(x = L−) = J̄(x = L+) (42)

J̄(x = 2L−) = J(x = 2L+) (43)

Now that for each region a PDE (39) and (40), an initial condition and bound-
ary conditions (41)-(43) are obtained, the problem is well defined and can be
translated into a numerical model. However, there are some extra equations
needed at the interface, because the concentration is discontinuous there. These
will be analyzed in 3.3.5.

3.3 Numerical Model

3.3.1 Discretization of the system

Each region is discretized in n pieces with width ∆x = 3L
3n = L

n . Furthermore,
derivatives are approximated using a central difference method:

∂c

∂x
≈ ci+1 − ci−1

2∆x
,

∂2c

∂x2
≈ ci+1 − 2ci + ci−1

∆x2
(44)
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Here the subscript denotes the x-coördinate: ci ≡ c(x = i∆x). Substituting
these in the PDEs (39) results, after some rearrangements, in the following:(∂c

∂t

)
i

=
D

∆x2

[
(1− fE∆x/2)ci−1 − 2ci + (1 + fE∆x/2)ci+1

]
(45)

A similar result holds for (40). Again, the subscript denotes the x-position, so
(∂c∂t )i = ∂c

∂t (x = i∆x). The three regions will be considered separately. c1, c2, c3
describe the concentrations in region I, II and III respectively. The last entry of
c1 and the first of c3 are exactly on the boundaries, x = L and x = 2L. On these
boundaries however, there is a discontinuity in the concentration, which means
there should be two different values for the concentrations. The membrane
concentrations on the boundary are therefore denoted as c1n and c31, see figure
13.

Figure 13: Discretization at the elecrolyte/membrane interface.

The concentrations on the interior of the three regions are computed using the
Euler forward method and (45), while the concentrations on the membrane/elec-
trolyte interfaces are calculated using conditions (42) and (43).

3.3.2 Region I

First region I is examined. The concentrations in this region are denoted as
an n × 1 vector c1, where the entries correspond to the positions. The first
n− 1 points are computed using the Euler forward method in combination with
(45), while the last point c1n follows from the boundary conditions. So the
concentrations in the next time step are calculated as follows:

c1(t+ ∆t)i = c1(t)i + ∆t(
∂c1

∂t
)i (46)

where i = 1, ..., n− 1. So it is necessary to calculate the values of ∆t∂c∂t , which
can be done using (45).

∆t
(∂c1
∂t

)
i

=
D∆t

∆x2

[
(1− fE∆x/2)c1i−1 − 2c1i + (1 + fE∆x/2)c1i+1

]
(47)

= α
[
(1− β/2)c1i−1 − 2c1i + (1 + β/2)c1i+1

]
(48)
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Where the constants α ≡ D∆t
∆x2 and β ≡ fE∆x are introduced to simplify the

notation. Equation (48) is not entirely valid for i = 1, because there is not a c10

defined. The value of this point is chosen to be C0, which comes from boundary
condition (41). Furthermore, note that in (48), (∂c1∂t )i is a linear combination of

c1i. If these (∂c1∂t )i are also written as a vector ∂c1
∂t , then (45) can be written as

a matrix-vector product:

∆t
∂c1

∂t
≈ Ac1 + g1 (49)

with A the n− 1× n-matrix:

A = α


−2 1 + β/2

1− β/2 −2 1 + β/2 ∅
· · ·

· · ·
∅ · · ·

1− β/2 −2 1 + β/2

 (50)

and g1 the n− 1× 1-vector:

g1 = α


(1− β/2)C0

0
.
.
.
0

 (51)

The concentration c1n will be computed making use of the boundary conditions,
which is shown in section 3.3.5. Combining these results, gives the following
expression:

c1(t+ ∆t) ≈ c1(t) +Ac1(t) + g1 (52)

3.3.3 Region III

The concentrations c3 in region III, the right electrolyte in the cell, are computed
similarly to region I. A forward Euler method is used in combination with (45).
The difference with region I however is that the c3n uses boundary condition
(41) (like c11) and c31 will be calculated later (like c1n). In fact, region III is
just like region I but then mirrored. The matrix-vector multiplication looks like
the following:

∆t
∂c3

∂t
≈ Cc3 + g3 (53)

where C is the n− 1× n-matrix

C = α


1− β/2 −2 1 + β/2 ∅

· · ·
· · ·

· · ·
∅ 1− β/2 −2 1 + β/2

1− β/2 −2

 (54)
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and g3 is the n− 1× 1-vector

g3 = α


0
.
.
.
0

(1 + β/2)C0

 (55)

3.3.4 Region II

The computation of concentrations inside the membrane is comparable to that of
region I and III. Again, the Nernst-Planck equation is the starting point. Inside
the membrane, however, both the diffusion coefficient D and potential gradient
E are different: D̄ and Ē. D̄ is constant and usually has a value lower than D.
Ē can be calculated using Donnan potentials, this is described by (38). The

constants α and β are then swapped for ᾱ = D̄∆t
∆x2 and β̄ = fĒ∆x. This results

in the following expression:

∆t(
∂c2

∂t
)i = ᾱ

[
(1− β̄/2)c2i−1 − 2c2i + (1 + β̄/2)c2i+1

]
(56)

For i = 1, n this expression is not valid: values for c20 and c2n+1 are required.
These values are c1n and c31 and how to compute these is explained in the next
section. All in all, the following matrix vector multiplication is obtained:

∆t
∂c2

∂t
≈ Bc2 + g2 (57)

with B the n× n-matrix

B = ᾱ



−2 1 + β̄/2
1− β̄/2 −2 1 + β̄/2 ∅

· · ·
· · ·

· · ·
∅ 1− β̄/2 −2 1 + β̄/2

1− β/2 −2


(58)

and g2 is the n× 1-vector

g2 = ᾱ



(1− β̄/2)c1n
0
.
.
.
0

(1 + β̄/2)c31


(59)

The new concentrations inside the membrane will then be calculated as follows:

c2(t+ ∆t) = c2(t) +Bc2(t) + g2 (60)

20



3.3.5 Electrolyte/membrane interface

The concentrations at the interface are calculated differently from the concen-
trations in the interior of region I and III. At the interface, the concentrations
are computed using the boundary conditions of continuous flux (42) and (43) in
combination with (15). First, the left interface is examined, see figure 13. The
concentrations c1n and c1n are linked by (15):

c1n =
1

2

(√
X2 + 4c12

n +X
)

(61)

Furthermore, there must be continuous flux across the interface.

J(x = L−) = J̄(x = L+) (62)

Using the Nernst-Planck equation (7), this results in the following equality:

−D
[ ∂c
∂x

(L) + fEc(L)
]

= −D̄[
∂c̄

∂x
(L) + fĒc̄(L)] (63)

Because of the discontinuity in the concentration, a central difference approxima-
tion cannot be used to approximate ∂c

∂x . Instead, a backward difference is chosen
for the left side, while a forward difference is used for the right side. Using the
notation above, the following result is then obtained:

−D
[c1n − c1n−1

∆x
+ fEc1n

]
= −D̄[

c21 − c1n
∆x

+ fĒc1n] (64)

The concentrations c1n and c21 can be computed as in subsection 3.3.2 and 3.3.4.
The unknowns in the equation above are then c1n and c1n. If (61) is substituted
for c1n, it is possible to solve for c1n.

In the same manner, it is possible to calculate the concentrations at the other
interface.

Using sections 3.3.2-3.3.5, all concentrations in the electrolyte, membrane and
on the interface can be computed. After each time step, the new values for the
Donnan potentials are calculated with (17). Based on these potentials, the value
of the electric potential gradient inside the membrane (Ē) is updated as well.

This model has not come about at once. Instead, it is the result of changing
and fine tuning previous versions. One of these previous versions is added as an
appendix. In appendix A, a similar model is developed as the one above, except
for a different implementation of the continuous flux condition at the membrane
interfaces. Furthermore, that version uses the backwards Euler method instead
of the forward.
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4 Results

In the previous section, the physical model is described, as well as how to
translate this into a numerical model. This section will show the results of that
model. All computations are done in Matlab and the code is included in the
appendix.

4.1 Parameters

To do the calculations, the right values of the parameters are needed, these are
shown in the following table 1.

L length of each compartment 100 µm
n amount of grid points per compartment 50
D diffusion coefficient of Na+ outside the membrane 10−8 m2/s
D̄ diffusion coefficient of Na+ inside the membrane 10−9 m2/s
X fixed charge concentration of the membrane 2 M
C0 bulk concentration of the electrolyte 1 M
∆t size of the time step 0.001 s

Table 1: The values of the parameters used in the model described in section 3.

These are not exact values, but are all in the right order of magnitude for the
system [2],[4]. Next to these parameters, also some physical constants are used:
Faraday’s constant F (96485 C/mol), the ideal gas constant R (8.314 J/K mol)
and the temperature T (298K, room temperature). The values of table 1 result in
a step size ∆x of Ln = 2µm. The initial membrane concentration is approximately
2.4M, according to (15).
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4.2 No Applied Potential

First, a situation with no applied potential is considered. For the potential
gradient, this means that E = Ē = 0. The results are shown in figure 14 From

Figure 14: The concentrations and flux at t = 0s and t = 1s, when there is no applied
potential.

this figure 14 it is clear that the results do not vary from the initial condition,
as the flux is zero everywhere at all times.

4.3 Applied Potential

Now a situation where there is an applied potential is simulated. The value
for this potential is ∆V = 1V . For the electric potential gradient E = ∂φ

∂x this

means that it equals ∆V
3L ≈ 3.33V/m. The fact that E is positive, indicates that

the positive electrode is on the right side and the negative electrode on the left.

Because there is a potential applied, ions are not only transported by diffu-
sion, but also migration. The model aims to show how the concentration will
change over time as a result of this diffusion and migration.
Firstly, the Na+ concentrations at times t = 0.000, 0.002, ..., 0.010s are shown
in figure 15. The first thing that stands out in these results is that Na+ ions
accumulate at the right interface, on the side of the positive electrode. At the
same time, the concentrations at the left interface are depleted. To get a better
understanding as to why this happens, the flux is researched. Figure 16 shows
the flux at time t = 0.006s Before continuing, there are some remarks on this plot.
The figure shows not only the total flux (dashed line), but also the individual
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Figure 15: The Na+ concentrations at t = 0.000, 0.002, ..., 0.010s.

Figure 16: The flux at t = 0.006s. Next to the total flux, the figure also shows the separate
contributions to the flux from both diffusion and migration.
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contributions of both diffusion (red) and migration (blue). These are physically
given by

Jdiffusion = −D ∂c

∂x
Jmigration = −DfEc(x)

Jtotal = Jdiffusion + Jmigration

Note that inside the membrane, D̄ and Ē are used instead of D and E respect-
ively. In the points not on the membrane/solution interface or the edge, ∂c

∂x is
calculated using a central difference approximation. On the interfaces and edges,
however, this is not possible. In these points, either a forward or backward
difference is used, depending on which side of the interface or edge a point is.
Because of these different approximations, there seems to be a discontinuity
in the diffusion flux (and thus the total flux also) at the points next to the
interfaces. These discontinuities are especially visible at the right side of the
right membrane, but only arise from a numerical inaccuracy, i.e. a different
approximation technique. Furthermore, it is clear from the plot that the con-
tinuous flux condition is satisfied: there is no jump in the dashed line at the
membrane interfaces.

While there is lots of activity around the interfaces, away from these interfaces,
the concentrations remain largely unchanged. The concentration changes have
not yet ’reached’ these areas. It would be interesting to see what happens at
later times. Figure 17 shows the concentrations at intervals of 0.02 seconds, up
to a time of t = 0.1s.
The accumulation at the right side and depletion on the left side seems to go
on, with a concentration reaching almost 12M at t = 0.1s. Also, in figure 17
there are more positions where the concentration changes. There is activity in
half of the membrane and also in the left electrolyte. The right half of the right
electrolyte still remains unchanged, but the unchanged area is smaller than in
figure 15.
The flux at t = 0.06s is shown in figure 18. Figure 18 is similar to figure 16
(t = 0.006s). The main difference is that the values of the flux are higher in
figure 18, where the maximum value of the migrational flux is more than -0.07
mol m−2 s−1. This is about 20 times higher than at t = 0.006s, where the
migrational flux reached a value of around −3 · 10−3 mol m−2 s−1.

These results will be discussed in the next section.
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Figure 17: Na+ concentrations at times t = 0, 0.02, ..., 0.10s.

Figure 18: The diffusional, migrational and total flux at t = 0.06s.
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5 Discussion

5.1 No applied potential

Figure 14 shows both the concentrations and flux at t = 0s and t = 1s in the
absence of an applied potential. There has been no change in concentration in
this period and the flux equals zero everywhere. This is exactly the expected
result. Because there is no applied potential, there is no migration. The
only ion transport is then due to diffusion. In all three regions, however, the
concentrations are equal. There is no concentration gradient and hence no
diffusion. All concentrations will stay the same.

5.2 Applied Potential

First the results of figure 16 will be discussed. Relevant in this discussion is the
continuity equation (23), which links the flux to the concentration changes:

∂c

∂t
= −∂J

∂x

Simply put, this means that a negative slope of the total flux equals a rise in
concentration, while a positive slope equals a drop. This is in agreement with
figure 15: left of the membrane the (total) flux has a positive slope and the con-
centration there falls, while at the right side of the membrane the opposite applies.

Also remember that the flux is due to diffusion and due to migration:

Jdiffusion = −D ∂c

∂x
Jmigration = −DfEc(x)

Jtotal = Jdiffusion + Jmigration

Furthermore, a positive flux indicates ion movement to the right, while a negative
flux implies ion transport to the left. Remarkable about figure 16 is the quite
big discrepancy between the flux due to diffusion and that due to migration at
the right side of the membrane. This area will be researched in more detail. On
one hand, diffusion causes the ions to travel to the right (the diffusional flux is
positive), which makes sense considering there are more ions to the left than to
the right. On the other hand, migration drives the ions to the left (negative flux).
This is in agreement with the fact that Na+ ions are positive and the positive
electrode is to the right and negative electrode to the left. The migrational
flux is bigger however, which causes the ions to move to the left. Also, the
slope of the total flux is negative which signifies an accumulation of ions. On
top of this, the slope becomes greater (i.e. more negative), closer to the mem-
brane. This means that the concentrations rises faster closer to the membrane.
This has in turn two consequences for the migrational flux and the diffusional flux.

Because the migrational flux is proportional to concentration, this migrational
flux will rise if the concentration rises. And because the concentrations rise
faster closer to the membrane, the migrational fluxes also become bigger closer
to the membrane. This means that the difference in migrational fluxes, i.e. the
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slope, becomes bigger. This causes the concentrations in turn to rise even harder.
As a result, the migrational flux becomes even bigger, the slope increases more,
concentrations get even bigger, etc.

For diffusion, a similar process happens. Concentrations rise faster near the
membrane, which causes the difference in concentrations to be bigger also. This
means that ∂c

∂x , or the concentration slope, becomes bigger and thus the diffu-
sional flux as well. Although, this diffusional flux is opposite to the migrational
flux, it is also smaller (absolutely).

So diffusion ’slows down’ the concentration rise near the right side of the mem-
brane, but ultimately, because the migrational flux is greater, an unstable
equilibrium is reached. This can be seen in figure 15 and becomes even clearer
when greater times are plotted, see figure 17.

At the other side of the membrane, the same mechanism is in place, although on
a smaller scale. This is due to the different diffusion coefficients. Specifically,
the diffusion coefficient inside the membrane is 10 times lower than outside of it,
see table 1.
Figure 17 clearly shows the unstable equilibrium described above: the concen-
trations at the right side of the membrane continue to rise with every time step.
Furthermore, the more time passes, the bigger the area where concentrations
change. Especially in the left electrolyte there is a lot of change. It follows from
the figures that the assumption for the left edge does not longer hold. This
assumption was that, because most activity will take place in the membrane
and the interfaces, the concentrations ’far away’ from the membrane should
remain unchanged. That means that the concentration on the left edge of the
cell should stay equal to the bulk concentration C0 = 1M. From figure 17, it
is clear that this is no longer valid. The concentration at the left side is now
’artificially’ (numerically) held at 1M, but it should be lower, following the trend
of the other concentrations in the left electrolyte. At this moment the model
breaks down, as it is no longer consistent with the assumptions. Simulating any
later time step will then not result in meaningful information.

Furthermore, it is clear that the results of this model are not physical. In one
point for example, after only 0.1s, the concentration reaches a value of 12M. This
is certainly not physically possible. That means there are some inaccuracies or
errors in the model. The discussion above however, shows that the model is in
agreement with what one would expect to happen physically. It is understood
how a certain concentration profile, causes a certain flux, and how a certain
flux changes the concentration profile, based on physical equations. The results
verify these reasonings. How the concentration profile changes when going from
one time step to the other, seems to be correct. Therefore it might be a good
idea to reevaluate the assumptions and simplifications that were made when
developing the model.

The main limitation of this model appears to be an assumption made about the
potential gradient. It is assumed that the potential is linear everywhere, with a
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certain slope outside the membrane and a different one inside of it. The value
of the slope (∂φ∂x ) inside the membrane is dependent on the Donnan potentials,
see (17) and figure 3. It could be, however, that this assumption is not entirely
valid or too limited. The potential gradient is considered to remain constant
through the bulk electrolyte, ignoring the existence of a diffusion boundary layer
where different concentrations exist. Since different concentrations indicate a
different mobility, also a change in the resistance should be taken into account
and therefore also a change in the potential. Minimally five regions should then
be distinguished in order to cope with the varying potential gradient. Two
interfaces between these regions will be discontinuous as a Donnan potential
should be incorporated, making the situation more complex.

29



6 Conclusion

In the situation where there is no applied potential, the model gives exactly the
expected result. The flux is zero everywhere in the cell and the concentrations
do not differ from the initial condition.

When there is a potential applied, however, the model gives a different res-
ult. Na+ ions accumulate at the side of the membrane that is closest to the
positive electrode, while they dissipate at the other side of the membrane. This
process of accumulation and depletion can be deduced and predicted from plots
of both concentration and flux, in combination with the physical expressions.
This leads to the belief that the model is consistent with the physics that describe
the model and the assumptions that have been made. However, this accumu-
lation is amplified at every time step, which results in a Na+ concentration of
almost 12M after only 0.10 seconds, while it started with a concentration of
1M. This is of course not possible in real life and a result one would not expect.
Hence, there appears to be an assumption that is not entirely valid or too limited.

It is thought that that assumption is the one about the electric potential.
In the model, this electric potential is assumed to be linear, with two different
values for the gradient: one value outside of the membrane and a different value
inside the membrane. This ignores however the diffusion boundary layers, the
layers just on the outsides of the membrane. It is believed that the potential
gradient in these areas has another, different value. That means the model
should account for five different regions (one membrane, two diffusion boundary
layers, two bulk solutions in the electrolytes at the outside) as opposed of the
three regions it uses now. At the electrolyte/membrane interfaces, there is also a
Donnan potential, however, which causes a discontinuity in both concentrations
and potential there. Integrating these five regions would then result in a much
more complex model, but one that would be more accurate, especially around
the electrolyte/membrane interfaces.
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Appendix A

In this section a different approach to the model is presented. The model de-
velopment is mostly the same, but the numerical methods are different. The
most important changes are a different implementation of the continuous flux
condition at the membrane interfaces and the model uses the backward Euler
method instead of the forward. This backward Euler method results in an
implicit, nonlinear expression for the concentrations, which are solved using a
Newton-Raphson approximation.

For continuous flux at the left mebrane, the following holds:

J(x = L−) = J̄(x = L+)

or, using the Nernst-Planck equation:

−D
[ ∂c
∂x

(L) + fEc(L)
]

= −D̄[
∂c̄

∂x
(L) + fĒc̄(L)] (65)

Next to this expression, the concentration just inside the membrane is linked to
the concentration just outside of it by (15):

c̄(L) =
1

2

(√
X2 + 4c(L)2 +X

)
(66)

Combining these two yields the following expression:

∂c

∂x
(L) = f

DEc(L)− D̄Ēc̄(L)

D̄ 2c(L)√
X2+4c(L)2

−D
(67)

Now, the partial derivative on the left hand side of this equation is replaced by
its discretized counterpart (c(L) corresponds to c1n), such that an expression
for the virtual point c1n+1 is obtained:

cn+1 = 2∆xf
DEcn − D̄Ēc̄n
D̄ 2cn√

X2+4cn
−D

+ c1n−1 (68)

where c̄n is defined as follows:

c̄n =
1

2

(√
X2 + 4c2n +X

)
(69)

This cn+1 can be used to determine (∂c1∂t )n and subsequently c1n in the next
time step.

Now because the backward Euler method is used, an implicit expression for ∂c
∂t

is obtained:

cj+1 = cj + ∆t(
∂c

∂t
)j+1

cj+1 − cj −∆t(
∂c

∂t
)j+1 = 0
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Where the superscript j indicates the time step: cj = c(t = j∆t) Here the
only unknown is the vector cj+1 (because gj+1 is dependent on cj+1

n ). The
root problem above can be solved with a Newton-Raphson approximation. The
starting point is the concentration of the previous time step cj and the stopping
criterion is when the difference between two subsequent approximations is very
small.

The error in this approach is the step from (65) to (67). There the (analytical)
derivative of (66) is computed, while (66) is not really a function of x. The
approach taken in the section 3, using one sided numerical derivatives, seems
therefore better. Originally, it was the intention to use the backward Euler
method, in combination with Newton-Raphson approximation there as well, in
order to guarantee stability. But for some reason the Newton-Raphson approx-
imation did not converge. Now the (explicit) forward Euler method is used,
which works fine, as long as ∆t is kept small.
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Appendix B: Matlab Code

1 clc ,clear all

2 %% Whole region

3 %BC: Bulk concentration = 1

4 % Continuous Flux at interface

5 % Forward difference: explicit

6 %% Constants

7 D = 1e-8; %m^2/s

8 DM = 1e-9; % inside membrane

9 z_Na = 1;

10 z_Cl = -1;

11 % f

12 F = 96485.3329; %C/mol

13 R = 8.314; %J/(mol K)

14 T = 298; %K

15 f = F/(R*T); %C/J=V^-1

16 %% Parameters

17 C0 = 1; %start concentration of elecrolyte

18 X = 2; %fixed concentration of membrane

19 L = 10^-4; %length of each compartment = 100um

20 n = 50; %discretization of x

21 dx = L/(n);

22 x1 = dx *(0:(n-1));

23 x2 = L + x1;

24 x3 = 2*L + x1;

25 x = [x1 x2 x3];

26 V_0= 1; %applied voltage

27 E = V_0 /(3*L); %potential gradient (d\phi / dx)

28
29 %% Initial conditions

30 CM = (sqrt(X^2+4*C0^2)+X)/2;

31 c1(:,:,1) = C0*ones(n,1); %concentrations on the

left side

32 c2(:,:,1) = CM*ones(n,1); %concentrations in the

middle (membrane)

33 c3(:,:,1) = C0*ones(n,1); %concnetrations right side

34 c(:,:,1) = [c1; c2; c3];

35 cnm (1) = CM;

36 cmm (1) = CM;

37
38
39 %% Build matrices

40 m = 10001;

41 dt = 0.0001; %must be small!

42
43 %some constants

44 alfa = D*dt/dx^2;

45 beta = f*E*dx;
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46 EM(1) = E;

47
48 %discretization matrix for left electrolyte

49 A = zeros(n-1,n);

50 A1 = -2*alfa*eye(n-1,n);

51 A2 = alfa *(1+ beta /2)*[ zeros(n-1,1),eye(n-1)]; %right

diag

52 A3 = alfa*(1-beta /2)*[ zeros(1,n);eye(n-2,n)]; %left

diag

53 A = A + A1 + A2 + A3;

54
55 %discretization matrix for right electrolyte

56 CC = zeros(n-1,n);

57 CC1 = -2*alfa*[ zeros(n-1,1), eye(n-1)]; %diag

58 CC2 = alfa *(1+ beta /2)*[ zeros(n-1,2),eye(n-1,n-2)]; %

right diag

59 CC3 = alfa*(1-beta /2)*eye(n-1,n); %left diag

60 CC = CC + CC1 + CC2 + CC3;

61
62 %% Time integration

63 for j = 2:m

64 %new constants , inside membrane

65 Em = EM(j-1);

66 alfam = DM*dt/dx^2;

67 betam = f*Em*dx;

68
69 %discretization matrix for membrane

70 B = zeros(n,n);

71 B1 = -2*alfam*eye(n,n);

72 B2 = alfam *(1+ betam /2)*[ zeros(n,1), eye(n,n-1)]; %

right diag

73 B3 = alfam*(1- betam /2)*[ zeros(1,n); eye(n-1,n)]; %

left diag

74 B = B + B1 + B2 + B3;

75
76 %calculate concentrations in new timestep

77 c1(1:n-1,:,j) = c1(1:n-1,:,j-1) + A*c1(:,:,j-1) +

[alfa*(1-beta /2)*C0;zeros(n-2,1)]; %left

78
79 c2(1:n,:,j) = c2(:,:,j-1) + B*c2(:,:,j-1);

80 c2(1,1,j) = c2(1,1,j) + alfam*(1- betam /2)*cnm(j-1)

; %middle

81 c2(n,1,j) = c2(n,1,j) + alfam *(1+ betam /2)*cmm(j-1)

;

82
83 c3(2:n,:,j) = c3(2:n,:,j-1) + CC*c3(:,:,j-1) + [

zeros(n-2,1);alfa *(1+ beta /2)*C0]; %right

84
85 %solve for the concentrations along membrane
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86 %satisfies a) Donnan condition and b) continuous

flux across interface

87 % k and m are some constants , derivation in

notebook

88
89 k1 = -2*(D/dx+D*f*E)/(DM/dx -f*Em*DM);

90 k2 = 2*( DM/dx*c2(1,1,j) + D/dx*c1(n-1,1,j) )/(DM/

dx-f*Em*DM) - X;

91
92 c1(n,1,j) = -sqrt( k1^2*k2^2 - (k1^2-4)*(k2^2-X^2)

) - k1*k2;

93 c1(n,1,j) = c1(n,1,j)/ (k1^2 - 4); %concentration

in electrolyte

94 cnm(j) = 0.5*( sqrt(X^2+4*c1(n,1,j)^2)+X); %

concentration in membrane

95
96 m1 = -2*(D/dx -f*D*E)/(DM/dx+f*DM*Em);

97 m2 = 2*(DM/dx*c2(n,1,j)+D/dx*c3(2,1,j));

98 m2 = m2/ (DM/dx + f*DM*Em)-X;

99
100 c3(1,1,j) = -sqrt( m1^2*m2^2 - (m1^2-4)*(m2^2-X^2)

) - m1*m2;

101 c3(1,1,j) = c3(1,1,j)/ (m1^2-4); %concentration in

electrolyte

102 cmm(j) = 0.5*( sqrt(X^2+4*c3(1,1,j)^2)+X); %

concentration in membrane

103
104 %calculate the Donnan potentials and the new value

for the potential

105 %gradient inside the membrane

106 dp1(j) = R*T/F*log(cnm(j)/c1(n,1,j)); %left side

107 dp2(j) = R*T/F*log(c3(1,1,j)/cmm(j)); %right side

108 EM(j) = E + (dp2(j)+dp1(j))/((n+2)*dx);

109
110 end

111 c = cat(1,c1,c2,c3);

112 %% Calculate total flux

113 k = 1;

114 flux0 = zeros(n);

115 flux1 = -f*E*eye(n);

116 flux1M = -f*EM(k)*eye(n);

117 flux2 = -1/(2*dx)*[zeros(n,1), eye(n,n-1)];

118 flux3 = 1/(2* dx)*[zeros(1,n);eye(n-1,n)];

119 flux = D*( flux0 + flux1 + flux2 + flux3);

120 flux (1,1) = D/dx - D*f*E;

121 flux (1,2) = -D/dx;

122 flux(n,n-1) = D/dx;

123 flux(n,n) = -D/dx - D*f*E;

124
125 fluxM0 = zeros(n+2);
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126 fluxM1 = -f*EM(k)*eye(n+2);

127 fluxM2 = -1/(2*dx)*[ zeros(n+2,1), eye(n+2,n+1)];

128 fluxM3 = 1/(2* dx)*[ zeros(1,n+2);eye(n+1,n+2)];

129
130 fluxM = DM*( fluxM0 + fluxM1 + fluxM2 + fluxM3);

131 fluxM (1,1) = DM/dx - DM*f*EM(k);

132 fluxM (1,2) = -DM/dx;

133 fluxM(n+2,n+1) = DM/dx;

134 fluxM(n+2,n+2) = -DM/dx - DM*f*EM(k);

135
136 J1 = flux*c1(:,:,k);

137 J2 = fluxM*[cnm(k);c2(:,:,k);cmm(k)];

138 J3 = flux*c3(:,:,k);

139 %J = [flux*c1(:,:,k);fluxM*c2(:,:,k);flux*c3(:,:,k)];

140 figure ()

141 hold on

142 title('Total Flux')
143 plot(x1 ,J1 ,'r')
144 plot([x1(n),x2 ,x3(1)],J2 ,'r')
145 plot(x3 ,J3 ,'r')
146 %% Calculate flux separately

147 k = 6001;

148 Eflux = -f*E*D*eye(n);

149 EMflux = -f*EM(k)*DM*eye(n+2);

150
151 Dflux0 = zeros(n);

152 Dflux2 = -1/(2*dx)*[ zeros(n,1), eye(n,n-1)];

153 Dflux3 = 1/(2* dx)*[ zeros(1,n);eye(n-1,n)];

154 Dflux = D*( Dflux0 + Dflux2 + Dflux3);

155 Dflux (1,1) = D/dx;

156 Dflux (1,2) = -D/dx;

157 Dflux(n,n-1) = D/dx;

158 Dflux(n,n) = -D/dx;

159
160 DMflux0 = zeros(n+2);

161 DMflux2 = -1/(2*dx)*[ zeros(n+2,1), eye(n+2,n+1)];

162 DMflux3 = 1/(2*dx)*[ zeros(1,n+2);eye(n+1,n+2)];

163
164 DMflux = DM*( DMflux0 + DMflux2 + DMflux3);

165 DMflux (1,1) = DM/dx;

166 DMflux (1,2) = -DM/dx;

167 DMflux(n+2,n+1) = DM/dx;

168 DMflux(n+2,n+2) = -DM/dx;

169
170 JD1 = Dflux*c1(:,:,k);

171 JD2 = DMflux *[cnm(k);c2(:,:,k);cmm(k)];

172 JD3 = Dflux*c3(:,:,k);

173
174 JE1 = Eflux*c1(:,:,k);

175 JE2 = EMflux *[cnm(k);c2(:,:,k);cmm(k)];
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176 JE3 = Eflux*c3(:,:,k);

177
178 J1 = JD1 + JE1;

179 J2 = JD2 + JE2;

180 J3 = JD3 + JE3;

181
182 J = [J1; J2; J3];

183 JD = [JD1;JD2;JD3];

184 JE = [JE1;JE2;JE3];

185 y1 = min([min(J),min(JD),min(JE)]);

186 y2 = max([max(J),max(JD),max(JE)]);

187
188 figure ()

189 hold on

190 title('Flux','Interpreter ','LaTeX ','fontsize ' ,15)
191 plot(x1 ,JD1 ,'r')
192 plot(x1 ,JE1 ,'b')
193 plot(x1 ,J1 ,'--k')
194 plot([x1(n),x2 ,x3(1)],JD2 ,'r')
195 plot(x3 ,JD3 ,'r')
196 plot([x1(n),x2 ,x3(1)],JE2 ,'b')
197 plot(x3 ,JE3 ,'b')
198 plot([x1(n),x2 ,x3(1)],J2 ,'--k')
199 plot(x3 ,J3 ,'--k')
200
201 legend('Diffusion ','Migration ','Total ')
202
203 ylabel('J [mol m^-2 s^-1]','Interpreter ','LaTeX ')%,'

rotation ',0)
204 xlabel('x [m]','Interpreter ','Latex ')
205 plot([x(n),x(n)],[y1 ,y2],'k','linewidth ' ,1.5,'

HandleVisibility ','off') %plot left side of

membrane

206 plot([x3(1),x3(1)],[y1 ,y2],'k','linewidth ' ,1.5,'
HandleVisibility ','off') %plot right side

207 area([x(n),x3(1)],[y2 ,y2],'FaceAlpha ' ,0.2,'FaceColor '
,[0.8 0.4 0],'EdgeColor ','none','HandleVisibility ',
'off')

208 area([x(n),x3(1)],[y1 ,y1],'FaceAlpha ' ,0.2,'FaceColor '
,[0.8 0.4 0],'EdgeColor ','none','HandleVisibility ',
'off')

209 T = (k-1)*dt;

210 text(x(round(n/4)) ,-0.03,['t = ',num2str(T),'s'],'
fontsize ',15,'Interpreter ','latex ') %add simulated

time to graph

211 %% Plot single timestep

212 k=1;

213 figure ()

214 hold on

215 y = 1.2* abs(max(c(:,:,k)));
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216 axis([x(1) x(3*n)+dx 0 y])

217
218 plot(x1 ,c1(:,:,k),'r')
219 plot([x1(n),x2 ,x3(1)],[cnm(k);c2(:,:,k);cmm(k)],'r','

HandleVisibility ','off')
220 plot([x3 ,x3(n)+dx],[c3(:,:,k);C0],'r','

HandleVisibility ','off')
221
222 %make the figure look nicer

223 plot([x(n),x3(1)],[X,X],'b--') %plot X line

224 plot([x(n),x(n)],[0,y],'k','linewidth ' ,1.5,'
HandleVisibility ','off') %plot left side of

membrane

225 plot([x3(1),x3(1)],[0,y],'k','linewidth ' ,1.5,'
HandleVisibility ','off') %plot right side

226 area([x(n),x3(1)],[y,y],'FaceAlpha ' ,0.2,'FaceColor '
,[0.8 0.4 0],'EdgeColor ','none','HandleVisibility ',
'off')

227 title('Concentration ','Interpreter ','LaTeX ','fontsize '
,15)

228 leg1 = legend('Na','X');
229 set(leg1 ,'Interpreter ','latex '); %edit legend

230 set(leg1 ,'fontsize ' ,12);
231 ylabel('C [M]','Interpreter ','Latex ')%,'rotation ',0)
232 xlabel('x [m]','Interpreter ','Latex ')
233 T = (k-1)*dt;

234 text(x(round(n/5)),y/2,['t = ',num2str(T),'s'],'
fontsize ',15,'Interpreter ','latex ') %add simulated

time to graph

235
236 %% Plot multiple timesteps

237
238 figure('units ','centimeters ','position ' ,[5 2 20 15] )

239 hold on

240 y = 3;%1.2* abs(max(c(:,:,k)));

241 axis([x(1) x(3*n)+dx 0 y])

242
243 k=1;

244
245 plot(x1 ,c1(:,:,k),'r')
246 plot([x1(n),x2 ,x3(1)],[cnm(k);c2(:,:,k);cmm(k)],'r','

HandleVisibility ','off')
247 plot([x3 ,x3(n)+dx],[c3(:,:,k);C0],'r','

HandleVisibility ','off')
248
249 %make the figure look nicer

250 plot([x(n),x3(1)],[X,X],'b--') %plot X line

251 plot([x(n),x(n)],[0,y],'k','linewidth ' ,1.5,'
HandleVisibility ','off') %plot left side of

membrane
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252 plot([x3(1),x3(1)],[0,y],'k','linewidth ' ,1.5,'
HandleVisibility ','off') %plot right side

253 area([x(n),x3(1)],[y,y],'FaceAlpha ' ,0.2,'FaceColor '
,[0.8 0.4 0],'EdgeColor ','none','HandleVisibility ',
'off')

254 title('Concentration ','Interpreter ','LaTeX ','fontsize '
,15)

255 %leg1 = legend ( '0.00s','0.02s','0.04s','0.06s','0.08s
','0.10s','X');

256 leg1 = legend('Na','X');
257 set(leg1 ,'Interpreter ','latex '); %edit legend

258 set(leg1 ,'fontsize ' ,12);
259 ylabel('C [M]','Interpreter ','Latex ')%,'rotation ',0)
260 xlabel('x [m]','Interpreter ','Latex ')
261 T = (k-1)*dt;

262 text(x(round(n/5)),y/2,['t = ',num2str(T),'s'],'
fontsize ',15,'Interpreter ','latex ') %add simulated

time to graph
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