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Summary

Electrons with an energy ranging from 0 to 50 keV are among the most versatile
tools in nanotechnology. A common example is the scanning electron micro-
scope (SEM), which focuses an electron beam with an energy ranging from sev-
eral hundred eV to tens of keV on a sample. When landing on the sample, the
electrons in the beam penetrate the material. They can excite secondary elec-
trons in the material, for example by ionization. Some of the electrons escape
the sample again and reach a detector, where a high-resolution image of the
sample is formed. Thanks to the small wavelength of electrons, a SEM is able to
achieve single nanometre resolution while conventional optical microscopes
are limited to hundreds of nanometres.

Another example is electron-beam lithography, where the electrons induce
chemical reactions in a sensitive layer that is coated on top of a substrate. This
layer, known as resist, locally undergoes a solubility change as a result. The sol-
uble parts are then washed off before a subsequent step, such as etch, trans-
fers the pattern onto the underlying substrate. Electron-beam lithography is
used for low-volume manufacturing of computer chips, and the production of
masks which are used in high-volume optical lithography. Extreme ultraviolet
optical lithography works in a similar way. This method uses light instead of
an electron beam, but the photons carry so much energy (92 eV) that they can
ionize the resist. Much of the chemistry is done by electrons excited by such
ionization events. A final example where electron-matter interaction is of in-
terest, is focused electron-beam deposition. Here, secondary electrons emitted
from the sample induce chemical reactions between the sample and a precursor
gas which diffuses over the sample. It allows the creation of three-dimensional
structures which cannot be made with other lithography techniques.

Their high spatial resolution makes SEMs suitable for use in inspection and
metrology in semiconductor manufacturing. Critical dimensions on computer
chips are currently less than 20 nm, and constraints on their variability are only
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viii Summary

a few nm. When features are so small, the fact that the electrons from the SEM
penetrate the sample, instead of reflecting directly, becomes important. This
leads to an “interaction volume” of finite size in both the lateral and depth di-
mensions. The electrons emitted from the sample contain information from the
entire interaction volume. The fact that the interaction volume has a finite size
can be a nuisance when a very high resolution is desired, but it can also be used
to observe buried features if the beam energy is chosen well. Ultimately, what
information is available in an image depends on the details of interaction be-
tween the electrons and the sample. As on-chip features are becoming smaller
and more three-dimensional, it is increasingly important to understand these
details better.

Simulation allows insight into the details of the image formation process
that cannot be obtained experimentally. It allows us to visualise the trajecto-
ries of electrons and acquire detailed knowledge about their statistics. We can
then assess how certain aspects of complex samples, such as materials, heights
or other three-dimensional features, translate to the image. We may also test
how to set up the microscope, for example for choosing the optimal landing en-
ergy and determining acceptable spot sizes. Two aspects are important for such
studies: accuracy of the physical models and computational speed. The latter is
important because large parameter sweeps are often necessary before reliable
conclusions can be drawn.

A good amount of research has previously been done to find good physical
models. This thesis starts with an elaborate literature overview of these physical
models. These models tend to agree very well when the electron energy exceeds
100 eV. At lower energies, the models are less certain. This is a problem for SEM
applications, even when the electron beam has much more energy. Information
about the sample shape is contained in secondary electrons, which have less
than 50 eV of energy. We will put special thought into the model’s behaviour at
low energy.

The next step is to develop a fast simulator with our best selection of phys-
ical models. It needs to be fast and provide insight into the detailed scattering
processes when we want it. The simulations can be sped up by running them on
a graphics processing unit (GPU). Unfortunately, GPUs can be somewhat cum-
bersome if we need to extract arbitrary information from the scattering process.
The simulator was therefore implemented in a hybrid form: it can run on the
central processing unit (CPU) or the GPU. The slower CPU version allows for
more flexibility than the GPU simulator.

With a simulator in place, the next step is to investigate the influence of sur-
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face plasmons on SEM images. It has experimentally been established that sur-
face plasmons can contribute significantly to secondary electron emission. We
have implemented a model for this in our simulator to assess their influence
on top-down SEM images in a semiconductor processing setting. We find that
inclusion of this effect is important if one is interested in energy spectra, but its
influence on SEM images is very small.

It is then time to apply the simulation to a specific use-case in lithography:
measurement of line-edge roughness (LER). LER is usually measured from top-
down images. The presence of any roughness in the vertical direction is usually
ignored. Developed photoresist features can be rough in the vertical direction.
The question then arises how the full sidewall roughness translates to line-edge
roughness upon measurement. Considering an isolated line feature, we find
that the edge position observed by SEM is given by the outermost extrusion of
the rough sidewall along the vertical direction. This “vertical averaging effect”
means that the measured LER is lower than that of any slice along the sidewall.
For dense patterns of lines and spaces, the SEM is less sensitive to lower layers
closer to the substrate. The averaging effect is then less severe, and the mea-
sured LER is closer to that of the top layers in the line.

Finally, we will analyse the physical effects that are absent from the simu-
lator. There is still plenty of room for model improvement, but there are prac-
tical issues as well, especially when modelling SEM images. The experimental
circumstances in SEM are rarely perfectly controlled, and samples can have ox-
idation layers of unknown thickness, or are contaminated by the SEM itself. All
of these effects can have a strong effect on the model outcomes, of a similar
magnitude as the uncertainty in modelling itself.

These limitations on both the models and experiments mean that we must
accept some uncertainty about quantitative results. That does not mean that
the simulator is useless. Trends are often predicted correctly and we can often
reliably draw qualitative conclusions, for example by repeating a study with a
different set of materials. We will find that most of the conclusions in this thesis
are not sensitive to that. That gives confidence that our results are generic.






Samenvatting

Elektronen met een energie tussen de 0 en 50 keV behoren tot de meest veelzij-
dige gereedschappen in de nanotechnologie. Een veelvoorkomend voorbeeld is
de raster elektronenmicroscoop (SEM), die een elektronenbundel met een ener-
gie tussen enkele honderden eV en tientallen keV op een preparaat focusseert.
Wanneer de elektronen het preparaat raken, dringen ze door in het materiaal.
Daar kunnen ze secundaire elektronen uit het materiaal aanslaan, bijvoorbeeld
door ionisatie. Sommige elektronen kunnen het preparaat weer ontsnappen
en een detector bereiken, waar met hoge resolutie een beeld van het preparaat
wordt gevormd. Dankzij de kleine golflengte van elektronen kan een SEM een
resolutie van enkele nanometers bereiken, terwijl conventionele optische mi-
croscopen beperkt zijn tot honderden nanometers.

Nog een voorbeeld is elektronbundellithografie, waarbij de elektronen che-
mische reacties induceren in een gevoelige laag die op een substraat wordt aan-
gebracht. Deze laag, die resist wordt genoemd, ondergaat daardoor lokaal een
oplosbaarheidsverandering. De oplosbare delen worden daarna weggespoeld
voordat een volgende stap, zoals ets, het patroon overbrengt naar het onder-
liggende substraat. Elektronbundellithografie wordt gebruikt voor productie
van computerchips in kleine volumes, en voor de productie van maskers die
gebruikt worden in optische lithografie voor hoge volumes. Extreem ultravio-
lette optische lithografie werkt op een soortgelijke manier. Bij deze methode
wordt licht gebruikt in plaats van een elektronenbundel, maar de fotonen dra-
gen zoveel energie (92 eV) dat ze de resist kunnen ioniseren. Een groot deel
van de chemie wordt gedaan door de elektronen die door deze ionisatie wor-
den aangeslagen. Een laatste voorbeeld waarbij de interactie tussen elektronen
en materie interessant is, is elektrongeinduceerde depositie. Hierbij induceren
secundaire elektronen die uit een preparaat komen chemische reacties tussen
het preparaat en een precursorgas die over het preparaat difftundeert. Hiermee
kunnen driedimensionale structuren worden gemaakt die niet met andere li-
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Xii Samenvatting

thografische technieken kunnen worden geproduceerd.

Hun hoge ruimtelijke resolutie maakt SEMs nuttig voor inspectie en metro-
logie in halfgeleiderfabricage. Kritieke dimensies op computerchips zijn mo-
menteel kleiner dan 20 nm, en de maximaal toegestane variabiliteit is slechts
enkele nm. Als de structuren zo klein zijn, is het feit dat de elektronen van de
SEM doordringen in het preparaat en niet direct reflecteren belangrijk. Dit leidt
tot een “interactievolume” van eindige grootte in zowel de laterale als diepte-
richting. De elektronen die uit het preparaat komen bevatten informatie uit het
gehele interactievolume. Het feit dat het interactievolume een eindige grootte
heeft kan vervelend zijn als een zeer hoge resolutie gewenst is, maar het kan
ook nuttig zijn om begraven structuren te inspecteren indien de bundelener-
gie goed gekozen wordt. Uiteindelijk hangt de informatie die het beeld bevat
af van de gedetailleerde interactie tussen de elektronen en het preparaat. Aan-
gezien de structuren op chips kleiner en driedimensionaler worden, wordt het
ook steeds belangrijker om deze details beter te begrijpen.

Simulatie geeft inzicht in de details van het beeldvormingsproces die experi-
menteel niet verkregen kunnen worden. Het staat ons toe om trajecten van elek-
tronen te visualiseren en gedetailleerde kennis te verwerven over hun statistiek.
We kunnen dan beoordelen hoe bepaalde aspecten van complexe preparaten,
zoals materiaal, hoogte of driedimensionale structuren, zich vertalen naar een
beeld. We kunnen ook toetsen hoe we de microscoop moeten instellen, bijvoor-
beeld om de optimale bundelenergie te kiezen en acceptabele bundelgroottes
te bepalen. Twee aspecten zijn belangrijk voor dergelijke studies: accuratesse
van de fysische modellen en rekensnelheid. De laatste is belangrijk omdat het
vaak nodig is om een grote parameterruimte te bestrijken voordat er betrouw-
bare conclusies getrokken kunnen worden.

Er is in het verleden aardig wat onderzoek gedaan naar goede fysische mo-
dellen. Dit proefschrift begint met een uitgebreid literatuuroverzicht over deze
fysische modellen. Deze modellen komen vaak zeer goed overeen als de ener-
gie van de elektronen boven 100 eV zit. Bij lagere energieén zijn de modellen
minder zeker. Dit is een probleem voor SEM-toepassingen, zelfs als de bundel
zelf veel meer energie bezit. De informatie over de vorm van het preparaat zit
in secundaire elektronen, die minder dan 50 eV aan energie hebben. We zul-
len speciale aandacht besteden aan het gedrag van onze modellen bij deze lage
energieén.

De volgende stap is het ontwikkelen van een snelle simulator met onze beste
selectie van fysische modellen. Deze moet snel zijn en inzicht verschaffen in
de gedetailleerde verstrooiingsprocessen wanneer we die willen. De simulaties
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kunnen worden versneld door ze op een videokaart (GPU) te draaien. Helaas
kan het gebruik van GPUs nogal omslachtig zijn als we arbitraire informatie
over het verstrooiingsproces moeten meten. De simulator is daarom in een hy-
bride vorm geimplementeerd: hij kan op de centrale processor (CPU) of op de
GPU draaien. Delangzamere CPU-versie staat meer flexibiliteit toe dan de GPU-
simulator.

Als de simulator afis, is de volgende stap om de invloed van oppervlakteplas-
monen op SEM-beelden te onderzoeken. Er is experimenteel vastgesteld dat
oppervlakteplasmonen significant kunnen bijdragen aan de emissie van secun-
daire elektronen. We hebben hier een model voor in onze simulator geimple-
menteerd om hun invloed op SEM-beelden in een halfgeleiderfabricageomge-
ving te beoordelen. We komen tot de slotsom dat het meenemen van dit effect
belangrijk is als men geinteresseerd is in energiespectra, maar dat de invloed
op SEM-beelden zeer klein is.

Het is dan tijd om de simulaties toe te passen om een specifieke situatie die
in delithografie voorkomt: het meten van lijnruwheid (LER). LER wordt meestal
vanuit bovenaanzicht gemeten. De aanwezigheid van ruwheid in de verticale
richting wordt meestal genegeerd. Structuren in ontwikkelde fotolak kunnen
ruwheid in de verticale richting vertonen. Dat werpt de vraag op hoe de volle-
dige ruwheid van de zijmuur zich vertaalt naar lijnruwheid. Kijkend naar een
losse lijn, concluderen we dat de positie die de SEM observeert wordt gegeven
door het buitenste punt van de zijmuur, gezien langs de verticale richting. Als
gevolg van dit middelingseffect in de verticale richting is de gemeten LER lager
dan die van een willekeurig plakje van de zijmuur. In het geval van een dicht
patroon van lijnen en leegtes is de SEM minder gevoelig voor de diepere lagen
die dichter bij het substraat liggen. Het middelingseffect is dan minder zwaar,
en de gemeten LER licht dichter bij die van de bovenste lagen van de lijn.

Ten slotte analyseren we de fysische effecten die de simulator nog niet mee-
neemt. Er is ruimschoots ruimte voor verbetering, maar er zijn ook praktische
complicaties, vooral bij het modelleren van SEM-beelden. De experimentele
omstandigheden in een SEM worden zelden goed beheerst, en preparaten kun-
nen oxidatielagen van onbekende dikte hebben of worden door de SEM zelf
vervuild. Al deze effecten kunnen een sterke invloed op de modeluitkomsten
hebben, van soortgelijke grootte als de onzekerheid in het model zelf.

Deze beperkingen aan zowel de modellen als de experimenten betekenen
dat we een zekere onzekerheid moeten accepteren wat betreft de kwantitatieve
resultaten. Dat betekent echter niet dat de simulator nutteloos is. Trends kun-
nen vaak correct worden voorspeld en we kunnen vaak betrouwbare kwalita-
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tieve conclusies trekken, bijvoorbeeld door een onderzoek te herhalen met een
andere materiaalkeuze. We zullen zien dat de meeste conclusies in dit proef-
schrift daar niet athankelijk van zijn. Dat geeft vertrouwen dat de resultaten
algemeen geldig zijn.



Chapter 1

Introduction

The study of electricity and magnetism has a long and storied history. Various
electric and magnetic phenomena, including static electricity, magnetic min-
erals and lightning, have been studied for millennia. Fundamental scientific
understanding of electricity and magnetism grew considerably during the eigh-
teenth and nineteenth centuries, culminating in Maxwell’s Treatise on Electricity
and Magnetism [1].

Around the same time, it was discovered that when a high voltage was ap-
plied between two electrodes in partial vacuum, the negative electrode emits
radiation known as cathode rays. A number of physicists proposed that cath-
ode rays might consist of discrete units, called electrons. J.J. Thomson is usually
credited with the experimental discovery of the electron as a particle in 1897 [2]
by showing that cathode rays carried an electric charge. He later received a No-
bel prize for his work. The discovery of the electron paved the way for a funda-
mental understanding of the structure of atoms and matter, and the associated
development of quantum mechanics, in the remarkable decades that lay ahead.

After the invention of the electromagnetic lens, it made sense to design a
microscope that used electrons instead of light. It had been known for some
time that a light microscope was unable to resolve distances smaller than those
given by the Abbe diffraction limit, which is a few hundred nanometres for vis-
ible light. Following the hypothesis of De Broglie, the diffraction limit of elec-
trons is considerably smaller, allowing for sub-nanometre resolution. The first
to construct an electron microscope was Ruska in 1931. He was able to beat the
diffraction limit of light a few years later, and won the Nobel prize in 1986 [3].

In 1947, Bardeen, Brattain and Shockley built the world’s first transistor. The
transistor had in fact already been patented some 20 years earlier, but it is likely
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that nobody succeeded in building one. Bardeen, Brattain and Shockley would
later be awarded the Nobel prize for their work. The first transistors were rela-
tively large and power-hungry devices, but that changed with the invention of
the metal-oxide-semiconductor field-effect transistor (MOSFET) by Atalla and
Kahngin 1959. The invention of the MOSFET enabled integrating massive num-
bers of transistors on a single integrated circuit (IC) chip. By 1965, Moore no-
ticed that the density of components on a chip at minimum cost had doubled
every year since 1959 [4]. He made the bold speculation that this exponential
trend would continue for another ten years. Moore’s law soon transitioned from
a historical observation to a target for the semiconductor industry to achieve.
Remarkably, this turned out to be possible, and Moore’s law has held more or
less true to the present day'. The MOSFET and Moore’s law have been central
to the digital revolution of recent decades. They have directly enabled the de-
velopment of (portable) personal computers, smartphones and the internet,
amongst many others.

One of the main driving forces behind Moore’s law has been a shrinking
of the features on chips, a trend which continues to this day. This shrinking
is driven by continuous improvement of the lithographic techniques used for
manufacturing. As on-chip components shrink, so do the constraints on the
variability of their dimensions. Critical dimensions are approaching the 10 nm
range, and the industry usually takes the maximum acceptable 3¢ variability
as 10% of that. More variability leads to reduced device performance, or poten-
tially stochastic defects, meaning that a feature fails to print. Process control
therefore becomes increasingly important. This comprises both metrology, that
is, measurements of feature sizes and their variability, and inspection, to anal-
yse specific defects. It makes sense to use electron microscopy—more specifi-
cally, the scanning electron microscopy (SEM) variety—for this purpose. There
are alternative techniques which can achieve similar resolutions, such as trans-
mission electron microscopy (TEM) and atomic force microscopy (AFM). TEM
uses electrons of much higher energy than SEM and performs the measurement
on the transmission side instead of in reflection as SEM does. This method is
destructive as the sample needs to be sliced into thin lamellae in order to allow
the electrons to penetrate through the sample. AFM is non-destructive, but very
slow and suffers from resolution issues in the lateral direction due to the shape
of the tip.

A SEM focuses an electron beam into a nm-sized spot on a sample. The

"The doubling time turned out to be two years, and Moore’s law is known in various other
guises, including transistors per chip, transistors per dollar, performance per watt, and others.



electrons in this beam then penetrate the sample and scatter through the bulk
of the sample. They are able to excite valence electrons in the material, which
scatter further and may eventually escape the sample as secondary electrons
(SEs). The electrons from the beam may be stopped, or turn around and escape
as backscattered electrons (BSEs). With the beam focused in one position, the
SEM measures the current of escaping SEs or BSEs. Scanning the beam in a grid
pattern produces a greyscale image, where the value of each pixel is given by the
outgoing current of electrons at that point.

Images made using secondary electrons are sensitive to the topography of
the surface on which theyland. When the features on the sample are large, these
images are often quite straightforward to interpret. Below a certain scale, how-
ever, the finite size of the interaction volume starts to play arole in the image for-
mation process. The features that can be made with nanolithography are now
so small that this should be accounted for. Backscattered electron images are
not so sensitive to the surface topography, but they do carry information about
the elemental composition. They also carry depth information, and depend-
ing on the energy of the primary electron beam, one can see varying depths in
the sample. This is very interesting for inspection purposes, but the question
then arises how the energy should be tuned to get the most information about
a depth of interest. Simulation allows insight into both these problems, as well
as many others, in a way that is not possible (or much more expensive) experi-
mentally.

This thesis will focus on making a simulator of electron-matter interaction,
with a special interest in applications for SEMs. The most popular method for
doing that is Monte Carlo simulation. The Monte Carlo method uses random
sampling for its calculations. This is a natural fit for our simulator, as the un-
derlying physics of electron scattering is inherently random. Our simulator will
enact one specific realisation of what might happen to each electron that lands
on the sample. There have been attempts to use the Boltzmann transport equa-
tion instead of the Monte Carlo method [5]. These methods are less flexible
when one is interested in non-trivial geometries, and it is more difficult to in-
corporate arbitrary scattering effects. More importantly though, deterministic
methods do not provide any information on the noise in a SEM image. The noise
is an interesting quantity for our purposes, as SEM images tend to be taken with
the lowest acceptable dose of electrons to minimise sample damage and max-
imise throughput. The noise in a Monte Carlo sampled image is representative
of the actual experimental noise.

An early scientific application of the Monte Carlo method was Lord Kelvin’s
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simulation of the motion of a particle in a volume with rough edges [6]. As
this was done before computers were invented, Kelvin had his assistant draw
cards from a deck to generate random numbers and carry out the simulation
by hand. The Monte Carlo method became more workable with the advent
of computers, and it was formalised by Ulam, von Neumann and co-workers
as part of the Manhattan project [7]. They coined the term Monte Carlo, af-
ter the famous casino in Monaco. It seems that the first to apply the Monte
Carlo method to electron scattering were Hebbard and Wilson [8] in 1955. As
time progressed, computers became more powerful and simulations became in-
creasingly detailed. Nevertheless, performing true event-by-event simulations
remained prohibitively expensive for a long time. Multiple scattering events
were therefore often “condensed” into a single step. Many models employed
the continuous slowing-down approximation, which makes an electron grad-
ually lose energy along its trajectory as opposed to in discrete events as is the
case in reality. The plural-scattering model, in which multiple elastic events are
merged into one, was also popular into the 1990s. Not until the late 2000s did
computers become fast enough that per-event simulations became common-
place. In addition to merging multiple events into one, approximate models for
the events themselves were often employed when more accurate but expensive
alternatives were available. Many of those approximate models featured fudge
factors which could be tuned to calibrate simulation output to experimental
data.

A wide variety of simulators has recently appeared in literature [9-17], but
such software is often not publicly or freely available, features outdated or ap-
proximate physical models, or is too slow for our needs. We will make a simu-
lator that is fully based in physical models while being as fast as possible. We
wish to eliminate all fudge factors to avoid the risk that incorrectly tuned param-
eters compensate each other, in which case the calibration to experiment may
look fine while results for an application of interest may be off. The physics of
high-energy (= 100eV) electron scattering is quite well known in literature, but
the energy range below that is much more difficult to treat from a physics point
of view. We will therefore pay special attention to the models used in this low
energy range.

While this thesis is written with an application to SEM in mind, the simu-
lator is by no means limited to that application. For example, it has also been
used to study secondary electron emission in microchannel plates [18]. It has
also been used to simulate part of the electron-beam lithography process, by
assuming that the positions where electrons lose energy is where breaking of



chemical bonds is induced in positive-tone photoresists. A modified version
has even been used to simulate the growth process of structures in electron
beam induced deposition.

This thesis is organised as follows. Chapter 2 lays out the physical founda-
tions upon which the simulator is based. The physics contained in this chapter
is available in literature. Chapter 3 discusses the technical background of the
simulator itself. We then investigate one specific physical phenomenon which
is usually ignored in literature, namely the contribution of surface plasmons to
SEM images. This will be done in chapter 4. It is then time to use the simula-
tor to investigate an application in more detail in chapter 5. One problem with
CD-SEM images of rough structures is that the roughness is inherently three-
dimensional while the image has only two dimensions. The simulator allows
us to investigate this relationship more closely. Finally, chapter 6 discusses the
limitations associated with the simulations we do in this thesis, and when we
might expect this simulator to give incorrect predictions.






Chapter 2

Physics review

This chapter reviews the physical theory of electron-matter interaction. Section
2.1 starts with a basic introduction to scattering theory. We then move on to
the relevant physics for electron-matter interaction. Section 2.2 describes the
simplified band structure model used in this work. Sections 2.4, 2.5, 2.6 and
2.7 describe relevant scattering processes. We finally summarize the models in
section 2.8.

2.1 Scattering theory

Consider a point projectile moving towards a hard target. The target is posi-
tioned at the origin and the projectile moves parallel to the z axis. The projec-
tile’s distance to the z axis is called the impact parameter, b. The situation is
illustrated in figure 2.1a.

If b is unknown, the probability that the projectile hits the target is propor-
tional to the target’s projected cross-sectional area. This cross-sectional area,
also called the scattering cross section, is denoted with o. The details of the in-
teraction when the projectile reaches the target are also probabilistic. This prob-
ability distribution is captured by the differential scattering cross section. For ex-
ample, if the projectile is deflected, the differential scattering cross section may
be denoted as do / d2, where d(2 represents the solid angle element into which
the projectile is deflected. The differential scattering cross section integrates
to the cross section (giving the total probability of scattering); if an interaction
happens, the probability distribution is given by 0 ™' do / d .

In contrast to what figure 2.1a implies, the target is not necessarily a hard
impenetrable object. It can be anything that may cause the projectile to be de-
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y Az
(a) (b)

Figure 2.1: (a) A projectile moves towards a target situated at the origin. If the
impact parameter b is unknown, the scattering probability is proportional to
the target’s projected surface area. (b) The projectile moves towards a thin slice
of material. If the lateral position of the projectile is unknown, the scattering
probability is equal to the ratio of target areas to the slice area.

flected or lose energy with a certain probability distribution. For example, the
projectile may be a charged particle and the target may be a charge distribu-
tion. The concepts of (differential) scattering cross section translate to such sit-
uations in a straightforward manner. However, the scattering cross section is
not necessarily equal to the geometrical cross-sectional area of the target.

In this thesis, the projectile is an electron, moving through a homogeneous
material. In some cases, the targets will be the atoms in the material, but we will
consider the material as a more generic collection of scattering centres. There
are n of them per unit volume, each with the same scattering cross section o. We
make one more assumption, which is that the scattering centres are distributed
independently of each other.

Consider an electron normally incident on a thin slice of material, with area
Agice and thickness Az. The situation is illustrated in figure 2.1b. The probability
that the electron scatters is equal to the ratio of the scattering cross section of
the scattering centres in the slice to the area of the slice itself:

Atargets _ 0 NAgiceAZ
A A

Now, assume that N electrons are incident on this slice. If the slice is thin,
the number of electrons that do not scatter in the slice is equal to N (1 —onAz).
For an infinitesimally thin slice, Az — dz,

an

=onAz. (2.1)

slice slice

N
=—Non=—-—, 2.2
on 1 (2.2)
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where we defined a new quantity A = 1/(o n). Assuming that it is a constant, the
differential equation can be solved:

N (z) = Nyexp(—z/A). (2.3)

This is the Lambert-Beer law. Setting N, = 1, this becomes a probability distri-
bution for the electron to travel a certain path length without scattering:

p(z) = %e‘zm. (2.4)

The expectation value for this probability distribution is A. This quantity is there-
fore called the mean free path.

The inverse mean free path, A7}, is a very convenient quantity because it
is proportional to the scattering cross section o. The concept of differential
scattering cross section carries over to the differential inverse mean free path.
Also, when there are multiple independent scattering processes, their differen-
tial scattering cross sections can be summed to give a total differential scatter-
ing cross section. The same holds for differential inverse mean free paths.

2.1.1 Inelastic scattering

In this thesis, we define an inelastic scattering event as an event where the pro-
jectile loses energy. This definition is slightly different from the traditional con-
cept of an inelastic collision, where it is the fofal amount of kinetic energy that
is not conserved.

An electron travelling through matter typically loses only a small fraction
of its total energy. It undergoes a series of inelastic events before it is finally
stopped. A very useful quantity for describing inelastic events is therefore the
stopping power, or the amount of energy lost per unit path length travelled. The
stopping power is given by

dE E da!
S = P _fo dow o (2.5)
where E represents the electron’s kinetic energy, x the path length it travels. w
represents energy loss and 17! is the inverse mean free path. The right-hand
side of this equation can be understood as follows. Remember that, if an event
takes place, P(w) = /1%;1 represents the probability distribution of energy loss.
Then [ dw w P(w) gives the average amount of energy loss per event. Dividing
this by A gives the stopping power. The integral runs from zero to the energy of
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Figure 2.2: Kinematics for inelastic scattering. The incoming particle’s momen-
tum is p, its kinetic energy is T. It transfers momentum q and energy w, and
ends up with momentum p’ and energy T'.

the electron, since it can’'t gain energy in a collision and it can’t lose more than
it has.

Itis also possible to define a “stopping range”, the mean distance an electron
can travel before it is stopped. This range would be given by

By dE

= —. 2.6
s= ) 3@ (2.6)

Here, E, is the starting energy of the electron, and the integral runs over all lower
energies E. However, as will be mentioned in section 2.4, the stopping power
becomes very small at low energies. The stopping range is therefore not a very
useful quantity in practice.

Before moving on, we will briefly derive some energy-momentum relation-
ships which are useful later on. Consider an incoming particle with momentum
p and kinetic energy T. It loses momentum q and energy w, ending up with mo-
mentum p’ = p — q and energy T’ = T — w. See the diagram in figure 2.2.

The relativistic energy-momentum relation is

(T + mc?)? = (pc)* + (mcH?. (2.7)
Meanwhile, from the definition that q = p — p/,

(cq)* = (cp)* + (cp)* - 2c*pp’ cosh (2.8)
=T(T +2mc?®) + T'(T' +2mc?)
— 2V T(T +2mc)\/T'(T' +2mc?) cosb.

(2.9)

The minimum and maximum possible momentum transfers can be found by
setting cosf = +1:

2‘7—; = VT +T/2me?) T+ T'/2mc?). (2.10)
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L, L,cos6, L,cosf, cos0,

Figure 2.3: Illustration corresponding to the explanation of the transport length.
See the main text for details.

2.1.2 Flastic scattering

In this thesis, an elastic scattering event is defined as an event where the pro-
jectile does not lose any energy, or only a negligible amount. The projectile
changes its direction of travel, and continues with the same energy it had before
the event. Specifically, we will consider two types of elastic scattering in this the-
sis. The first is deflection by atoms (section 2.6), in which the electron loses at
most ~ 107* of its own kinetic energy to the recoil of the atom (usually much
less because forward scattering dominates). The other is scattering on acoustic
phonons (section 2.7) in which around 10 meV is lost or gained depending on
whether a phonon is emitted or absorbed. When elastic scattering is treated in
awave-optical formalism and the spatial coherence of the electron is sufficient,
the scattering on a crystal is concentrated in only a few directions. This effect,
diffraction, is not included in our model.

When an electron travelling through matter scatters elastically, it is usually
deflected by a small amount. It takes a series of elastic events before the elec-
tron has lost its “knowledge” about the direction it was initially travelling in. The
transport length quantifies the distance an electron travels before this has hap-
pened. To understand the transport length, consider figure 2.3. In the first step,
the electron travels a distance L, into the z direction. It is deflected by an angle
0,, then travels a distance L, to the next interaction point. The distance trav-
elled along the z direction in this step is equal to L; cos,. The electron is then
deflected by an angle 6, and travels a distance L,. Because the electron is also
deflected in the azimuthal direction (indicated by the cone in the figure), the
electron’s orientation with respect to the z axis is not simply given by 6, + 8,.



12 2. Physics review

If the azimuthal scattering direction is random and uniformly distributed, the
average distance travelled along the z axis is given by the centre of the cone:
L, cos6, cosf,. Now, assuming that the mean free path doesn’t change as the
electron travels, and all scattering angles are independent and identically dis-
tributed, the average distance along z travelled in step i is given by

(Az;) = A{cosB)’, (2.11)

where () denotes the average value. The transport length is now defined as the
infinite sum

Ly = 2)<Azi)

A

AR pre—e (2.12)

In other words, the transport length is the projected distance along z before in-
formation about the original direction has been lost. In terms of the differential
inverse mean free path, the transport length is given by

da!

TR (2.13)

L' = fd!)(l —cosb)

2.2 Band structure model

Let us now briefly mention a simple model of a solid’s electronic structure at
zero temperature. The lowest-lying electrons fill core energy levels of the atoms
in the solid. Because the atoms are close together, higher electron states merge
into a continuum band, known as the valence band. The last filled level in the
valence band is the Fermi energy. Above the Fermi energy, there are higher un-
filled states, forming the conduction band. In the case of insulators or semicon-
ductors, the conduction band is separated from the valence band by a band gap
of forbidden states.

We use a highly simplified band structure model in this thesis. We choose
the zero of energy to be the bottom of the valence band of the material that the
electron is in. Due to the very complicated potential in a solid, electrons can
have a complex dispersion relation between their momentum 7k and energy E.
We ignore that in this thesis, assuming the dispersion relation of free space

Rk

E .
2m

(2.14)
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Valence band Valence band %4

(a) (b)

Figure 2.4: Diagram of the simple band structure model used. Energy levels are
shown along the vertical axis. (a) is for metals, (b) for semiconductors and insu-
lators. U is the inner potential, ¥ the work function, y the electron affinity, G
the band gap and V the width of the valence band.

Here, m represents the electron’s mass.

Typically, the zero of energy in the vacuum, which we will call the vacuum
level, lies above the Fermi energy. In a metal, the difference between the vac-
uum level and the Fermi energy is known as the work function ¥'. In an insulator
or semiconductor, the difference between the vacuum level and the bottom of
the conduction band is the electron affinity y. Because we reference all energies
with respect to the bottom of the valence band, it is convenient to define the in-
ner potential U as the difference between the bottom of the valence band and
the vacuum level. See figure 2.4 for an illustration. Note that we will speak of
metals as if they have separate valence and conduction bands, even though they
have only one band. We will use a (somewhat sloppy) language where the term
“valence band” refers to the part of the band below the Fermi energy, where the
valence electrons are, and the term “conduction band” refers to the unoccupied
states above it.

2.3 Boundary crossing
When an electron crosses an interface between two materials, or a material and

vacuum, it feels the change in inner potential. Let us consider an electron mov-
ing from a material with inner potential U; to a material with inner potential U,.



14 2. Physics review

AU

(a) (b)

Figure 2.5: An electron crosses a boundary between materials 1 and 2, with in-
ner potentials U; and U,, respectively. The electron’s momentum parallel to the
interface is conserved, but it changes in the perpendicular direction.

The inner potential of vacuum is zero.

The electron’s momentum in the direction parallel to the interface is con-
served. In the direction perpendicular to the interface, we assume that the elec-
tron sees a simple step potential, as in figure 2.5a, of height AU = U, — U;. This
is a popular model [9-13], though more elaborate shapes have also been pro-
posed [17].

If the electron does not have enough momentum in the perpendicular di-
rection to jump the barrier, it must be reflected. But even when the electron
has sufficient energy to cross the barrier, it still has a finite probability to be re-
flected. Thisis a popular problem in elementary quantum mechanics textbooks
[19]. Defining the auxiliary variable

T (2.15)
z= _—, .
E cos?(0,)

the reflection and transmission coefficients are

(1-2)°
R = m, (216a)
4z

respectively.
If the electron is transmitted, it gains or loses AU of energy. The electron’s
momentum in the direction parallel to the interface is conserved, and changes
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by v/2mAU in the perpendicular direction. The resulting change of direction
is often called “refraction” of the electron, in analogy with light. If the electron’s
energy in material 1 is E, then the deflection angles (see figure 2.5b) are related

by
\/Esinﬂl =V E+ AU sin6,. (2.17)

2.4 Scattering on the electron system

If a charged particle travels through a material, the valence electrons in the ma-
terial rearrange (polarize) to screen its charge. If the charged particle is moving,
the electric field induced by the valence electrons acts to slow the particle down.
The exact response of the material can be described by the dielectric function.
We use this to describe inelastic electron scattering in a material.

This section gives a detailed description of the theoretical foundations. This
theory is well described in literature, but we would like to understand the key
assumptions made. This section is limited to bulk materials, in other words,
surface effects are neglected. The influence of surface effects is discussed in
more detail in chapter 4.

2.4.1 Stopping of charged particles

The detailed interaction of charged particles with matter can be treated from a
full quantum mechanical calculation [20]. The technicalities of such a calcula-
tion are quite involved. The results are equivalent to those from a semiclassical
approach [21, 22], which we will showcase here. We will use the SI system of
units.

Maxwell’s equations in matter are

V-D(r, 1) = ps(r, 1), (2.18a)
V.B(r, 1) =0, (2.18b)
V x E(r, 1) = — aBért’ 2 (2.18¢)

oD(r, 1)

2.1
» (2.18d)

VxH(r, ) = If(r, 1)+

The magnetic field B and electric field E can be written in terms of the vector
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potential A and scalar potential ¢:

B(r,t) =V xA(r, 1), (2.19a)

E(r, 1) =-Vo(r,1) - aAél; t). (2.19b)

We now assume that the electron is moving slowly compared to the speed of
light. This implies that the transverse components of the electromagnetic field
can be ignored. It is then convenient to work in the Coulomb gauge and set
A(r, t) = 0. This approximation reduces Maxwell’s equations to the electrostatic
case, even though the electric field strictly speaking varies with time. It is valid
for electron energies much less than the electron rest mass, 511 keV.

We now switch to Fourier space, where all quantities are functions of wave
vector q and frequency w instead of position and time. For each quantity Q, we
will use the convention

Qg w) = (271”2 f dr f de 7@ Q(r, 1), (2.20a)
1 .
Qr, 1) = ) f dq f dw "9 Q(q, w). (2.20Db)

We also assume that the material responds linearly to the presence of the
electron, i.e. the displacement field D is related to the electric field E by

D(q, w) = €4¢(q, w) E(q, w). (2.21)

The quantity e(q, w) is the dielectric function of the medium. This assumption is
formally equivalent to a first-order Born approximation. It has been suggested
[23] that for the case of inelastic scattering in solids, this approximation is only
valid for kinetic energies above 7E;, where Ej is the Fermi energy. For the elec-
tron energies dealt with in this thesis, it would be better to use the second-order
Born approximation also given in ref. [23]. Interestingly, the second-order ap-
proximation is ignored in most literature [9-17], even in studies focusing en-
tirely on the sub-100 eV energy range [24, 25]. In this thesis, we follow this liter-
ature convention and do not implement the second-order approximation. We
will come back to this point in section 6.1.1.

Finally, we describe the electron classically. It is a point charge moving with
velocity v, so its charge distribution (without loss of generality, passing through
the origin at time ¢ = 0) is given by

p,t)=—-e8% @ —vr). (2.22)
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With the assumptions above, let us compute the dielectric displacement
due to a moving electron. From the Fourier transform of equation (2.18a),

iq-D(q,w) = fdrfdte iQr-ot) §O (r _yy)

(2 )2

:——5(q-v—w). (2.23)
27

The Fourier transform of (2.19b) (with A = 0) is

E(q,w) = -iq¢(q,w). (2.24)

Since D [ E /| q, we can extract the electric field from the displacement field:

ie
E(qw)=——— V—w 2.25
(@ @)= 2meqe(q, w) q 0@ ) ( )
We are now interested in the total energy U that is lost per unit time. The en-
ergy loss rate is given by the sum of the kinetic energy and the induced potential
energy:

du d(lmvz—e x t))
dt - dt 2 (pind )
— dv aQbind (r, 1) 3 a(pind (r,t) Ox i
=mv 1 e ( o1 + l; o 5
0hing (1, 1)
STl s 2.26
Y (2.26)

where the x; are x, y and z.
The induced electric field is obtained by subtracting the electric field that
the electron would create in vacuum from the total electric field (2.25):

1 —_—
€(q,w)

E(q,w) =

q
= 5(q-v-w). 2.2
2me, q26(q vV—w) (2.27)

The induced potential can be found in Fourier space from equation (2.24) and
transformed back to real space to give the rate of energy loss

dt (27t)3€0 f f

—1| '@V 5(q-v—w). 2.28
e(q’w) (q ) (2.28)
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We assume that the medium is homogeneous and isotropic: €(q, w) = €(q, w).
The angular part of the q integral can then be performed: the azimuthal integral
yields 2 and the polar integral can be solved using the delta function. The result

is
dt (Zﬂ)zeofqu f qy

With the property that e(q, w) = €* (—q, —w), the real part of the integrand is anti-
symmetric in w and therefore integrates to zero. The imaginary part is symmet-

ric, so

dUu e? [ )

—_— = d dw—1Im |-
dt 27'[260[0 q 0

(2.29)

6(q,w)

1
e(q,w)

(2.30)

A more interesting quantity is the stopping power S, the rate of energy loss per
unit path length:

. du 1dU
ds v dt
2
= e—fd—qfdwwlm - (2.31)
2n2e 02 ) q e(gq,w)

Discrete stopping events

In the previous section, the stopping of the electron has been considered as a
continuous process. In reality, this is not true: the electron undergoes a series
of discrete events in which a finite amount of energy is lost. The translation be-
tween the two descriptions is fairly straightforward. The Fourier variables w and
q are associated with energy transfer, iw, and momentum transfer, /ig, respec-
tively.

In a full quantum mechanical calculation, one would find cross sections or
inverse mean free paths A ~'. The probability for the electron to lose energy fiw
and momentum #iq would be given by the differential inverse mean free path,

dZA—l
d(hw) d(hq)”

The stopping power is defined as the expected amount of energy lost by the elec-
tron,
d*A7!

S= fd(hw) hw[d(hq) T T
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where the limits of integration are given by what is kinematically allowed (see
section 2.1.1). By association with equation (2.31), we can read off the differen-
tial inverse mean free path to be

d’A! e’ 1
= —Im
dwdg 2n%e¢yhiv? q

1
€(q,w)

(2.32)

Despite the fact that the transverse components of the electromagnetic field
were neglected, it is common [26] to relate v to the electron’s kinetic energy T
by means of the relativistic energy-momentum relationship

, 2T 1+T/2mc”

—_———. 2.33
m (1+T/mc?)? (2.33)
The mean free path between interactions then becomes
h (1+T/mc*?
A= ( ) f f (2.34)
na,T 1+ T/2mc? e(q,w)

a, is the Bohr radius. Integration is over all kinematically allowed values of g
and w. The energy loss is limited to 0 < fiw < T; the limits on g are given by
equation (2.10).

The quantity Im [-1/e(qg, w)] is the only material-specific factor in this equa-
tion. It represents the probability of losing a certain amount of energy and mo-
mentum. In literature, it is also known as the energy-loss function. An accurate
description of this parameter is very important in order to obtain accurate re-
sults.

2.4.2 Obtaining the dielectric function

The energy-loss function, Im [—1/e(q, )], can be obtained in multiple ways.
One possibility is density functional theory [27, 28]. Unfortunately, this is
computationally very expensive, and the unit cell is limited to only a few atoms.
Furthermore, only small values of the (g, w) parameters can be used.
By far the most popular method is to measure €(0, w) at g = 0, and then fita
free-electron gas model to extrapolate it for g > 0. €(0, w) can be measured with
light as the refractive index n and the extinction coefficient k,

e=(n+ik)? (2.35)

where n and k implicitly depend on w, the energy of the photon. n and k values
have been measured for a wide range of materials [29-32]. In the infrared and
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Figure 2.6: The energy-loss function for silicon. Data was combined from various
sources [29, 30, 34, 35].

visible part of the wavelength spectrum, n and k values may be obtained by
Fourier-transform infrared spectroscopy and ellipsometry. In the x-ray range,
the atomic scattering factors may be calculated as the photons are primarily sen-
sitive to deep inner-shell electrons. In the intermediate range, approximately
between 6-30 eV, it is often difficult to obtain accurate data. Synchrotrons are
the most accurate option, but they are expensive.

The energy-loss function can also be measured by electron energy loss spec-
troscopy, usually in transmission through thin films [33]. Transmitted electrons
that have undergone inelastic interaction have both different energies and di-
rections, which, in principle, allows exploration of both g and w at once. It is
difficult to measure large g values, because large-angle scattering will cause the
incident particles to undergo multiple scattering interactions. The energy-loss
function can also be measured in reflection [31]. One must, however, be very
careful to eliminate contributions from multiple scattering.

It is now instructive to discuss the main features of the energy-loss function.
Figure 2.6 shows the energy-loss function of silicon. Two sharp ridges appear
near 100 eV and 1.8keV. These represent the binding energies of the inner K
and L electron shells of Si atoms. Photons with less energy than an electron’s
binding energy cannot excite this electron. When they have more energy, this
absorption channel opens, resulting in a sharp edge in the energy-loss function.

A silicon atom has four electrons outside of the K and L shells. In the solid
state, these electrons are shared between atoms, forming bonds. Their energy
levels are no longer discrete, but instead they form continuous bands and be-
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have similarly to a free-electron gas. The peak at 17 eV corresponds to the reso-
nant frequency of this free-electron gas, also known as the bulk plasmon. Exci-
tation of a bulk plasmon is by far the dominant energy loss channel for charged
particles in a solid.

Below 1 eV, the energy-loss function drops to practically zero. This is due to
the band gap of silicon: an electron from the bulk cannot be excited to a state
in this forbidden gap. At very low energies, resonant peaks appear again. These
are not electronic excitations, but vibrational modes of the lattice: longitudinal
optical phonons.

The energy-loss function captures a wide variety of physics. This is one of the
reasons for its popularity for describing electron-matter interaction. However,
because photons have negligible momentum, it is usually only measured in the
“optical” (g = 0) regime. After €(0, w) has been obtained, a model needs to be fit-
ted to find the dielectric function for arbitrary momentum transfers. It is clear
from figure 2.6 that the dominant loss channel for silicon is the bulk plasmon.
The same is true for all other materials: interactions with valence electrons (ei-
ther direct excitations of electron-hole pairs or plasmons) dominate over inner-
shell electrons and phonons. Since valence electrons can be well described as a
free-electron gas, the dielectric function for a free-electron gas is the most pop-
ular type of fit function.

2.4.3 The Lindhard dielectric function

We will now derive the Lindhard dielectric function [36] for a free electron gas.
Rigorous derivations are available in literature [37], but the goal here is to gain
an intuitive understanding of the physics that is included.

If we apply an external potential, the charges in the electron gas will rear-
range themselves, producing an induced potential. This acts to screen the ex-
ternal potential, modifying the total potential in the system. The problem is to
solve the system self-consistently: the electrons in the gas respond to the total
potential, including the screening effect of their surroundings.

Even for a model as simple as an electron gas, no exact expression for the
dielectric function exists. The reason is that it is difficult to account for interac-
tions between the electrons in the gas. In reality, each electron is surrounded
by a reduced electronic density because it repels its neighbours by the Coulomb
force and the exchange interaction. We assume that this effect is negligible, and
that electrons respond only to the average field generated by all other electrons.
This approximation is only valid in the limit of high electron densities. In prac-
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tice, this approximation means that if we apply an external potential V (q, w) (os-
cillating both in time and space), the electrons in the gas will oscillate in phase
with the potential. Any out-of-phase response, which depends on the position
of the electrons, is assumed to average out. This is called the random-phase
approximation.

We make two further assumptions. As before, we neglect the magnetic field
and work in the Coulomb gauge. This makes the equations formally electro-
static. The second assumption is that both the external and induced potentials
are weak, allowing the use of first-order perturbation theory.

The electric field E is generated by the sum of “free” charges p; and induced
charges p;:

p(r, 1) = py(r, ) + p;(r, 1), (2.36)
V-E(r,t) = p(r, 1) /€. (2.37)

The fields can be written in terms of scalar potentials:

E(r) t) = _V(/)(r) t)) (2.383)
D(r, 1) = —€gVpy(r, 1), (2.38b)

which are related to the charge density by

p(r, 1) = —e,V2p(r, 1), (2.39a)
pr (X, 1) = =€ V2P (r, 1). (2.39b)
In Fourier space,
p(q,w) = €,q*P(q, w), (2.40a)
07 (q, w) = €9q°Pr(q, ). (2.40Db)

With the same linear relationship (2.21) between the electric field and the
displacement field, the dielectric function can be associated with

1 p;i(q,w)
€0 $(q )’
We will consider plane-wave eigenstates of the unperturbed Hamiltonian,
wl((o) (r) = e'kry \/5, where (2 is the volume of space. With the random-phase

approximation in mind, we will derive the system’s response to the following
(external + induced) perturbation to the Hamiltonian:

e(qw)=1- (2.41)

Vit = (Ve“q'f—w” +V e—i(‘l'r—w”) ert. (2.42)
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¥ has been introduced as an infinitesimally small positive constant, ensuring
that the perturbation is slowly switched on. In the end, the limity | 0 will be
taken.
In first-order perturbation theory, the perturbed wave functions, v, can be
expressed as
Vi@, 1) =Y Gy D) e Bl (2.43)
o

where -
i . ,
Coxe = _%f ds’ <W1(3)|V|W1(<0)> i E =Bt 1T (2.44)
—00

There are only two non-zero Cyy: those for which k' = k + q. Specifically, they
are

Vei(Ek+q—Ek)t/ﬁe—iwte}’t
(2.45a)

G = ’
kkra ™ p — Eyyq + o — iy

V*ei(Ek_q—Ek)l’/ﬁeiwteYt

Clokq = Ey—Ey_q—hw+ily (2.45b)

We now obtain the charge density, p, of the electron gas, by summing over
the squares of all perturbed wave functions v. Subtracting the unperturbed
|l//]((0) |? yields the induced charge. We denote the initial occupation of each state
by f (k), which will be two times the Fermi distribution (the factor two account-
ing for the spin degeneracy). Keeping only terms linear in V, one finds for the

induced charge density

pi(r,6) = e Y £ 0 (Jyndr 0 - [y P w])
k

Vei(q-r—wt)eyt v* e—i(q-r—wt) e]/t

= k + + c.c.), 2.46

e2fl )(Ek—Ek+q+hw+ihy Ey— Eyq—hw+ihy (2.46)
where c.c. stands for the complex conjugate of the first two terms. In the second
term (and its complex conjugate), the dummy summation variable k can be

replaced by k + q. Collecting the terms,

fk)—-fk+q)
Ek—Ek+q+hw+ih')/

p;(r,t)=e ( Vellr-obert c.c.). (2.47)
K

The Fourier components p(q, w) are easily found. With V(q, w) = e¢p(q, w),

e’ k) - f(k+q)
pi(qw)=—=) / .
€09° ‘K Ex— Exiq + o + ity

$(q,w). (2.48)
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Therefore, referring to equation (2.41),

e? fk) - fk+q)
€0q? ‘K Ex — Exiq + how +ily

e(quw)=1- (2.49)

This is the famous Lindhard dielectric function [36] as it is often found in text-
books. The wavevector k runs over all space. It is convenient to substitute
k — -k —qin the f(k+ q) term. Then, using that f(—k) = f (k) and E_y = Ey,

2
e f k) N fK)

w)=1- 2.50

@ €0q2§ Ey—Eyqtho+iny  Ey—Egq—ho-iny (2.:50)
262 Ek_Ek+q

=1- &) — 2.51

ey (Ex — Errql® — 0 + iy 12 (2.51)

This form is convenient for physical interpretation, since each term represents
the contribution of a particular electronic state.

Explicit form at zero temperature

We will now find an explicit form of the Lindhard dielectric function at zero tem-
perature. In this case, the Fermi distribution f (k) is a step function, equal to 1
for |k| < |kg| and zero otherwise. k. is the Fermi wave vector.

We start from equation (2.50) and replace the sum over k by an integral.

e? dk f K &)
e(qw)=1- > 3 — + - .
€0q*J @2m)° \ Ex— Exyqthw+ihy  Ey—Eyx,q—ho—ihy
(2.52)
We now use the identity

1 1

— =P —Find(x), (2.53)
x+iy X

where & stands for the principal part of the integral and  (x) is the Dirac delta
function. It allows us to split the dielectric function into a real and imaginary
part:

€(q,w) = €,(q,w) + i€;(q, 0), (2.54a)

where

dk( fk) . fk

, 2.54b
27T)3 Ek_Ek+q+h(JJ Ek_Ek+q—hw) ( )

82
(qw) =1- ,@f
6‘lqa) eoqz (

ne? [ dk
62(q,{1)) = waf(k) [6(h(1} +Ek_Ek+q) —6(hw—Ek+Ek+q)] . (254C)
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To find €;, we perform the integral in spherical coordinates. Abbreviating
the cosine of the polar integration angle as ¢ = cosf, we find that each term
contributes

dk 1 2
= [ Tdkk [ de m
(27)3 Ex = Exrqthw  (27)2 Jo -1 +2mhw - h?*q?-2h%kqc
k —q*+2kq +2
m /Fd kln' q kqg+ mw/h‘

Terh2l g |—q*-2kq+2mwlh
mkz o zFu-1 _
82hig {1—(z+u) }ln‘m —2(zFu)]|.

The substitutions z = q/(2kg) and u = w/(qvg) were made in the last step, where
Vg = hikp/ m is the Fermi velocity.
€, can also be found by integration in spherical coordinates. Because of the
delta functions, the integrand is only finite for iw = Ey, q — Ey. Using the delta
function for integrating out the polar angle, each term contributes
k 1 2 2 2
5(w + B F Eirq) = ﬁf desz_ dca(hm hz;:]q " ch)

q
(zmz)z f dkk@( k<2 e +2<k)

3 mk?
~ 8m2h%q

dk
2m)3

m

{1—(u¢z)2}@(—1<u¢z<1).

The function O is the “logical step function”, a natural extension of the Heaviside
step function that is equal to one when its argument is true and zero otherwise.

Putting everything together, we find that the Lindhard dielectric function at
zero temperature is given by the following beauty:

€(q,w) = €,(q,w) + iey(q, w), (2.55a)
1 z—u+1
6lqw)=1+ {1—(z u) } _
nayqz z-—u-1
(2.55b)
1 2 z+u+1 1
+—{1—(z+u) }ln’— +-1,
8z z+u-1 2
duz forz+u<l,
1
€,(q,w) = S41-(z-w? forlz—ul<l<z+u, (2.55¢)
4a,qz .
otherwise,

where z = q/(2kg), u = w/(qvg), and a, = 4me,/ me? is the Bohr radius.
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Physical content of the Lindhard function

In equation (2.51), each term in the sum over k represents the contribution of
that electronic state to the dielectric function. There is a singularity when E; —
Ey.q = Nw. This pole gave rise to the imaginary component of the dielectric
function, equation (2.54c), and represents direct excitation of an electron from
k to k + q. This process is also called “single excitation”.

There is a second effect, when fiw far exceeds the energy differences be-
tween electronic states. Using that

Y fk) =n/2 (2.56a)
k
and ,
nk\® 3
2 (E) = ﬁg, (2.56b)
k

where n is the number density of electrons, a Taylor expansion of equation
(2.51) around g = 0 gives

h2w? 3 h’w?
,w) = 1— L= L u2q®— ..., 2.57
€(q,®) (hw +ihy)? 5 (hw+ihy)* Ve (257)
where w), is defined by
2
W= (2.58)
me,

The dielectric function is close to zero when w is close to w,. More precisely, it
happens when
2.2
v
i/ ) .

2
Wy

3
w(q) = w, (1 e (2.59)
If the dielectric function is close to zero, a small external field gives rise to a
large induced field. w,, is equal to the natural eigenfrequency of an electron gas.
An excitation on the dispersion line of equation (2.59) represents a collective
resonant oscillation of all electrons in the gas. w), is called the plasma frequency,
and a single quantum of the plasma resonance is called a plasmon. The energy-
loss function contains the plasmon peak as a sharp delta function. It can be
shown that, at g =0,
o

lim Im

i Im = = Ewpé(w—wp). (2.60)
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Figure 2.7: Regions in energy-momentum space with different types of excita-
tion contained in the Lindhard dielectric function. The shaded area is the region
of single excitation, the solid curve is the plasma resonance. The dashed curve
represents the boundary between the two regions in equation (2.55¢) where the
imaginary part is nonzero. This graph was made for fiw, = 15eV.

Figure 2.7 illustrates the regions of energy-momentum space where these
types of excitations are possible. For the convenience of the reader, this figure
uses the auxiliary variable x = fiw/Ep = 4uz instead of u. Single excitation is
possible in the shaded region, the plasma resonance is given by the black curve.

Figure 2.7 shows that the plasmon curve intersects the single-excitation re-
gion at large momentum transfers. This gives rise to so-called Landau damping,
in which a plasmon decays by transferring all energy to a single electron. How-
ever, the Lindhard dielectric function features no decay mechanism for plas-
mons at lower momentum transfers. The plasmon lifetime at small g is there-
fore infinite, and the Lindhard energy-loss function is infinitely sharp around
the plasmon peak. In real materials, plasmons decay via a variety of processes,
such as scattering of the excited electrons on impurities, or the production of
multiple electron-hole pairs.

It is tempting to introduce plasmon damping at small g values by allowing
finite values for the infinitesimal constant y. This prevents € from equalling zero
in equation (2.57) when w ~ w,,. In fact, Lindhard originally suggested this ap-
proach [36], but it was later shown [38] that this is not correct because it fails to
conserve the local electron number. A more correct approach was proposed by
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Mermin [39]. His dielectric function takes the form

em(qw) =1+ — Lyl @oriy) -1 . (2.61)
1+ (iy/w)(e(qw+iy)—1)/ (e (q,0)—1)

Here, €; (q, w) is the Lindhard dielectric function. y is interpreted as the inverse
lifetime of the plasmon. The value of y is not predicted by the Mermin model,
so this model has two free parameters.

We mention one further model, which is called the plasmon pole approxi-
mation. The plasmon pole approximation describes a system in which the dy-
namics are entirely due to the collective plasma oscillation. It is not a specific
limit to the Lindhard dielectric function. This model dielectric function reads

2

p
. 2.62
w5 () — w5 —w? - iwy (2.62)

w

€pp(q,w) = 1 +

Here, w,(q) is the dispersion relation for the plasma excitation, usually given
by equation (2.59). A damping factor y is explicitly included in the plasmon
pole approximation. At g = 0, this dielectric function is equivalent to the fa-
mous Drude dielectric function. The plasmon pole approximation is sometimes
called the extended Drude model in literature. In the limit of zero damping, its
energy-loss function becomes a delta function,

— T w
lim Im =—
=0 epplq,w) 2

2
p
@ 5 (w - wp(q)). (2.63)

2.4.4 Optical data models

As mentioned before, it is popular to measure the dielectric function in the op-
tical (g = 0) regime, and then extend it to non-zero momenta by fitting a model
dielectric function. It appears that the idea to use measured optical data was
first used by Howie and Stern [40], while Ritchie and Howie [41] were the first to
fit a dielectric function model at g = 0. They use a linear combination of multi-
ple plasmon-pole oscillators of the form of equation (2.62).

Penn [42] suggested a model where the extension is preformed using the
Lindhard dielectric function. While the model of Ritchie and Howie [41] fits
a sum over an arbitrary number of Drude oscillators, the Penn model can be
understood as fitting an infinite number of Lindhard functions:

-1 B

2.64
€(q,w) ( )

Im

d Im——.
fo w, 8 (w,) meL(q,w’wp)
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Here, €,(q, 0, w)) is the Lindhard dielectric function with an electron density
such that the plasma energy is w, (see equation (2.58)). The function g(w,)
weights the amplitude for each Lindhard oscillator. Using equation (2.60) and
the requirement that Im e(;}w) equals the measured optical data at g = 0, it is
easy to see that

2
gw)=—Im——, (2.65)

where €(w) is the measured optical data.

Penn also suggests a similar algorithm which swaps the Lindhard dielectric
function for the zero-damping plasmon pole approximation of equation (2.63).
This provides similar results at high electron energies of > 200eV. Penn uses
the dispersion relation of equation (2.59). A similar approach is taken by Ash-
ley [43, 44] and independently by Ding and Shimizu [45], except they use the
approximate dispersion relation

thZ
ho,(q) = ho, + P (2.66)

This significantly reduces the computational difficulty. In Ashley’s model, the
integration over g to find the mean free path and stopping power can be done
analytically. Another advantage comes in simulations of electron scattering,
where the joint probability distribution of both energy and momentum loss is
required. This normally means that a 2-dimensional table needs to be stored.
If Ashley’s model is used, only a single variable needs to be stored; the other
random variable can be sampled analytically. One major drawback of Ashley’s
model is the unphysical property that the minimum kinetic energy required to
excite an electron is shifted to twice that electron’s binding energy. This is a
problem for inner shells, which have binding energies that are often similar to
the energy of the incident electron. Kieft and Bosch [10], who built an electron
scattering simulator based on Ashley’s model, needed to add semi-empirical
corrections to account for this fact.

Another extension mechanism is to fit a finite number of Mermin oscillators
[46]. Because the extended Drude model and the Mermin model are identical
at g = 0, the fitting parameters from the method of Ritchie and Howie [41] can
be used directly. As the extension to g > 0 is provided by the more sophisti-
cated Mermin function, the results should be more accurate. However, it is not
always possible to get a good fit at g = 0, especially around sharp features in the
energy-loss function such as the band gap or the sharp ridges of inner shells.
Da et al. [47] solve this by using a very large number of Mermin oscillators and
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allowing negative amplitudes. Abril et al. [48] use Mermin oscillators for inner
shells, with a sharp cutoff at the shell’s binding energy. Later, the same group
[49, 50] proposed the so-called MELF-GOS model, which uses Mermin func-
tions (MELF) for valence electrons and generalized oscillator strengths (GOS)
[51] for inner shells. Essentially, the GOS represents the ionization cross section
of inner electron shells. Analytical expressions [49] for the GOS of hydrogen are
typically used, even for larger elements.

The last method we mention here is an interesting one proposed by Bourke
and Chantler [52]. They fit an infinite number of Mermin oscillators with a g-
dependent damping parameter y(w, q). They set y(w,q = 0) = 0, so the Penn
algorithm can be used to fit the optical energy-loss function. Then they use an
iterative scheme based on the measured optical data to fit the g-dependence of
the damping coefficient. Compared to the schemes mentioned above, which fit
a finite number of Mermin oscillators, this scheme has the advantage of having
no free parameters and being able to capture all details of the optical ELE

We conclude this section with the mean free path and stopping power of
silicon for the various models discussed here. These can be seen in figure 2.8.
The Ritchie and Mermin models were computed using a single oscillator with
w, = 16.87eV and y = 4.245eV. These parameters were taken from Abril et
al. [48]. The discrepancy in stopping powers between the Ashley & Penn and
Ritchie & Mermin models at high energy is due to the fact that inner shells are
not present in the energy-loss function of the latter two. Inner-shell ionization
events are not very likely, hence the good agreement in mean free path at high
energies, but a lot of energy is lost if these events do take place. Inner-shell ion-
ization should be taken into account in a complete model. The models diverge
at < 100eV energies.

2.4.5 Conclusion

The mean free path for inelastic scattering on the electrons in the solid is given
by equation (2.34). The difficulty lies in obtaining data for the energy-loss func-
tion, Im [-1/e(g,w)]. This can be done directly by density functional theory,
but it is more common to obtain €(0, w) experimentally and fit one of the mod-
els discussed in section 2.4.4.

The model of Ashley [43] is the simplest, but produces substantially longer
mean free paths at low energies than the other (more accurate) models (see fig-
ure 2.8a). It is more appropriate to use the model of Penn [42], to which Ashley’s
model can be seen as an approximation. The Penn model has the disadvantage
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Figure 2.8: The (a) mean free path and (b) stopping power for silicon, calculated
using the various models mentioned in this section. Measured data for the stop-
ping power were taken from [53].

of being computationally more difficult, but it is very popular in modern litera-
ture [17, 54-57]. We choose to use the Penn model in this thesis.

Theoretically, one would expect itis better to use Mermin oscillators instead.
After all, the Mermin dielectric function includes damping, which Lindhard’s
dielectric function (on which the Penn model is based) does not. Mermin oscil-
lators have the disadvantage that an unknown number of oscillators need to be
fitted. The simulation result therefore becomes operator dependent. Mermin
oscillators generally yield shorter mean free paths and higher stopping powers
at low energies than the Penn model. Empirically, it seems that Mermin oscil-
lators may overshoot the true values somewhat. This will become apparent in
section 3.6, when we investigate the impact of shortening the inelastic mean
free path at low energies. Ridzel et al. [55] have proposed interpolating between
the Penn and Mermin models at low energies, tuning them to find the correct
electron yields. We use different elastic scattering models at low energies in
this thesis than Ridzel et al. did. Our elastic models generally cause electrons
to scatter more, hence our “optimal” model is much closer to the Penn model
than to Mermin oscillators. We therefore choose to use only the Penn model in
this thesis.

The dielectric function model gives us the mean free path and the probabil-
ity distributions for energy and momentum transfer when an electron scatters.
It does not tell us where that energy and momentum goes. Most of the time,
a secondary electron is created in such a scattering event. The dielectric func-
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tion model does not tell us what the secondary electron’s energy and direction
will be. That requires a separate model, which will be the topic of the following
section.

2.5 Secondary electron generation

Optical data models can accurately describe the mean free path between in-
elastic events. When an event takes place, they also give the probability dis-
tributions of energy and momentum transfer. These quantities determine the
trajectory of the primary electron after the event. Optical data models do not de-
scribe what happens to the material: whether a secondary electron is excited or
not, and if so, which energy and direction it gets. Additional models are needed
for that, which we will describe below.

If the primary electron loses less energy than the band gap, we assume that
this is due to the excitation of a longitudinal optical phonon (see also figure 2.6).
The angular distribution of the primary electron is very strongly forward peaked
[58]. We approximate this situation as the electron losing energy without any
deflection.

In most inelastic events, a much larger amount of energy is transferred. This
usually leads to the excitation of a secondary electron. We will distinguish three
possibilities: direct excitation of a valence electron, excitation via plasmon de-
cay, or inner-shell ionization. Before getting into the details of these processes,
let us first discuss how the appropriate type of event is selected.

Binding energies of electrons, as well as their ionization cross sections, have
been calculated for isolated, neutral cold atoms. They are publicly available in
the LLNL Evaluated Electron Data Library (EEDL) [59], which was released as
part of the ENDF/B library [60]. Even at finite temperature and in a solid state,
such tables are quite accurate for inner shells. Based on the energy loss in the
event, we probe the EEDL for the relative ionization cross sections of all electron
shells. The appropriate shell can be sampled based on these cross sections. We
distinguish between inner and outer shells by means of an energy threshold at
50 eV. If an inner shell is chosen, this event is performed. If an outer shell was
chosen, we choose either single excitation or plasmon creation based on the
energy and momentum loss. If single excitation is kinematically possible, then
it is much more likely than plasmon excitation (cf. figure 2.7 and surrounding
discussion) and single excitation is always chosen. If not enough momentum
was transferred for single excitation to be kinematically possible, we assume
plasmon excitation.
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2.5.1 Single excitation

In a single excitation event, the primary electron transfers energy /iw and mo-
mentum 7iq directly to a valence electron. The primary electron’s direction after
the event is given by equation (2.9). What remains to be done is to choose the
valence electron’s energy and direction after the event.

Before the event, the valence electron has momentum #k; and energy E; =
n?k7/2m. Ithas energy E; = E; + hiw and momentum i1k, = iik; +1iq afterwards.
Without loss of generality, we choose q to be oriented along the z axis.

We have

n*k? p?
th — %(ki + k§ +k2) =E;, (2.67a)
n’k;  pe
= = %(kﬁ + k2 + (k, +q)*) = E; + ho. (2.67b)
This leads to mo  q
= E —5 (2.68)

k, is therefore determined by the optical data model, which already gives us w
and q.

k, and k,, are constrained by the fact that E; < V and Ef > V + G, where V
is the width of the valence band and G is the band gap (see figure 2.4). If the
material is a metal, the Fermi energy takes the place of V and the band gap is
zero. These constraints limit k, and k, to the ring

2mV
72

2m(V +G)
hZ
In simple solids, the density of states is uniformly distributed in k. We there-

fore choose to sample k, and k, uniformly from this ring. The direction and
energy of the secondary electron after the event are then fully determined.

—(k,+q) <ki+k; < - k2. (2.69)

2.5.2 Plasmon excitation

After exciting a plasmon, the primary electron’s direction is again given by equa-
tion (2.9). The plasmon itself may decay to a photon, or to one or multiple
electron-hole pairs. A common assumption [17, 61-64] is that decay to a single
electron-hole pair is the dominant mechanism, and that the secondary electron
is emitted in an isotropically distributed direction. It is then assumed that the
probability of choosing an electron with certain energy E; is proportional to the
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density of states before the event, multiplied by the density of states after the
event. In a simple parabolic band,

2.5.3 Inner-shell excitation

Most optical data models aim to describe properties of valence electrons, be-
cause incoming electrons are far more likely to excite plasmons than to ionize
inner shells. However, when an inner shell event happens, it involves a much
larger amount of energy transfer. It is therefore important to accurately model
these events, too.

In the cases of single excitation and plasmon creation, the scattering angle
for the incoming electron was determined by the optical data model. For inner-
shell excitation, we choose to ignore the momentum transfer given by the op-
tical data model, but keep the probability distribution for energy transfer. We
may ignore the momentum transfer because the optical data models are for free
electron gases: they describe the valence electrons very well, but not the inner
shells. A dedicated inner-shell model is therefore more appropriate.

First, we must choose the appropriate binding energy for the secondary elec-
tron. Electron-ionization cross sections for inner shells are publicly available in
the EEDL [59, 60]. For each primary electron energy and each subshell, this li-
brary tabulates the ionization cross section and the probability distribution of
energy transfer. In our case, the optical data model has already provided the
energy transfer. It is a simple matter to transform the EEDL data to give the
probabilities per subshell if the primary electron’s energy and the energy trans-
fer are known.

An alternative approach was taken by Kieft and Bosch [10]. Instead of elec-
tronionization, they used photoionization cross sections, interpreting the pho-
ton energy as the energy lost by the electron. This approach has the advantage
of simplicity: it does not require re-interpretation of the data and the simulator
needs a smaller table (2 dimensions instead of 3 dimensions): energy loss and
probability instead of primary electron energy, energy loss and probability. The
trends are also correct: the innermost accessible shell, given the energy loss, is
the most likely to be ionized. The relative probabilities of the subshells are ap-
proximately correct. It is worth noting that Verduin [12] introduced an error
at this point: he took a similar approach to Kieft and Bosch [10] but used elec-
tronionization cross sections instead of photoionization. This gives precisely
the opposite trend, because for any given energy of the primary electron, the
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outermost (valence) electrons are most likely to be ionized. The corresponding
energy loss is then also small, however. If it is already known that the electron
will lose a certain amount of energy, the innermost accessible shell should dom-
inate.

With the binding energy of the inner shell selected, what remains to be done
is to choose the directions of the primary and secondary electron after the event.
We use a model of Ivanchenko in the Geant4 simulation toolkit [65]. This model
was copied by Kieft and Bosch [10] and also used by Verduin [12]. It can be mo-
tivated starting from an elastic' 2-electron collision, where the target electron
is initially at rest and the projectile comes in with energy T. After the collision,
the projectile has energy T — AT and the target has AT. Rewriting equation (2.9)
and using equation (2.7) to relate the transferred momentum, g, to the energy
of the target after the collision:

p T —AT 1+T/2mc? (2.71)
COS = . .
! T 1+ (T —AT)/2mc?

0, is the deflection angle of the primary electron. Conservation of momentum
gives the scattering angle of the target electron:

0 AT | 1+T/2mc? (2.72)
COS = —_— 1\ . .
2 T \/ 1+AT/2mc?

0, is measured with respect to the incoming projectile’s direction before the
event.

These scattering angles were derived for a stationary and unbound target
electron, which is not true. If the target electron has binding energy B, then
on average (by the Virial theorem) it is in a potential of magnitude 2B and has
kinetic energy B. At the instant of the collision, the kinetic energy of the incom-
ing electron is therefore 2B higher than it would be in vacuum. Meanwhile, the
target electron’s kinetic energy is B, but the scattering angles were derived for
an electron at rest. Instead of transforming into the target’s frame, Ivanchenko
modifies the energy transfer from AT to AT + B. The energy of the secondary
electron after the collision is then correct. The result of Ivanchenko’s model is
to use equations (2.71) and (2.72), with the substitutions

T — T -F+2B, (2.73a)
AT — AT +B. (2.73b)

!The term “elastic” here means that the total amount of kinetic energy is conserved, not the
kinetic energy of the projectile.
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F is the Fermi energy. This is most likely subtracted to account for the fact that B
is referenced with respect to the vacuum level while T is referenced with respect
to the bottom of the band. If that is the case, however, the appropriate quantity
to subtract would be the inner potential U and not the Fermi energy. It does
not matter much for the final results, because F and U are on the order of a few
eV, while B is on the order of a hundred eV or more.

2.6 Mott scattering

Mott scattering is a type of (quasi-)elastic scattering. The general picture is
that an incoming electron is deflected by the electric field around an atom in
the solid. The atom itself experiences a recoil force and a small amount of en-
ergy is transferred from the electron to the atom. However, since the electron
is many orders of magnitude lighter than the atom, the energy transfer is ex-
tremely small.

The most simplistic quantitative method to describe this kind of scatter-
ing is (screened) Rutherford scattering. Rutherford scattering describes scat-
tering due to the Coulomb interaction between two charged particles (the elec-
tron and the atomic nucleus). This ignores the electron cloud around the atom,
which can be simplistically modelled by an exponentially decaying potential:

V(r) = i . (2.74)

Z is the atomic number of the atom, e is the elementary charge, and a is the
screening parameter representing the size of the electron cloud. This potential
is called the screened Coulomb potential or the Yukawa potential in literature.
The corresponding scattering cross section can be evaluated in the Born approx-
imation, which is a popular topic for elementary quantum mechanics textbooks
[66]. Empirical expressions for the screening parameter have been developed
[67], and this model has been quite popular for high electron energies [10, 15,
68], especially in situations where computer power is critical.

Mott scattering [69] is conceptually similar to screened Rutherford scatter-
ing. The electrons are described by the relativistic Dirac equation instead of
the Schrodinger equation. Use of the Dirac equation is also important at non-
relativistic velocities because it can take spin-orbit coupling into account. The
method of partial wave analysis, which is commonly done for the Schrédinger
equation but can also be done for the Dirac equation, is suitable to numerically



2.6. Mott scattering 37

solve scattering problems in a central potential. It is a fairly straightforward mat-
ter [70-72] to numerically obtain the differential scattering cross sections. The
important step lies in the choice of potential V (r).

We use the program ELSEPA by Salvat et al. [72]. This program can compute
scattering cross sections, and has sophisticated models for the interaction po-
tential on board. The interaction potential is a sum of several contributions:

V(r) = V(1) + Vey (r) + Vo (1) = i W (7). (2.75)
Each term represents the following.

* V, is the electrostatic interaction potential. It is created by a sum of the
nuclear charge distribution and the charge distribution of the electron
cloud. The choice of nuclear charge distribution is not relevant as long
as the de Broglie wavelength of the electrons is larger than the nuclear
radius. We use the default Fermi distribution here, but a point charge
would be equally accurate. There are several options for the density of the
electron cloud. The most sophisticated one on board is also the default:
numerically pre-calculated Dirac-Fock electron densities for neutral, iso-
lated atoms. The alternatives are analytical approximations.

* V,, is the exchange potential. The exchange effect accounts for the fact
that the incident electron is indistinguishable from the electrons around
the atom. Under the so-called static exchange approximation, this effect
can be treated as an effective potential observed by the projectile. ELSEPA
includes three potentials. In our experience, the exact choice of exchange
potential does not matter much for the final results. We use the Furness-
McCarthy potential here, which is the default option.

* V,, is the correlation-polarization potential. The incident projectile po-
larizes the charge cloud around the target atom. This leads to a net in-
duced dipole moment in the electric field around the atom. This effect
gets stronger for slow projectiles. ELSEPA’'s default behaviour is to ignore
this effect, but we choose the elaborate local density approximation.

e W, is an absorption term. It accounts for the fact that inelastic scatter-
ing may occur with the electrons of the atom. The effect gets stronger
for slower projectiles. The main consequence is that the differential cross
section is reduced for scattering angles larger than about 30°. ELSEPA has
two options: on or off. This effect will be turned on in this thesis.
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The potential described here applies only to isolated atoms. To describe
scattering in solids, the electron density needs to be modified. If the solid is
aregular crystal, the density of atoms found by the Dirac-Fock method should
be recomputed using appropriate boundary conditions. Instead, ELSEPA em-
ploys the muffin-tin model. It is assumed that the interaction with an atom in
the solid is modified only by its nearest neighbours. The electrons belonging to
an atom are confined to within the muffin-tin radius, R,,;, which is half the aver-
age interatomic distance. The electron density around an atom, p,, is modified
to

(2.76)

Pe(r) + PRy — 1) +p, forr <Ry,
Pe,me(1) =

forr >R, .

The constant p, was introduced to ensure that the total charge is correct. The
electrostatic potential is similarly modified to

Vst,mt(r) = Vst(r) + Vst(ZRmt - r), (277)
and the total potential becomes

Vst,mt(r) + Vex(r) + ch(r) - lWabs(r) fOl’ r< Rmt ,

(2.78)
Vst,mt (Rmt) + Vex(Rmt) + ch(r) forr > Rmt .

th(r) = {

The muffin-tin potential remains rotationally symmetric. It is therefore unable
to capture the full scope of solid-state effects, but it is a good first approxima-
tion.

The effect of these models on the differential scattering cross section can be
seen in figure 2.9. This figure is for 100 eV electrons and silicon atoms. Note the
logarithmic vertical axis: Mott scattering is predominantly forward-peaked.

The mean free paths and transport lengths can be found in figure 2.10. At >
150eV energies, the transport lengths of all models are very similar. This means
that, averaged over a large number of scattering events, all models will produce
similar behaviour. When the muffin-tin correction is enabled, the mean free
path shifts up by a significant amount while the transport length is barely af-
fected. This is because the Muffin-tin model’s primary effect is to reduce the
amount of forward scattering. At low < 150eV energies, the models start to di-
verge as scattering becomes much more sensitive to the details of the interac-
tion potential.
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2.7 Phonon scattering

As we have seen, Mott scattering becomes sensitive to the details of the atomic
potentials when the electron energy drops below < 100eV. There is another is-
sue to consider, however. The De Broglie wavelength of the electron is given
by

h
A=—r——, (2.79)
p

where h is Planck’s constant (27/1), m is the electron mass and E is its kinetic
energy. Typical lattice constants in materials are on the order of 5A. When E
is on the order of 10 eV or less, the De Broglie wavelength is as large as inter-
atomic distances and the electron cannot be considered to scatter on single
atoms?®. If the material is crystalline, the energy eigenstates of electrons are
Bloch waves. Bloch waves propagate freely through the crystal without scatter-
ing, instead only scattering when the crystal is imperfect. This happens when
there are defects, but it can also happen due to lattice vibrations. The quanta of
lattice vibrations are known as phonons.

When an atom is displaced by lattice vibrations, the potential changes lo-
cally. This gives rise to the electron—phonon interaction we will study in this sec-
tion. There is an additional effect, called the Frohlich interaction, which takes
place in ionic lattices where displaced atoms have opposite charges. This gives
rise to long-range electric fields. This second effect is only weak and will be ig-
nored in this thesis. There are several good books covering the topic of electron—
phonon scattering [73-75], only the main ideas will be presented here.

The theory uses the Born-Oppenheimer approximation. The atoms of the
solid move very slowly compared to the electrons. The dynamics of the electrons
and of the lattice can therefore be described separately, and the interaction is
taken into account using perturbation theory. The scattering rate (per unit time)
of electrons is given by Fermi’s golden rule:

2
I'= =2 LU 5By~ Ep, (2.80)

where E; and E are the energies of the initial and final states, respectively, and
the matrix element

M= <1//f|V|%>~ (2.81)

Diffraction is another elastic effect which cannot be considered to occur on single atoms.
Diffraction also takes place at much higher energies if the electron’s coherence length is greater
than the interatomic distance. This section is not about diffraction.
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V is the interaction potential. The final and initial wave functions are split up
into an electronic and lattice part,

Vien = P x X, (2.82)

where
P @) = e™ uy (1) (2.83)

are the electron Bloch waves (u has the same periodicity as the crystal) and X,
represent the lattice. k is the wave vector of the electron; 7 is the phonon occu-
pation number.

2.7.1 Interaction potentials

There are several forms of the interaction potential. Two of them will now be
discussed.

Deformation potential

The deformation potential interaction takes the following point of view. The
change in potential energy is due to atoms being out of their equilibrium posi-
tion. It is irrelevant what caused them to be out of equilibrium: a deformation
of the entire material would cause the same effect as a displacement due to lat-
tice vibrations. It is possible to measure this effect by stretching the material,
which leads to a shift in the band edges.

The interaction potential is then given by

%4 :ZEi’juiJ’, (284)
bj

where u; ; are the components of the strain tensor and = ; are components of
the deformation potential tensor. In crystals with spherical energy surfaces, the
off-diagonal elements in the deformation potential tensor are zero and the di-
agonal elements are identical. In other crystals, this is still often a good approx-

imation [76]. The interaction potential then reduces to
V=EV-u®). (2.85)

Z is now a scalar, known as the deformation potential. u(r) is the displacement
field, which describes by how much the atoms at position r are displaced.
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Rigid-ion approximation

In the rigid ion approximation, the full potential experienced by electrons is
seen as the sum of individual atomic potentials. This potential stays attached
to the ions as they are displaced.

The perturbation potential is equal to the potential difference between the
situation where all atoms are in their equilibrium positions and them being in
their out-of-equilibrium positions:

V=7(x,{X})-7V(x,{A}. (2.86)

Here, x represents the electron positions, {X} the set of all true atom positions
and {A} their equilibrium positions. In the rigid-ion approximation, 7 is given
by
V(r,{R}) = Z v*(r—RY), (2.87)
n,ao

where the sum over n is over the unit cells in the lattice and «a labels the atom
within the cell. v is the potential that each atom carries rigidly with it.

Performing a Taylor expansion for small displacements Uy, it can be shown
that the interaction potential reduces to

V==Y U2 Voir-AY), (2.88)

n,a

where A{ is the equilibrium position of the atom.

2.7.2 Matrix element

With appropriate expressions for the lattice wave functions and the atomic dis-
placements, the matrix element can be evaluated. It turns out that the only
nonzero matrix elements satisfy

h 1 1
+ _ / 1o
./%k,n,’kn “\3270" v ng; + > F > I*, (2.89)

I* :fg d3ru;iq(éqi-f—“)uk. (2.90)
0

M is the total mass of the solid; wg; is the frequency of a phonon with wave
vector q and polarization j (there are two transverse and one longitudinal po-
larizations); &y; is that phonon’s polarization vector; v, is the periodic part of

the electron’s Bloch wave; and the integration domain (2, is the elementary unit
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cell. The vector f* depends on the choice of interaction potential and will be
discussed later. ng; is the phonon occupation number, which is given by the
Bose-Einstein distribution,
1
nq] = .
exp(wg;/ kgT) -1

(2.91)

The upper and lower signs in equation (2.89) refer to phonon emission and
absorption, respectively. Matrix elements involving more than one phonon si-
multaneously are zero. The selection rules are k' = k—q+g, E' = E — hiwg; for
phonon emission, and k' = k+q+g, E' = E + hwg; for phonon absorption, re-
spectively. g is a reciprocal lattice vector.

The reciprocal lattice vector g must be chosen such that k' —k falls inside the
reduced Brillouin zone. Processes where g = 0, which is always the case when
the electron has very low energy, are called normal processes or N-processes.
When g # 0, they are called umklapp processes or U-processes.

Deformation potential
For the deformation potential interaction, f* is
ff = +i=q. (2.92)
Assuming an isotropic medium, the coupling factor (2.90) reduces to
I*=+iZ(&y - q). (2.93)

The factor € - q implies that only longitudinal modes contribute, since the
dot product is zero for transverse modes. This statement is not generally true,
though. It depends on the assumption that the medium is perfectly isotropic,
which is not true for a real crystal. In general, both longitudinal and transverse
modes should be taken into account. This can be done by replacing é-q — ¢g
in equation (2.93), and introducing separate longitudinal and transverse defor-
mation potentials. There are then six electron—-phonon scattering rates: there is
phonon emission and absorption for each of the three phonon branches (one
longitudinal and two transverse).

Rigid-ion approximation
For the rigid-ion approximation, f* is given by

fr =Y eta@ 0y, (r_p), (2.94)
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Taking plane waves for the Bloch functions u,, the coupling factor (2.90) can be
reduced to

I* = ¢Qio(éq,. -q) fg dPre¥ @ y(r). (2.95)
Here, the integral over (2 is over all space, not the unit cell. The coupling factor
is therefore proportional to the Fourier transform of the atomic potential v(r).
We are now ready to plugin a shape for the atomic potential v(r). An obvious
choice is the screened Coulomb potential already mentioned in equation (2.74).
Use of this potential for phonon scattering was suggested by Bradford and Woolf
[77], and it was also used by Schreiber and Fitting [78-80]. The coupling factor

then reads
2

An overall multiplicative constant, Z e?/ (e,Q2,a?), was replaced by the deforma-
tion potential =. This follows the paper of Bradford and Woolf [77], who recog-
nised that the deformation potential interaction of equation (2.93) is recovered
in the limit ¢ — 0. a is the screening parameter of equation (2.74). Bradford
and Woolf estimate its value as a® = Ze?/(€y{2,=). Schreiber and Fitting [78-
80] leave it as a fitting parameter. Compared to the plain deformation potential
interaction, the screened Coulomb potential suppresses phonon scattering at
high g.

Another popular choice for the atomic potential is to take the ion as a sphere
with radius r; in which its charge is homogeneously distributed. This approach
is taken, amongst others, by Pop et al. [81] and Akkerman and Murat [82]. In

that case,

It = +iZ(ey-q) 3s1n(qrs) - qrsscos(qrs)'
(gry)

An overall constant was again recognised as the deformation potential =. As
was the case for the screened Coulomb potential, the factor at the end is unity
when g = 0 and gradually decreases as g increases.

Figure 2.11 illustrates these model potentials for silicon. This figure shows
Vig) = DLo [ d&®r e"¥"v(r), where , is the unit cell volume and v(r) is the atomic
potential. Two potentials mentioned above are shown: the screened Coulomb
potential used by Schreiber and Fitting and the “uniformly charged ion” poten-
tial used by Pop et al.. We show another potential based on numerically calcu-
lated charge densities of the electron cloud, for an isolated cold neutral atom.
These are the same Dirac-Fock densities used in the ELSEPA package [72].

(2.97)



2.7. Phonon scattering 45

6 Screened Coulomb potential
\ === Uniform ion
\\ =+ Dirac-Fock
—
4 4 \
3 \
~ \
I~ \
= \
S 2 1 \
~\
=,
\\ ~.—.
0] \\_-/” S ——e s T EEEESEEA
T T T T
0 20 40 60 80 100

g (nm™")

Figure 2.11: Three different atomic potentials for silicon. Parameters used are
Z=6.4eV[81], a =52nm™' (consistent with [10]), r, = 2.1A [81].

The screened Coulomb and uniform ion potentials are equal to the defor-
mation potential at g = 0. The screened Coulomb potential decays much more
slowly with increasing g. The result is that large-angle scattering (which in-
volves large momentum transfers ¢) is much more likely. The mean free path
will therefore be shorter and the angular distribution will be more uniform, lead-
ing to a much smaller transport length. The Dirac-Fock potential is similar in
shape to the screened Coulomb potential, but it is much lower. The angular
distribution will therefore be similarly uniform, but the mean free path will be
significantly larger because the interaction is less strong.

2.7.3 Scattering rate

We have already mentioned Fermi’s golden rule, equation (2.80). We are inter-
ested in the transition rate from a known initial state with wave vector k, into
any final state k’. Hence we must sum (or integrate) over all final states:

Q
@2m)3

27
re= 2 [ @S e 8By - e F og). (2.98)

The integral over the magnitude of k' can be solved using the delta function.
Inserting equation (2.89) for the matrix element, the scattering rate becomes

m* k’ 2 1 1
Pee T acoss [an K eEng e 1Y) e
8n2p dcosf d(/)wqi| | nq,+2+2 (2.99)
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p is the density of the material, m™ is the electron effective mass. 6 and ¢ are,
respectively, the polar and azimuthal angles between k and k' (that is, the scat-
tering angle of the electron). Note that there are two relations between k', k,
and q: k' =k+q+gand E' = E + wg;. Therefore, k', wy;, [* and ng; are implicitly
a function of 6. The angular distribution of the electron in a scattering event is
given by the integrand of equation (2.99). The mean free path can be obtained
from A =+/2E/m*/T.

The equation quoted by Pop et al. [81] and Akkerman and Murat [82], which
is only used for N-processes, can be obtained by inserting equation (2.97) into
(2.99).

Schreiber and Fitting [78-80] are interested in a large range of electron en-
ergies, so U-processes are possible as well as N-processes. Remember that k' =
k¥ q+g where gis areciprocal lattice vector. One speaks of an N-process when
g = 0 and of an U-process otherwise. When k < kg, /2, where kg, is the size of
the Brillouin zone, only N-processes are possible. U-processes dominate when
k > kg,. In that limit, Sparks ef al. [83] propose taking “suitable weighted aver-
ages of zone-boundary phonon frequencies, and an average over the directions
of the phonon eigenvector”. Schreiber and Fitting interpret this as replacing
wqj — wpz in equation (2.99). Schreiber and Fitting make a few more approxi-
mations:

* Assuming the phonon energy is much less than the electron energy, k' ~ k
and g® = 2k*(1 — cos0)

* For N-processes, there is a linear dispersion between the phonon wave
vector and its energy: wg; = ¢.q. ¢ is the speed of sound.

» For N-processes, the Bose-Einstein distribution is approximated as

2kgT
2n+1~—2~, (2.100)
hc,q
e They define a quantity
h2 2
A= (2.101)
8m*

where a is the screening parameter from equation (2.96).

With the coupling factor from equation (2.96), the total (for emission + ab-
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sorption) differential scattering rate finally becomes?

kpT =2
D(E) 5 for k < kg, /2,
4hctp 1 4+ EQ=cos6)
dr 2 (2.102)
do m*Z%E 2ng,+1  1-cosf
2= " ppE = for k> kgy.
2ph2 wBZ [1 + E(I—COSH)

2A

In between these limiting cases, Schreiber and Fitting employ a linear interpo-
lation between the two mechanisms.

For k < kg, /2, the angular distribution follows a trend familiar from other
kinds of scattering events: scattering mostly takes place in the forward direction
at high electron energies and it becomes more isotropic towards lower energies.
For k > kg,, however, forward scattering is suppressed. The differential cross
section has a maximum at nonzero scattering angles. In addition, Schreiber and
Fitting had trouble matching simulation to experiment. They therefore chose
to use the angular distribution for k < kg, /2 at all electron energies [78, page
72]. This is not clear from electronically available publications [79, 80]. As a
result, several others [10, 12, 13] used the as-derived differential scattering rates
instead.

All angular distributions are illustrated in figure 2.12. The material is sili-
con. This figure shows the angular distribution of Akkerman and Murat [82]
(using the “uniform ion” potential from figure 2.11), that of Schreiber and Fit-
ting [78-80], and one derived using the numerical Dirac-Fock potential. Each
of these angular distributions were evaluated at an electron energy of 3 eV, cor-
responding to N-processes. In addition, we show the angular distribution of
Schreiber and Fitting evaluated at 50 eV energy, corresponding to U-processes.
All parameters were taken from reference [82]. The screening parameter for the
Schreiber-Fitting model is A = 5E5,.

The corresponding mean free paths and transport lengths are shown in fig-
ure 2.13. As only the Schreiber-Fitting model describes U-processes, only that
model is used at high electron energies. At low energies, the respective mean
free paths and transport lengths are very similar. This is because of the rela-
tively uniform angular distribution seen in figure 2.12. At high energies, the
transport length of Schreiber and Fitting is slightly shorter than the mean free
path. That is because the model favours backscattering. Most strikingly, the
Schreiber-Fitting mean free path is significantly shorter than the other two.

3Ref. [80] misses a factor 7i in the denominator of the expression for k > k.
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Figure 2.12: Angular distributions for several electron—acoustic phonon scatter-
ing models discussed in the main text. The material is silicon.
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electron—acoustic phonon scattering models discussed in the main text. The ma-
terial is silicon, energies are referenced with respect to the bottom of the conduc-

tion band.
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Another thing to consider is the value of the deformation potential. Fischetti
and Laux [84] give a good summary of reported values. They report values for
the shear (=,,) and dilation (=) deformation potentials, which, after averag-
ing over all directions, are related to longitudinal and transverse deformation

potentials by [81]
= = ‘/” =2 .7 = 3 =2
=A< E\/_d"r._.d_.u-i'g._u, (2103)

ETA = 4 Eu. (2104)

Fischetti and Laux give values for =, ranging from 7.5-10.5eV, and = in the
range of —11.7-1.1 ¢V, all for silicon. =;, is then between 3.3 eV (when =, =
-3.75eV, £, = 7.5eV) and 9.2eV (when =, = 1.1eV, =, = 10.5eV). =, is
in the 3.3-4.7 eV range. Because the electron—-phonon scattering rate depends
quadratically on the deformation potential, this range of deformation poten-
tials translates to a substantial uncertainty in the scattering rate.

The mean free path near the Fermi level can also be estimated from the elec-
tron mobility, or, in case of metals, conductivity. The scattering rate can be ob-
tained using

(2.105)

U, is the electron mobility, o is conductivity, e is the elementary charge and n
is the number density of conductance electrons. This model assumes that the
electron scatters isotropically in every interaction, so the corresponding path
length A = \/2E/m*/I" should be interpreted as the transport length. Due to
the isotropic nature of electron—acoustic phonon scattering at low energy, this
is close to the mean free path. When this model is used for metals, E is the Fermi
energy with respect to the bottom of the band. When used for semiconductors
or insulators, E is the energy of the conduction electrons above the bottom of
the conduction band, which can be estimated as %kBT ~ 39meV at room tem-
perature. For Si, u, = 1400cm®V~'s™! [85] and m* = 0.26m, [86], which leads
to A = 47nm. As the resulting scattering rate includes scattering due to defects
and optical phonons as well as acoustic phonons, this value represents a lower
bound.
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2.7.4 Conclusion

With all the physics laid out in the previous sections, it is now time to choose a
model. The calculation of Akkerman and Murat [82] was specifically tailored to
silicon, and is very difficult to repeat for other materials. We have shown a simi-
lar rigid-ion approximation calculation using numerical Dirac-Fock potentials.
This approach ignores the deformation of the atomic potentials when there are
lattice vibrations, and cannot be calibrated to include an experimental defor-
mation potential. This approach is very rarely used in literature. The method of
Schreiber and Fitting [78-80] is the most general one described here, and also
works at energies large enough that U-processes dominate. That makes it the
most convenient for implementation in our simulator.

One problem that exists with this model is that the deformation potential is
often not readily available, or there is a very large variation in literature values.
The electron mobility (for semiconductors) or resistivity (for metals) is much
more accurately known for many metals. We will therefore calibrate the de-
formation potential by the electron mobility or resistivity. We require that the
electron—-acoustic phonon scattering rate of equation (2.102) at the bottom of
the conduction band (for semiconductors) or at the Fermi energy (for metals)
equals that of equation (2.105).

2.8 Summary

We will now summarize our choice of models in this section.

We describe inelastic scattering, in which the electron loses energy, by the
dielectric function model of section 2.4. The mean free path is given by equation
(2.34) and the only material parameter is the dielectric function, Im[—1/¢(q, w)].
We find this by combining measured optical data Im[—1/e(0, w)] with the full
Penn algorithm [42].

The dielectric function model describes how an electron loses energy and
momentum, but not where that energy and momentum goes. The models used
for this are described in section 2.5. A secondary electron is taken from the va-
lence band in most cases, either through direct excitation or indirectly through
the creation of a plasmon. Ionization of target atoms’ inner shells is also possi-
ble.

We choose a hybrid model for elastic scattering. At high energies of several
hundred eV and more, it is known empirically that Mott scattering (section 2.6)
dominates. We use Mott scattering there exclusively. Meanwhile, it is known
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that electron—phonon scattering (section 2.7) describes conduction phenom-
ena very well. Therefore, at energies around the Fermi level, this type of scat-
tering should dominate. As Mott scattering does not naturally “turn off” at low
energies, we must turn it off artificially. Similarly, the electron—-phonon scatter-
ing mechanism from Schreiber and Fitting [78-80] does not naturally turn off at
higher energies, so we must also do that artificially. We use a mechanism origi-
nally proposed by Kieft and Bosch [10] and subsequently copied by Verduin [12]
and Theulings [13]. We use phonon scattering at < 100 eV and Mott scattering at
> 200eV. In between these boundaries, we interpolate between the two. These
limits were chosen arbitrarily. Other options will be explored in section 6.3.

The final type of scattering is material boundary crossing. An electron must
cross a potential barrier when escaping a material. The electron may be re-
flected on this barrier, or it may change direction if it crosses the barrier. This
was described in section 2.3.






Chapter 3

Monte Carlo simulator

Having discussed the physics of electron-matter interaction in chapter 2, we
now turn to the problem of implementing these models in a computer simula-
tion. We will use the Monte Carlo method. Section 3.1 introduces the general
principle of the simulation. The simulator can run both on graphics processing
units (GPUs) and on central processing units (CPUs). The technicalities of how
this is achieved are discussed in section 3.2. We will then gain more insight in
the electron scattering process in sections 3.3 and 3.4. Simulation results will
then be compared to experimental electron yields in section 3.5. Finally, we
will perform a sensitivity analysis for scattering processes in section 3.6.

The simulator described in this chapter has been published as an open-source
software package (https://nebula-simulator.github.io). It was also published
as L. van Kessel, C.W. Hagen, “Nebula: Monte Carlo simulator of electron-matter
interaction”, SoftwareX 12, 100605 (2020) [87].

3.1 Introduction

From a physical perspective, we make the following main assumptions. An elec-
tron is treated as a classical point particle, scattering through the volume of the
material in discrete events. The electron is treated as if itis in free flight between
such events. We also assume that all electrons can be treated independently.
As described in section 2.1, the distance between two scattering events is
a random variable. What happens in a scattering event—for example by what
amount an electron is deflected—is also random. The general idea of our Monte
Carlo simulator is to “act out” one specific realisation of what might happen to
an electron once it reaches the sample. The simulator literally traces the path
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that the electron takes, as well as that of all the secondary electrons that may be
produced along the way. The output of the simulator is, therefore, also random,
and starting it again will yield a different result. We need to provide the sim-
ulator with appropriate probability distributions for electron scattering. The
physical origin of these has already been described in chapter 2. These distri-
butions are calculated before the simulation starts. The simulator is equipped
with a random number generator which allows us to sample random situations
according to the proper probability distributions.

The simulator will distinguish three basic types of scattering. The first is in-
elastic scattering, where the electron loses energy and may create a secondary
electron. We use the Penn algorithm (section 2.4), to determine the differen-
tial scattering cross sections and the method described in section 2.5 for sec-
ondary electron generation. The second kind of scattering is elastic scattering,
for which we use Mott scattering (section 2.6) at > 200 eV energies, phonon scat-
tering at < 100eV, and interpolation in between. Finally, on the boundary be-
tween two materials, the electron may reflect or refract as described in section
2.3.

We will now walk through one iteration of the simulator. At the beginning of
an iteration, an electron has a known position, direction and energy. If the elec-
tron is in vacuum, it cannot scatter elastically or inelastically, and it is moved
to the next intersection with a material boundary in a straight line. If the elec-
tron is in a material, the elastic and inelastic scattering processes are probed for
random free path lengths. The exact distance of travel to the next event is a ran-
dom number. Its probability distribution is typically given by the exponential
Lambert-Beer law, with the mean free path depending on the electron’s energy.
The nearest of the three events (elastic, inelastic or boundary crossing) is cho-
sen. The electron is moved in a straight line to the next event, and the event is
performed. The outcome of the event, which may e.g. involve a deflection or
energy loss, is generally random. A material boundary crossing may involve re-
flection, refraction and/or an energy gain due to the difference in inner poten-
tial between the materials. A scattering event in the bulk of the material may
involve a deflection of the electron, energy loss, and the creation of a secondary
electron. If a secondary electron is created, it is added to the list of active elec-
trons and processed in the same way as the primary electron. The procedure is
repeated until an electron reaches a detector, or its energy drops below a cer-
tain level. This cutoff energy level is usually set such that we stop tracking an
electron when its energy is insufficient to leave the material.

At this point, we should highlight the “hybrid” nature of these simulations.
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From the simulator’s point of view, the electron is a classical (non-quantum)
point particle that scatters in discrete events. The physical description of the
scattering mechanisms themselves, though, can be based in quantum mechan-
ics. As an example, consider Mott scattering described in section 2.6. This is a
fully quantum mechanical description of an electron scattering on a single iso-
lated atom. The result of the Mott scattering calculation is a differential scatter-
ing cross section do / d©2, which is converted to a differential inverse mean free
path dA™'/dQ = ndo / dQ, where n is the number of atoms per unit volume.
In this step, we have implicitly switched to a description in which the electron
is a classical point particle, not a wave packet, and in which the material looks
like a homogeneous “soup” of atoms. Situations in which both the wave prop-
erties of electrons and the relative positioning of the atoms are important, such
as diffraction experiments, cannot be described because of this step. In some
situations, it is possible to derive a single scattering cross section that takes the
collective positioning of atoms into account. This is what we did for electron—
acoustic phonon scattering in section 2.7. Ideally, though, one would perform
a calculation in which the electron is treated as a wave entirely.

Charging effects cannot be described due to the assumption that all elec-
trons are independent, We also ignore electric and magnetic fields in this simu-
lation, so the electrons always move in straight lines between scattering events.

3.2 Implementation

The main simulator, which we called Nebula, takes three types of input:

» The geometry, which is provided as a list of triangles representing the in-
terfaces between materials. The triangles know which materials are on
either side. The shape of the detector is also part of the geometry, and is
implemented as a special detector material.

* The primary electrons, which are provided as a list of starting positions,
directions, energies and tags. The tags, which are two integer values spec-
ified by the user, have no physical meaning in the simulator. Their values
do not change throughout the electron’s lifetime, and they are passed to
all secondary electrons in the cascade. Their intended use is to represent
the pixel in the SEM image that the electron belongs to.

* Material file(s), one for each material in the sample. These store detailed
scattering cross sections, ready for use in the simulation. For example, in
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Geometry + detectors

Primary electrons Nebula | Detected electrons

Material

parameters cstool | Material file

Figure 3.1: Illustration of the data flow in the software. Nebula is the main simu-
lator, cstool compiles scattering cross sections for a material.

the case of Mott scattering, there are two tables: the mean free path as
function of energy; and for each energy, the probability density function®
of the angular scattering distribution.

The output is a list of electrons that hit a detector material, in the same format
as the primary electrons. For each detected electron, then, we store its position,
direction, energy and tags at the moment of the detection event.

The material files are compiled with a separate tool, called cstool (short for
“cross section tool”). It takes as input a human-friendly text file with material
parameters, such as the elemental composition and dielectric function. The pa-
rameters used in this thesis are given in appendix A. It runs the ELSEPA package
[72] to compute Mott scattering cross sections, extracts necessary data from the
LLNL Evaluated Electron Data Library [59], and contains its own implementa-
tion of the Penn algorithm [42]. The cross section tool is intended to be run only
once for each material of interest.

The entire flowchart is depicted in figure 3.1.

Technically, we store the inverse of the cumulative distribution function because this makes
sampling random numbers from this distribution at run-time very fast.
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3.2.1 GPU simulation

Simulations of this type are notoriously slow. It often takes hours to simulate a
full scanning electron microscope image. In an attempt to maintain a reason-
able speed, some authors have resorted to semi-empirical models [10, 88, 89].

Verduin et al. [90] demonstrated Monte Carlo simulations running on graph-
ics processing units (GPUs). Specifically, they used Nvidia’s CUDA architecture.
A regular central processing unit (CPU) in a computer has only a few compute
cores, typically between 2 for entry-level consumer hardware and 24 for high-
end units in compute clusters. By contrast, a good GPU has thousands of cores.
The catch is that, while the cores in a CPU can be programmed as if they are fully
independent, in a GPU they cannot. On a GPU, many cores need to execute the
same program simultaneously. In addition, they operate in groups known as
warps which execute instructions in lockstep?. If instruction divergence occurs
within a warp, for example, due to an if-then block or loops of unequal length,
some threads in the warp are put on hold instead of advancing to the next in-
struction. This should be avoided because it represents a loss of performance.
Apart from warp divergence, there are other factors to consider, including mem-
ory latency, memory bandwidth and register pressure. Today’s processors (both
CPUs and GPUs) are often so fast that they can execute many instructions per
byte of data transferred from memory. Consequently, many programs are lim-
ited by memory bandwidth. GPUs have an advantage over CPUs here because
their memory throughput is much higher.

The main difficulty in running an electron scattering simulator on the GPU
lies in the fact that electrons may generate secondary electrons. It is not pos-
sible to dynamically allocate new memory to store these secondary electrons
while the GPU program is running. Our simulation will therefore have a fixed
maximum number of electron slots. We call this maximum number the elec-
tron capacity of the simulator. Some of these slots must be kept “free” so they
can hold secondary electrons generated by inelastically scattering electrons. In
addition, we must avoid situations in which two threads attempt to create a new
secondary electron in the same memory location simultaneously. The solution
of Verduin et al. [90] is the following. They assume that only one secondary elec-
tron may be generated in each inelastic event®. An iteration of the simulator is
split into three steps. In the first step, which we will call the “initialization” step,

This is not always truly the case, depending on the hardware. The programmer cannot rely
on threads operating in lockstep.

¥The method easily generalises to higher numbers if there is an upper bound that is a priori
known.
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each electron decides what its next event type is: inelastic scattering, elastic
scattering or crossing a material boundary. Then, the electrons are sorted by
type: those that will scatter inelastically go first, then those that will scatter elas-
tically or cross a material boundary, and the empty slots go at the end. In the
third and final step, the event for each respective electron is performed. If an
electron with index i scatters inelastically, it will attempt to create its secondary
electroninslot N —i—1, where N is the electron capacity and the —1 is because
our indexing starts from 0. This means that every inelastically scattering elec-
tron can find a unique slot in which to place a secondary. If that slot is already
occupied, the event is not performed; the electron is put on hold until the next
iteration.

The sorting step also solves much of the warp divergence problem. The code
for scattering inelastically is very different from scattering elastically. Because
electrons are now ordered by event type, most warps only have to perform one
type of scattering event.

Geometry intersections

As mentioned before, the geometry is provided as a list of triangles specifying
interfaces between volumes. This is quite conventional in many ray-tracing
applications, though alternatives have also been used for electron microscopy
purposes [10, 15, 91]. We use the well-known Moéller-Trumbore algorithm for
ray-triangle intersections [92] to determine whether an electron (travelling in a
straight line) intersects a triangle.

Iterating through a list with potentially millions of triangles is an expensive
operation. Fortunately, there are methods to sort the triangles in such a way
that not all triangles need to be tested. Many such data structures have been
suggested, such as uniform grids, octrees, and bounding volume hierarchy trees
[93]. The basic idea behind all of these is to subdivide all space into cells. It is
fairly easy to determine which cell an electron is in. We only need to perform ray-
triangle intersection tests against the triangles occupying the same cell as the
electron. If there are no intersections, the electron moves on to the next cell and
the process is repeated. The procedure is stopped when a triangle intersection
is found, or when it is determined that a regular scattering event in the bulk
of the material comes first. The differences between the various types of data
structures lie in the way the cells are chosen.

We use the same octree data structure as Verduin [12]. An octree divides
space into eight equally-sized cuboid octants. Each of these may be recursively
split into more octants, forming a tree-like structure. The triangles are assigned
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to the “leaf” cells. If there are more than 16 triangles in a cell, the cell is sub-
divided into octants and the triangles are distributed among the new leaf cells.
This keeps the number of triangles per cell low, and concentrates more cells in
areas with dense geometries. If an electron is far away from dense geometry; it
is usually in a large cell and is likely to undergo an elastic or inelastic scattering
event before it has to check the triangles in the next cell.

Atriangle may span more than oneleaf cell, in which case itbecomes a mem-
ber of all cells it overlaps with. This means that a specific triangle is tested more
than once if the electron moves between two of those cells. There are alterna-
tives to the octree which avoid this, such as the bounding volume hierarchy tree,
but they have irregularly shaped cells making it more expensive to find the cell
the electron is in. This is ultimately a tradeoff, and it is currently unclear which
option is best for the purposes of our electron microscopy simulator.

Running method

In a typical use case, the GPU has an insufficient amount of memory to hold
all primary electrons and their subsequent cascades of secondary electrons si-
multaneously. Therefore, new primary electrons must be sent to the GPU in
batches.

The size of a typical cascade as function of time is shown in figure 3.2. In
the first few iterations, the primary electron has a lot of energy, so it can create
many secondary electrons. Some of these may also have enough energy to cre-
ate a third generation. The number of electrons per primary therefore rapidly
increases. Soon, though, many electrons do not create secondary electrons. In-
stead, they are instead stopped by inelastic events. The number of active elec-
trons reaches a maximum and then there is a long tail in which their number
slowly decreases.

The long tail makes it impractical to wait for the previous batch of primary
electrons to finish simulating before sending the next batch to the GPU. That
would mean the GPU is under-utilized for most of the time. It is more natural
to add the next batch of electrons when the previous batch has just reached its
maximum size and starts to decay. Before the simulation starts, we do a “pres-
can” which measures the curve of figure 3.2. This gives us the iteration number
in which the cascade size is maximal. The prescan also enables us to choose
the batch size, that is, the number of primary electrons to be added in each
batch. The expected number of active electrons during the simulation can be
estimated ahead of time by repeatedly superimposing the prescan curve of fig-
ure 3.2 multiplied by the batch size. The result will tend to a steady state, which
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Figure 3.2: Size of the electron cascade, measured as number of running elec-
trons per primary electron, as function of time. This was measured for an in-
finitely large flat silicon sample, for different energies of the primary electron
beam.

we aim to be 90% of the total electron capacity.

We have discussed how new input is provided to the simulation. We still
need to mention how the output mechanism works. When an electron reaches
a detector, we want to store its information. Instead of copying it to a sepa-
rate buffer immediately, we keep it in the simulation memory. An electron slot
can either be active (scattering inelastically, elastically or crossing a boundary);
empty, or detected. Detected electrons do not participate in the simulation,
just like empty electron slots, but they cannot be filled by secondary electrons
either. When a new batch of primary electrons is added to the simulation, we
copy the entire simulation memory over to the CPU and detected electron slots
are marked as empty.

We should mention one final detail. The original implementation of Ver-
duin [12] interrupts the simulation for a long time to add new electrons and
clear the detected ones. When a set of iterations finishes, it copies the entire
simulation memory from the GPU to the CPU. The CPU then outputs the de-
tected electrons, marks their slots as cleared, and adds the new primary elec-
trons. Then the entire simulation memory is copied back to the GPU. The prob-
lem with this is that copies between the CPU and GPU are slow, and the GPU
has to wait unnecessarily while the CPU writes its output to disk. We now use a
more efficient scheme, which uses CUDA’s ability to perform CPU-GPU copies
asynchronously while the simulation is running. While the GPU is working, we
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already copy the next batch of primary electrons to a buffer on the GPU. When
the time comes to add this batch to the simulation, we do two things on the GPU.
First, we copy the entire simulation memory to a second buffer on the GPU. This
second buffer will provide the detected electrons to the CPU later. Second, we
perform a sorting step and run a simple GPU kernel to add the new electrons to
free electron slots while setting detected electron slots to empty. Then the simu-
lation continues. While the simulation runs again, we copy the output buffer to
the CPU, which writes the output to disk. The CPU sends new primary electrons
to the input buffer on the GPU. This scheme only interrupts the simulation to
copy data within GPU memory itself. Such copies are much faster than copies
to the CPU. It saves about 20% in the overall simulation time.

3.2.2 CPU simulation

The GPU is a great tool for fast simulations. However, it is not very flexible, and it
is difficult to efficiently extract information that the simulator was not designed
to produce. For example, we might want to produce a three-dimensional map
of energy deposited by the electrons. This could be interesting for electron-
beam lithography applications, where a common model is that the solubility
of resist is closely related to the deposited energy. Alternatively, we might be in-
terested in a map of positive and negative charges. While it is certainly possible
to investigate both these situations on the GPU, it requires a lot of additional
bookkeeping. It is easier to run such simulations on the CPU, where it is much
easier to output arbitrary pieces of data.

Fortunately, this is possible thanks to the syntactic similarity between CUDA
code and ordinary C++. This means that much of the code, including the phys-
ical models and the octree implementation, can be shared and compiled for
either CPU or GPU as needed. There are only two areas where special care is
needed.

The first is electron management. As mentioned, the GPU simulator has a
fixed electron capacity, which necessitates special memory management and
a sorting step. Additionally, an elaborate setup is needed to add new electrons
to the simulation and get the detected electrons out. None of this is necessary
on the CPU, where new and secondary electrons can be added to a resizeable
stack as desired, and there is no need to process thousands of electrons simul-
taneously. All this management code is therefore moved into “drivers”. These
are responsible for accepting new electrons to be simulated, adding secondary
electrons to the simulation, and extracting detected electrons. They also query
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gpu = false gpu = false:
CPU driver Store data
on CPU
Physics classes — Data storage
gpu = true:
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Figure 3.3: Illustration of the CPU-GPU split. Drivers are responsible for man-
aging the electrons in the simulation. Physics code is shared between CPU and
GPU versions. A gpu template parameter is passed to the data storage classes,
which copy data to the GPU if necessary.

the physics models and geometry for free path lengths, move electrons to their
scattering positions, and call the physics models to perform events. The GPU
driver is also responsible for the sorting step.

The second is data storage for the physical models. While the physics code
itself is device-independent, it is often necessary to store some data, such as
a table of mean free paths as function of energy. In case of a GPU simulation,
this data must be copied to the GPU beforehand. The solution is to have spe-
cial data storage classes, which carry a gpu template parameter. If this template
parameter is true, these classes copy their data to the GPU. The CPU and GPU
drivers, which own the physics classes, pass the correct template parameter to
the physics classes. The physics classes don't need this parameter directly, but
they pass it on to the data storage classes. The organisation is illustrated in fig-
ure 3.3.

The CPU version comes with additional advantages, such as the ability to
add an arbitrary number of scattering mechanisms. The GPU version currently
only supports two, though this restriction can be relaxed quite easily. The CPU
version makes it easier to add e.g. a trapping mechanism in addition to inelas-
tic and elastic scattering. It is also possible to create an arbitrary number of
secondary electrons per scattering event in the CPU version. These properties
are nice to have for experimentation with physical models.

The CPU code can be easily parallelised across multiple cores. Every core
takes a single primary electron, and maintains a stack of secondaries created in
the cascade. It simulates the cascade until it dies out, then requests a new pri-
mary electron from the pool of primaries. It is also possible for the GPU simula-
tor to run CPU simulations in parallel to the GPU simulation on unused cores,
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Figure 3.4: (a) throughput of a simulation on the CPU and GPU, as function of
primary electron energy. (b) speedup of a GPU simulation compared to the CPU.
Our CPU simulations were done on two Intel Xeon E5-2683 v4 CPUs, the GPU
simulations were performed on a single Nvidia Geforce GTX1080.

but this has not been implemented yet. At the moment, there are only separate
CPU-only and GPU-only simulators.

3.2.3 Speed comparison

It is now interesting to compare the speed of the GPU simulation to the CPU.
The machine we have at our disposal has two CPUs, each an Intel Xeon E5-2683
v4 with 16 cores. With hyperthreading enabled, we run the simulator with 64
threads. Our machine also has a GPU, an Nvidia Geforce GTX1080.

The simulation is a simple one: we illuminate a flat semi-infinite silicon sam-
ple with an electron beam of varying energy. We measure the throughput, in pri-
mary electrons per second, on both the CPU and GPU. This is shown in figure
3.4a. Figure 3.4b shows the speedup we get from the GPU.

A factor 2 speedup from the GPU may not sound very good, but this com-
parison is quite unfair. We are using two CPUs designed for computer clusters.
Their retail price was more than €2100 each at the time of release in 2016. Our
GPU is a gaming card for consumers which was also released in 2016, but it re-
tailed for only €800. It would have been fairer to use either a high-end consumer
CPU or a datacenter GPU for this comparison.
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Figure 3.5: Energy spectrum of reflected electrons. The electron beam impinges
perpendicularly on a flat, semi-infinite silicon sample with a 1keV energy. In-
dicated are the contributions of backscattered electrons (BSE), true secondary
electrons (SE), tertiary (and beyond) electrons (TE), and the sum (all). (a) zooms
in on the lower energies, (b) shows the full spectrum.

3.3 Reflected electrons

We are now interested in an experiment in which a large and thick sample is
illuminated with a 1keV beam. We want to study the electrons emitted from
such a sample on the “reflection” side. The term reflection here was borrowed
from a common type of experiment known as reflection electron energy loss
spectroscopy (REELS). The electrons do penetrate the sample in such an experi-
ment; the term reflection reflects the fact that we are not looking at transmission
through a thin film.

3.3.1 Energy spectrum

First, we investigate the energy spectrum of emitted electrons. We are not only
interested in the total energy spectrum, but also in the fraction of backscattered
primary electrons, secondary electrons generated by those primaries, and “ter-
tiary electrons” which were generated by the secondaries. For simplicity, we
will label all quaternary electrons and beyond as tertiary electrons. The energy
spectrum is shown for a 1 keV electron beam on silicon in figure 3.5.

First, consider the backscattered electrons in figure 3.5b. Near 1000 eV, pri-
mary electrons enter the sample, lose a small amount of energy, and escape the
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sample again. As plasmon creation is the most likely energy loss mechanism,
the plasmon peak shows up at 17 eV energy loss. Instances of multiple plasmon
creation show up as further peaks. They look like oscillations in figure 3.5b. At
lower energies, the contribution of backscattered electrons diminishes. There
is a small upturn again at very low energies, most likely due to the fact that the
inelastic mean free path increases rapidly there.

The contribution of true secondary electrons is most significant at very low
energies, figure 3.5a. The plasmon peak is clearly visible in their energy spec-
trum. Most secondary electrons are created from near the top of the valence
band, because this is where the density of states is highest. With respect to this
energy level, they gain the plasmon energy, which is 17 eV in silicon. This puts
them 12 eV above the vacuum level, where 5 eV is lost due to the electron affinity
and the band gap. Secondary electrons below the plasmon peak are somewhat
overrepresented in figure 3.5a: they are not created as often, but they can escape
more easily due to their longer mean free path. The majority of the energy spec-
trum at very low energies is made up of tertiary or higher order electrons. The
plasmon peak is much less clearly visible in the total spectrum as a result. If one
measured the energy spectrum of the electrons reaching the surface, which is
not shown here, one would observe that the number of secondary and tertiary
electrons keeps increasing towards lower energies. The characteristic “down-
turn” near zero energy is caused by the work function surface barrier, which
stops low-energy electrons escaping unless their orientation is just right.

3.3.2 Spatial distribution

We now turn our attention to the spatial distribution of emitted electrons. The
primary electron lands at (x,y) = (0,0). We measure the (x,y) position where
the electrons are emitted again. As in the previous section, we split up the sig-
nal into contributions from backscattered electrons (BSEs), true secondary elec-
trons (SEs) and tertiary (or higher order) electrons (TE). Additionally, we split
the contribution of SEs up into SE1 and SE2. When an SE was created by a pri-
mary electron with a downward direction (negative z component in its direc-
tion vector), we label it an SE1. If the primary electron had an upward direction,
we label it SE2. This is to connect to literature, where SE1s are understood to be
created by the primary beam going down and SE2s are created by backscattered
electrons going up. The distributions can be seen in figure 3.6.

The highest density of BSEs is in the center, near the point where the pri-
mary electron struck. Their density decreases according to a power law before
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Figure 3.6: Spatial distribution of emitted electrons. The horizontal axes mea-
sure the distance from the primary electron’s point of incidence. The vertical
axes measure density of emitted electrons per unit area per primary electron.
Curves are the contributions of backscattered electrons (BSE), true secondary
electrons (SE), and tertiary (and beyond) electrons (TE). SEs are split up into
SE1 and SE2, which were created by primaries with moving into the negative
and positive z directions, respectively. The various figures are for different ener-

gies of the primary electron beam: (a) 100 eV; (b) 1 keV; (c) 10keV; (d) 30 keV.
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a sharp cutoff. Backscattered electrons may be emitted several pm from the
primary electron’s point of incidence if the landing energy is high enough. By
contrast, SE1s are most prominent in the first few nm around the primary elec-
tron’s point of incidence. After that, their density drops of steeply, but they do
not disappear entirely until the backscatter range is reached. SE2s, which are
created by BSEs, give a much less significant contribution than SE1s close to
the primary impact point. Because they are created by BSEs, they have a much
longer tail than SE1s and eventually start to dominate over SE1s. The density of
TEs is roughly proportional to the density of SE1s plus that of SE2s, indicating
that neither is particularly more effective at creating TEs.

3.4 Shape of the interaction volume

We are now interested in the shape of the interaction volume. Figure 3.7 shows
maps of deposited energy as function of position. This figure counts “deposited
energy” at the point where electrons lose energy. If a primary electron loses,
for example, 30 eV creating a secondary electron, then the energy deposit is
counted as 30 eV even though the secondary electron technically carries some
of that energy away.

The primary electron beam enters the sample at the origin, (r,z) = (0,0),
and travels in the —z direction. It deposits a lot of energy near this point. Be-
cause the beam is oriented downwards, and scattering is mostly oriented in the
forward direction, the beam only broadens a little bit in the initial scattering
events. When the beam reaches a certain depth, it has lost this downward di-
rection due to the many scattering events it has suffered. The depth at which
this happens can be estimated by the elastic transport length of the primary
electrons, figure 2.10b. This is a slight overestimation, because the transport
length in figure 2.10b does not include the small-angle scattering from inelastic
events, nor does it include the reduction in transport length due to the fact that
the electrons lose energy. After this initial stage, the primary electrons move
in a spherical shape around the depth given by the transport length. Electrons
escaping through the surface do not come back. This leads to a decrease in de-
posited energy near the surface, and can be seen as the contour lines tend to be
“pulled in” towards r = 0 near the surface.

A pear-like shape is often mentioned in literature [94-96]. Based on the ex-
planation in the previous paragraph, this is true if we consider the electrons
almost stopped when they have travelled their transport length. Indeed, the
contour lines close to the origin in figures 3.7b-3.7d have pear-like shapes. If
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Figure 3.7: Maps of deposited energy in a semi-infinite silicon sample. The elec-
tron beam enters the sample at the origin (0,0) pointing downwards. The hori-
zontal axis shows the radial coordinate, the vertical axis shows the depth in the
material. The colour scale is the amount of energy deposited per unit volume
per primary electron, in eVnm™. The gray curves are contour lines of equal de-
posited energy. The black dashed lines indicate the depth above which 90% of
all energy has been deposited. The various images are for different energies of
the primary electron beam: (a) 100 eV; (b) 1 keV; (c) 10keV; (d) 30 keV.
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we also consider those few electrons that travel a much longer way, the inter-
action volume looks more like a hemisphere centred at a depth corresponding
to the transport length, with a slight reduction near the surface due to escap-
ing electrons. The amount of energy deposition in the hemisphere regime is or-
ders of magnitude less than in the pear-shape regime. The pear-shape regime
is therefore the most relevant in practical situations.

In the case of 100 eV landing energy, as in figure 3.7a, the interaction vol-
ume looks very different. We attribute this to the following. At 100 eV energy,
the inelastic mean free path is much shorter than the electron-phonon mean
free path (compare figures 2.8a and 2.13a). The primary electron changes di-
rection in an inelastic event. This is usually a small amount, but if the primary
electron only has 100 eV, it can be significant. A very rough estimate for the
scattering angle of the primary electron can be found using equation (2.71)*. A
100 eV electron losing 17 eV (the plasmon energy in silicon) is deflected by ap-
proximately 34°. The primary electron’s trajectory is therefore significantly af-
fected by inelastic scattering. The “center” of the hemisphere is therefore very
close to the surface, much closer than the electron—-phonon transport length of
figure 2.13b suggests. The question remains why the contour lines in figure 3.7a
“bend downwards” and run almost parallel to the r = 0 axis instead of intersect-
ingitatright angles as they do for the other landing energies. It is likely that this
is caused by primary electrons that did not scatter at all in the top nm. Hence,
these energy loss events take place at exactly r = 0. This behaviour is very dif-
ferent from the figures at higher energy, where electrons have undergone many
scattering events by the time the transport length is reached. Therefore, they
are much more likely to have moved away from the central r = 0 axis.

3.5 Experimental yield comparison

Now that we have a fully functioning simulator, it is time to compare simula-
tions to experimental results. One very easy way to do this is by comparing
electron yields. The idea is simple: we take a very large, thick, flat sample and
illuminate it with an electron beam. We let the beam’s landing energy vary. We
then measure how many electrons are emitted from the sample in the direction
of the beam.

“Because the target electron is not free, this is only a rough estimate. It would be better to
determine the full angular distribution from the probability distributions for energy and momen-
tum transfer, equation (2.34).
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Two kinds of electrons are distinguished: backscattered electrons (BSEs),
with energies greater than 50 eV, and secondary electrons (SEs), with energies
less than 50 eV. Note that this definition of SE does not necessarily overlap with
the notion of secondary electron in the sense of being an electron that comes
from the material. It is quite possible that such a secondary electron has more
than 50 eV energy. In practice, the distinction between SEs and BSEs makes
sense because the dominant secondary electron excitation mechanism is plas-
mon decay, and secondary electrons with more than 50 eV are uncommon. Sim-
ilarly, it is unlikely for a primary electron starting with many hundreds of eV to
be emitted with less than 50 eV. By the time it has lost that much energy, it is
most likely very deep below the surface and is unable to escape.

At this point, it should be noted that although there is a lot of experimental
yield data available, not all of it is reliable. The condition of the surface, e.g. due
to the presence of native oxides or hydrocarbons [97, 98] is an important factor.
This is especially the case for SE yields: most SEs have energies less than 5eV
relative to the vacuum level. They originate from the top few nm of the sample
and are easily affected by such thin layers. BSEs tend to come from deeper lay-
ers and have a higher probability of passing through a surface layer unaffected.
Insulating samples are often heavily affected by charging. As a result, there is a
significant amount of scatter in experimental data.

We have selected two studies which have taken good care to suppress experi-
mental errors as well as possible. One is the study of Bronstein and Fraiman [99],
which is frequently cited in literature. This reference is in Russian and is not
readily available in some university libraries. Fortunately, the data is available
in the database of Joy [53] and much of the relevant experimental information
has appeared in various articles which have been translated to English [100-
105]. The second source is the more recent study (published in two papers) of
Walker et al. [106] and El Gomati et al. [107]. Our simulations are compared to
the measurements in figure 3.8.

The general agreement between simulations and experiment is quite good.
The most striking discrepancy exists for the SE yield of aluminium, figure 3.8c.
Walker et al. find a much larger SE yield than Bronstein and Fraiman. According
to Walker et al., a native oxide on aluminium increases the SE yield, and it is
particularly difficult to remove the native oxide from aluminium. They suggest
that the differences between them and Bronstein and Fraiman may be due to
instrumental variations, or, alternatively, that Bronstein and Fraiman may have
been the only authors to achieve a truly clean surface. As we will show in section
6.8, the effect of an oxide layer on the SE yield can indeed be substantial.
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Figure 3.8: Measured and simulated electron yields. Left column: SEyields, right
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Figure 3.9: Modified (a) inelastic and (b) phonon mean free paths.

3.6 Sensitivity analysis

As discussed in chapter 2, there is considerable uncertainty in the physical mod-
els. This is especially the case at low electron energies. It therefore makes sense
to study the sensitivity of the simulator to these uncertainties.

We perform the following study. We multiply the scattering mean free paths
by an arbitrary factor, but only at low energies. The arbitrary factors we choose
here are 2 and 1/2. For inelastic scattering we multiply the sub-100 eV energy
region, leaving everything above this region untouched. The intention behind
this is to capture the variation in mean free paths seen in figure 2.8a. We do
not attempt to make this a smooth transition, hence there is an artificial step
in the mean free path at 100 eV (see figure 3.9a). For elastic scattering, we have
good faith in the high-energy Mott scattering model but not in the low-energy
phonon model. Therefore, we multiply only the phonon model by an arbitrary
factor. Because we already let the phonon model transition smoothly into the
Mott model, the transition here is also smooth in the 100-200 eV region. See
figure 3.9b.

3.6.1 Electronyields

First, we study the impact of this factor on electron yields. This can be seen in
figure 3.10. When the inelastic mean free path is multiplied by 2 at low energies,
the range that secondary electrons can travel is increased. This leads to a sub-
stantial increase of the SE yield (figure 3.10a), and the energy at which the yield
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Figure 3.10: Top row: SE yields, using modified (a) inelastic and (b) phonon
mean free paths as seen in figure 3.9. Bottom row: BSE yields, using modified
(c) inelastic and (d) phonon mean free paths.

is maximal shifts up. The increase in SE yield is most significant at landing ener-
gies higher than 100 eV. This is because, atlanding energies below 100 eV, mean
free path of the primary electrons is also increased. The secondary electrons are
therefore created deeper in the material, balancing the increased yield due to
their larger range of travel. The fact that the energy of maximal yield shifts up
can be explained as follows. The point of maximal yield is caused by a balance,
where lower-energy primary electrons have less energy to create SEs in this sur-
face layer and higher-energy primary electrons create too many SEs below the
surface layer. The increased range of secondary electrons means that the depth
from which they can escape increases. Hence, the maximum yield is found at a
higher beam energy. When the inelastic mean free path is reduced by a factor
2, we see the opposite: both the SE yield and the energy of maximal SE yield
decrease. Similar effects happen in the BSE yield (figure 3.10c), though not as
severely. This is because of the electrons in the 50-100 eV energy range. These
are often high-energy secondary electrons, but they are classified as BSEs due
to their energy.

We now turn our attention to the SE yield in case the phonon mean free path
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is modified, figure 3.10b. At high landing energies, increasing the phonon mean
free path leads to a higher yield because secondary electrons can travel further.
The behaviour at lower energies is more complex. The energy at which the yield
is maximal shifts to a higher energy, but the maximum yield itself is decreased.
It seems that the following effects are at play. Secondary electrons escape from
a very thin layer near the surface. At very low energy, primary electrons have
short mean free path lengths and they are deflected substantially in both in-
elastic and elastic events. They therefore create multiple secondary electrons
within this surface layer. A higher beam energy increases the SE yield because
there is more energy available to create secondary electrons. At higher beam
energies, the mean free paths of primary electrons increase and the deflection
in scattering events become less. The primary electrons penetrate through the
surface layer and create most secondary electrons in a region from which they
cannot escape. This leads to the maximum in SE yield. Increasing the electron—
phonon mean free path does two things: it allows 0-200 eV primary electrons to
penetrate deeper, and it allows the secondary electrons to escape more easily.
Note that the net travel length for primary and secondary electrons does not
change by the same amount because inelastic scattering is unaffected when
we change the electron—-phonon mean free path. Apparently, increasing the
electron—-phonon mean free path increases the travel range for secondary elec-
trons less than it increases the travel range for primary electrons. The net result
is that the yield is lowered for low landing energies.

3.6.2 Linescan

We now turn our attention to scanning electron microscopy. We are interested
in the linescan signal of an isolated silicon line on a silicon substrate. The line
is 40 nm high and 40 nm wide, we use an infinitely sharp electron beam and
a beam energy of 500 eV. See figure 3.11. Each of the linescans follows a well-
known pattern. On the flat parts of the sample, far away from the edge, the yield
is almost independent of the beam position and the curve is flat. On top of the
line, the yield is higher near the edge than far away from it. We call this increased
yield near the edge the “edge blooming” effect. This is because secondary elec-
trons may escape from the side of the structure. Immediately next to the line,
when the beam lands on the substrate, the yield is considerably lower because
escaping electrons are blocked by the line edge.

When increasing the inelastic mean free path at low energies (figure 3.11a),
the secondary electrons get a longer range of travel. This leads to a significantly
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Figure 3.11: Linescan of an isolated 40 nm high and 40 nm wide silicon line on
a silicon substrate. The feature is centered around x = 0. The electron beam is
infinitely sharp and has a 500 eV1anding energy. The intensity on the vertical axis
is derived from the emitted secondary electrons. We modify the (a) inelastic and
(b) phonon mean free paths as shown in figure 3.9.

increased yield, as seen before. As may be expected, the edge blooming effect
simultaneously becomes wider. Similar effects happen when the phonon mean
free path is increased (figure 3.11b), again, as expected.

We can quantify the width of the edge blooming effect as follows. We define
a “base” grayscale value in the middle of the feature, i.e. at x = O0nm in figure
3.11. The SE yield is maximal near the line edge, at x = +20nm in the figure.
We find the x position where the grayscale value is halfway between these two
values. We define the difference between this point and the x position of the
maximum as the width of the edge blooming effect. The edge blooming widths
are given in table 3.1. Reducing either the inelastic or phonon mean free path
by a factor 2 leads to a 20% reduced edge blooming effect; increasing them by a
factor 2 leads to a 25% increase.

3.6.3 Discussion

We can draw the following conclusions from this sensitivity analysis.

The secondary electron yield is very sensitive to low-energy scattering cross
sections. A factor 2 in inelastic mean free path leads to a considerably different
yield. A factor 2 in phonon mean free path has a much smaller impact, but it
must be noted that the physical uncertainty in the phonon scattering mecha-
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Table 3.1: Width of the edge blooming effect in figure 3.11.

Condition  Edge blooming (nm)

Baseline 2.73
Inelastic x2 3.39
Inelastic /2 2.23
Phonon x2 3.42
Phonon /2 2.21

nism is much larger than that of the dielectric function formalism. While it is
likely that the error in the dielectric function mean free path is less than a factor
2, it may be larger than that for phonon scattering. Not only have we observed
that the yield itself increases or decreases when the mean free paths are varied,
the same is true for the energy where the yield is maximal. This is another com-
mon discrepancy between simulation and experiment. As shown in figure 3.8,
the simulator tends to underestimate the energy where the SE yield is maximal.
We can shift the energy of maximal yield up by increasing the range of travel for
the secondary electrons, either from the phonon or the dielectric function side.
This indicates that the range of SEs may be underestimated with our current
models.

The backscattered electron yield is not very sensitive to the changes we have
investigated. This is not surprising as our sensitivity analysis tackles only BSEs
in the 50-100 eV range. One thing to note here is that the BSE yield has a “shoul-
der” at 200 eV which disappears when the phonon mean free path is increased
(figure 3.10d). In section 6.3, we will see that this shoulder can also be removed
by tweaking the 100-200 eV interpolation range between phonon and Mott scat-
tering. Because this interpolation range was chosen arbitrarily, this shoulder is
likely an artefact of our modelling rather than a physical effect.

The width of the edge blooming effect changes by about half a nm (for a
500 eV electron beam) when either mean free path is changed by a factor 2. The
width of the edge blooming effect is a measure for the size of the interaction
volume. Visual comparisons of our simulated images to real SEM images often
suggest that the simulator underestimates the width of the edge blooming ef-
fect. This hints to the same conclusion as above: we may be underestimating
the range of secondary electrons in our simulations. The result is that real SEM
images may be slightly more “blurry” than what our simulator indicates.



Chapter 4

Surface effects

Monte Carlo simulations of SEM images ignore most surface effects, such as sur-
face plasmons. Previous experiments have shown that surface plasmons play
an important role in the emission of secondary electrons. We investigate the in-
fluence of incorporating surface plasmons into simulations of low-voltage CD-
SEM. We use a modified inelastic scattering model, derived for infinite flat sur-
faces, and apply it to non-flat, but smooth, geometries. This simplification cap-
tures most qualitative effects, including both surface plasmons and a reduced
interaction with bulk plasmons near interfaces. We find that the SE signal hardly
changes when surface interactions are turned on for a perpendicularly incident
beam. When the incident beam is perfectly parallel to a surface, the SE signal
does significantly increase. However, the beam must be extremely close to the
surface for this effect to be appreciable. A SEM is unable to produce a beam that
is both narrow and parallel enough to be noticeably affected. The position of
edges may appear shifted under specific circumstances. In realistic situations,
it is unlikely to be a large effect.

Parts of this chapter have been published as L. van Kessel, C.W. Hagen, and
P, Kruit, “Surface effects in simulations of scanning electron microscopy images’,
Journal of Micro/Nanolithography, MEMS, and MOEMS 18, 044002 (2019) [108].

4.1 Introduction

Scanning electron microscopy is a standard tool for the inspection and metrol-
ogy of semiconductor devices. It involves a focused electron beam scanning
over a sample. The beam-sample interaction is a non-trivial process, produc-
ing secondary electrons (SEs) in a finite-sized interaction volume as well as

77



78 4, Surface effects

backscattered electrons (BSEs). The interpretation of a SEM image can be fairly
straightforward if the features are large, but details of the beam-sample interac-
tion become increasingly important as device features continue to shrink.

Semi-analytical models for the SEM signal have been proposed[109, 110],
but the most rigorous method currently used is Monte Carlo simulations [9-
17]. These simulations attempt to predict the SEM image, assuming the sample
geometry and material composition are known exactly. Starting from physical
principles, they make broadly similar assumptions. An electron is treated as a
classical point particle, scattering through the volume of a material in discrete
events. The electron is treated as if it is in free flight between such events. The
scattering probability per unit distance travelled, p(x), is given by an exponen-
tial distribution,

px) = %e‘x”, (4.1)

where A is called the mean free path.

Two independent types of scattering are typically distinguished: elastic scat-
tering, where an electron changes direction without losing energy; and inelas-
tic scattering, where an electron loses energy and may excite a secondary elec-
tron. Each of these mechanisms has its own mean free path. In addition, as an
electron reaches a material interface, it may be reflected or refracted due to the
change of inner potential between the materials.

The reflection and refraction of electrons at a surface is only one of the many
effects that play a role at an interface. For example, there may be oxidation lay-
ers, dangling bonds and contamination. Such highly sample-dependent effects
are not considered in this work.

Instead, we correct the inelastic scattering mechanism for surface effects.
An assumption that is often tacitly made, is that elastic and inelastic scatter-
ing always behave as if the electron is deep inside bulk material. For scatter-
ing mechanisms that can be well described by electrons scattering on isolated
atoms, such as inner-shell excitation or elastic Mott scattering, this is a valid
approximation. For events where the electron probes the solid-state bulk, such
as electron—phonon scattering or plasmon excitation, we may expect scattering
behaviour to be different near an interface.

Indeed, coincidence measurements [111-113] have provided evidence that
surface plasmons may contribute significantly to SE emission when beam en-
ergies are on the order of 100 keV. Werner et al. [114] more recently performed
a similar study at a beam energy (100 eV) close to low-voltage SEM. They find
clear evidence for the contribution of surface plasmon decay to SE emission, of
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similar magnitude to the volume plasmon. Neglecting surface plasmons in sim-
ulations of SEM images, as is typically done, may therefore not be acceptable.

The goal of the present work is to study the sensitivity of simulated SEM im-
ages to the inclusion of surface plasmons.

We follow a framework similar to previous simulations of SEM images, re-
placing the inelastic scattering mechanism by one where the material interface
is explicitly taken into account. This dielectric formalism includes surface plas-
mons as well as the “Begrenzung” effect, the reduced coupling strength to the
volume plasmon near an interface. The goal of the present work is to study the
sensitivity of simulated SEM images to the inclusion of these effects.

We introduce surface plasmons to our simulator by replacing the inelastic
scattering model. This is discussed in detail in section 4.2. Results are shown in
section 4.3.

4,2 Surface formalism

Typical modern simulations use the dielectric function to describe the inelas-
tic scattering of electrons in matter. The strength of this approach is that the
dielectric function can be measured in the optical regime. Assuming that all
of space is occupied by a material with dielectric function €¢(g, w), and that the
electron is a single point charge, Maxwell’s equations can be solved to find the
induced electric field in the material. This electric field is oriented such that it
slows down the electron, which is interpreted as inelastic scattering.

The result is an inelastic mean free path given by equation (2.34),

1
fda)fd—qlm
nayE q

Here, w represents the energy loss, g is the momentum transferred, E is the
primary electron’s kinetic energy before the collision and g, is the Bohr radius.
Integration is over the kinematically allowed range. Probability densities for en-
ergy and momentum loss are given by 1 91~!/dw and A d17'/9q, respectively.

In the general case, when not all of space is occupied by the same material,
a similar analysis can be performed. However, the technicalities of solving the
electric field are much more complicated. This has been done analytically for
simple geometries [115], such as infinite flat surfaces, wedges, or spheres.

For structures relevant to lithography, finding analytical solutions is imprac-
tical or impossible. A physically accurate alternative would involve numerically

-1
€(gq,w)

At = ) (4.2)
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Figure 4.1: Geometry used by Salvat-Pujol and Werner [116]. Shaded areas repre-
sent the two materials, represented by dielectric functions €,(q, w) and €,(q, ®).
They are separated by the z = 0 plane. The electron moves with velocity v and
passes through the origin at time ¢ = 0.

solving the induced electric field for every electron position, direction and en-
ergy of interest. This parameter space is prohibitively large.

We make the following simplification. We use the analytically known solu-
tion for infinite flat surfaces, and apply it to arbitrary geometries assuming that
the radius of curvature in the geometry is sufficiently large everywhere. We will
investigate the meaning of “sufficiently large” in more detail later.

We use the results from Salvat-Pujol and Werner [116]. A full derivation is
given in that reference, we only repeat the main results. The situation is illus-
trated in figure 4.1. Materials with dielectric functions €,(q, w) and €,(q, w) fill
the spaces z > 0 and z < 0, respectively. The electron moves with velocity v. The
electron’s z coordinate is denoted as d, positive for region a and negative for
region b. At time t = 0, the electron passes through the origin. The electron’s
position is given by x = vt.

Salvat-Pujol and Werner solve this situation for a non-relativistic electron
by means of the image charge method. The assumption that the electron is not
relativistic makes the problem formally electrostatic. Salvat-Pujol and Werner
remark that the usual boundary conditions for the electric and displacement
fields at z = 0 are not restrictive enough to uniquely establish the image charges.
Various configurations for the image charges have been chosen in previous liter-
ature. Salvat-Pujol and Werner parametrise the choice for image charges by the
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tuple of numbers (p;, p,, p3), which can be set to (0,1,0) or (1,1, 1) to reproduce
earlier literature results.

The result is an inverse mean free path consisting of a bulk and a surface
term: A7' = 13" + A5'. The surface term captures both the surface plasmon
coupling as well as the “Begrenzung” of the volume plasmon. The bulk term,
Ag', is similar to equation (4.2), where ¢, or €, is selected depending on the
sign of d. The surface interaction is given by

71 v, | Elh q. b4 21
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We use the notation that any vector a has components a = (ay, a,, a,), the short-
hand a = |a|, and a; = (a,, a,) is the two-dimensional projection oriented par-
allel to the interface. Furthermore, q = g(cos¢sin6,sin¢sing,cos), O(x) is
the Heaviside step function, and
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As before, the probability distributions of losing energy w or momentum q
are given by A 91 ~!/0w and A 9171/dq.

We emphasise that A" cannot be seen separately from 1;'. 15" can be neg-
ative, representing a reduction in the bulk interaction. The sum A™' = 13" + A5,
however, must be positive.

We also note that Ag' changes as the electron travels. A™' represents the
scattering cross section in the electron’s immediate environment, which is usu-
ally constant between successive events. This is not true in the present case, so
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A can no longer be directly interpreted as the mean distance travelled between
scattering events.

4.2.1 Features of the surface correction

A thorough discussion of the physical features contained in the surface formal-
ism is already given by Salvat-Pujol and Werner [116]. For the reader’s conve-
nience, we repeat some of the main conclusions. We use the same dielectric
function,
1,2y i
elqw)  h2Z =1 WF + gt AmE — o? ~ iy

(4.7)

with, for aluminium, Z = 13, Q,=3284eV,n=1, hw, =15.01eV, f =3, iy, =
0.5eV. This facilitates direct comparison to results shown by Salvat-Pujol and
Werner.

Later on in this work, we will perform Monte Carlo simulations for silicon.
We use a more realistic dielectric function for that. We have obtained the energy-
loss function Im[1/e(q, w)] from measured data at g = 0 [29], which is extended
into the g > 0 regime by means of the full Penn algorithm [42]. Our numerical
implementation of the Penn algorithm follows the description of Shinotsuka et
al. [26]. The real part of 1/e(q,w) is then obtained by means of the Kramers-
Kronig relation

1
E(q,w)

1+— ?}’foo df

where &2 stands for the principal value of the integral. We numerically evaluate
this equation using the double Fourier transform method [117].

Let us now consider an electron landing perpendicularly on a flat vacuum-
aluminium interface. Figure 4.2 shows the differential inverse mean free path
(DIMFP) with respect to energy, dA /0w, for a 100 eV electron for several dis-
tances d to the interface. In figure 4.2a, the electron is on the vacuum side; in
figure 4.2b, it is on the aluminium side.

When the electron is far on the vacuum side, it can’t lose any energy. How-
ever, as it approaches the interface, a peak appears near 11 eV, aluminium’s sur-
face plasmon energy. The surface plasmon coupling increases in strength as the
electron closes in on the surface.

As soon as the electron moves to the aluminium side, a second peak appears
beside the surface plasmon interaction. This second peak represents the vol-
ume plasmon of aluminium. As the electron moves deeper into the material,

(4.8)
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Figure 4.2: Differential inverse mean free path (DIMFP) for a 100 eV electron, as
a function of energy loss w, for several distances d to a vacuum-aluminium in-
terface. This represents the probability for an electron to lose a certain amount
of energy, per unit distance travelled. The electron travels from the vacuum to-
wards the aluminium, along the surface normal. In (a), d > 0, the electron is on
the vacuum side; in (b), it is on the aluminium side. The d = —0.5A curve in (b)
is hidden behind the curve for d = —1A.
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Figure 4.3: Same as figure 4.2, for a 500 eV electron.
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the surface plasmon coupling decreases in strength while the volume plasmon
becomes stronger. This reduction of the volume plasmon coupling near the in-
terface is known as the “Begrenzung” effect. At a depth of 0.5 nm, the DIMFP is
very similar to the bulk DIMFP.

Similar effects can be seen for a 500 eV electron (figure 4.3). For the purposes
of this work, we want to note two things. First, the “surface layer” is somewhat
thicker. For a 100 eV electron, the surface interaction becomes negligible at less
than 5A from the interface. This interaction extends further for a 500 eV elec-
tron. In general, the surface layer is thicker for faster electrons. Second, the
500 eV electron has a lower interaction probability per unit distance travelled.
This is a familiar effect also observed in bulk mean free paths.

We emphasise the extremely short range in which the surface correction is
relevant. Even for 500 eV electrons, the surface layer is less than a nm thick.
Figures 4.2 and 4.3 show data for distances of 0.5 A from the surface, much less
than the distance between two atoms'. The dielectric function is a continuum
approximation to the microscopic response of the material, and whether it is
a valid means to treat surface interactions at such small scales (low electron
energies) is open for debate.

4.2.2 Justification of the infinite flat plane approximation

We have assumed that a curved geometry can be approximated as flat, if the
curvature is smooth enough. This assumption needs to be justified, which we
will do in two ways.

First, we show the lateral extent of the induced surface charge. In the work
of Salvat-Pujol and Werner, there are three types of contributions to the electric
field: the electron itself, its image charges in the bulk, and the induced surface
charge. Clearly, if the geometry curves significantly on a scale where the surface
charge is significant, the boundary conditions at the interface are not satisfied
and the flat-plane approximation is wrong. Conversely, we may hope that if
the interface curves far away from any significant surface charge, the boundary
conditions at the interface are still approximately satisfied.

One might naively expect that the lateral extent of the surface charge is sim-
ilar to the electron’s distance from the surface. Since the surface interaction
vanishes for distances less than a nm, one may expect the minimum radius of
curvature to be similar. However, it is good to verify this.

Figure 4.4 shows the surface charge for 300 eV and 500 eV electrons, each

!Salvat-Pujol and Werner [116] dare to go even lower.
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Figure 4.4: Induced surface charge on a flat aluminium surface, for (a) a 300 eV
and (b) a 500 eV electron. The electron is 5 A outside the aluminium, and travels
towards the surface along the normal. The color scale has units of elementary
charges per nm?.

5 A outside aluminium, moving directly towards the aluminium. This distance
was chosen as it is the largest distance where the surface interaction is still no-
ticeable. The surface charge can be seen to decay to almost zero within a few
nm. When applying the surface formalism to curved geometries, we will use
electrons of no more than 500 eV and a radius of curvature of at least 5 nm.

More justification comes from a numerical comparison to an analytical re-
sult for a curved geometry. Garcia de Abajo [115] gives analytical expressions for
several geometries. We study the case of an electron passing outside a spherical
nanoparticle.

It is well-established that surface plasmons on spherical nanoparticles can
behave qualitatively differently than on a flat plane. For a flat metallic plane
in vacuum, the surface plasmon energy o, = w,/ V/2, where w,, is the bulk plas-
mon energy. A nanosphere, however, can support a large spectrum of modes
between w,,/ \/§ and w,/ \/5 High-energy (of order 100 keV) electrons domi-
nantly excite the low-order modes.

The situation is as follows. An electron is infinitely far away from a sphere
with radius a. It moves past the sphere, with closest radius of passing b > a,
and goes on to infinity. Garcia de Abajo [115] then gives an expression for the
“loss probability”, given per unit of transferred energy. Its integral is the total
probability that the electron loses energy.

With the flat-plane approximation, we can replicate this situation with our
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Figure 4.5: Loss probability distributions for a 500 eV electron passing at b =
10.5nm from a a = 10 nm aluminium sphere. This figure compares the analytical
solution (solid curve) to the result from the flat-plane approximation (dashed).
Note the good agreement in absolute value.

Monte Carlo simulator. We start the electron sufficiently far away from the
sphere, tracking its energy as it passes the sphere, recording its final energy
when it has moved sufficiently far away. This gives a distribution that is directly
comparable, both in the distribution of energy lost and in terms of absolute
value, to the analytical result.

The analytical result predicts that the low-order plasmon modes dominate
when the electron energy is large and the electron passes far away from the
sphere. Garcia de Abajo confirms this for the classic case of a 200 keV electron,
and the parameters (a, b) = (5,6) nm or (10,12) nm. However, as mentioned,
the much lower-energy electrons considered in this work barely interact with
surface plasmons at such distances from the surface. They need to pass much
closer to the surface. In the analytical result, the low-order modes are then sup-
pressed, and higher-order modes become more important.

We show numerical results for the energy-loss distribution in figure 4.5. The
situation is a 500 eV electron, passing a sphere with a = 10nm at a distance
b = 10.5nm. The low-order modes in the analytical result are suppressed, and
barely contribute to the peak in figure 4.5. Instead, the peak is caused by a com-
bination of several higher-order modes. The amount of energy loss predicted
by the analytical formula is slightly different from the flat-plane approximation.
However, the agreement in absolute value is very good.

In conclusion, the amount of energy loss is slightly overestimated by the flat-
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plane approximation. However, the number of events is captured very well. The
latter property is the most important for the purpose of SEM images.

4.2.3 Monte Carlo implementation

The Monte Carlo implementation is not as straightforward as it is for bulk in-
elastic scattering. For bulk inelastic scattering from equation (4.2), one needs to
store two- and three-dimensional tables. The two-dimensional table contains a
probability distribution of energy loss, for each electron energy of interest. The
three-dimensional table contains, for each electron energy and energy lost, a
probability distribution of the momentum loss.

Surface inelastic scattering also depends on the electron’s distance and an-
gle to the surface, adding two dimensions to the tables mentioned above. In
addition, we now need to sample two degrees of freedom for the momentum
transfer. The bottom line is a need for 4, 5 and 6-dimensional tables: too large
to fit in our computer’s memory.

Therefore, we make the simplification that an inelastic event only causes the
electron to slow down. We then only need a 4-dimensional table to sample the
energy loss given the original energy, distance and angle to the surface.

We assume the following behaviour for the creation of SEs. When an inelas-
tic event takes place, a secondary electron is created moving in a uniformly-
distributed random direction. If the primary electron lost energy w, the SE’s
energy is Ey + w. E, is determined from the probability distribution P (E,, w) o
VEo(Eq + w), where E, is between 0 and the Fermi energy. This probability dis-
tribution is the product of the SE’s densities of states before and after the excita-
tion. If the primary electron is in vacuum, the SE is started on the mirrored side
of the boundary, inside the material. We acknowledge that this model is very
simplistic and that there is room for improvement.

What remains to be discussed is when an inelastic event takes place. Re-
member that the “mean free path” changes as a function of the electron’s posi-
tion. A random free path length sampled according to equation (4.1) is there-
fore only correct near the electron’s starting position. This can be solved by in-
troducing a “maximum step length” between successive scattering events. This
maximum step length should be small enough, such that the mean free path
barely changes over this distance. We have used 0.1 A here, but a larger value is
possible without significantly influencing the results.

If the free path sampled according to equation (4.1) is longer than this maxi-
mum, we travel precisely the maximum and sample a new free path length. This
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Figure 4.6: Energy loss spectrum, for a 300 eV beam on aluminium. Simulations
with (dashed curves) and without (solid) surface effects enabled are compared.

mechanism prevents steps between the “physical” elastic or inelastic events
from getting too large, and guarantees that the inelastic mean free path is suit-
ably updated along the electron trajectory. Salvat-Pujol and Werner [116] do
something similar, except their “null” event takes place stochastically with a
mean free path 1,;,. This should lead to similar behaviour in the limit that A1,;,,
is much smaller than the elastic or inelastic mean free paths®.

4.3 Results

4.3.1 Backscattered and secondary electron energy spectra

We present the simulated reflection electron energy loss spectrum (REELS) in
figure 4.6. This was made for a 300 eV beam impinging perpendicularly on alu-
minium. Two simulations are shown: one with and one without surface effects
enabled.

The energy spectrum without surface effects enabled is easily interpreted.
The sharp peak at zero loss represents electrons reflected without losing energy.
The strong peak at 15 eV represents electrons that have lost energy to a volume
plasmon. Further peaks represent the excitation of multiple volume plasmons.

Enabling surface effects has a clear impact on the energy spectrum. The
strong volume plasmon peak at 15 eV is reduced in absolute magnitude, and is

*There appears to be a small error in [116, step 3a]: A}, should bereplacedby A1 +A; + A
This is likely to be a typo, since the reference they provide for the algorithm is correct.
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Figure 4.7: Secondary electron energy spectrum, for the same simulation as fig-
ure 4.6. Simulations with (dashed curves) and without (solid) surface effects en-
abled are compared. The material used is aluminium.

joined by the surface plasmon at approximately 11 eV. Subsequent peaks are
caused by the excitation of multiple surface and/or volume plasmons. Clearly,
if the backscattered energy spectrum is of interest, it is important that surface
plasmons are taken into account.

The corresponding energy spectrum for secondary electrons is presented in
figure 4.7. The distinctive peaks in the energy loss spectrum of figure 4.6 are not
visible. No additional “surface plasmon” peak is visible when surface effects
are enabled in the simulation. This is because of our assumptions in the SE
generation mechanism: SEs generated after surface plasmon decay are created
inside the material and have to overcome the work function barrier to escape
the material. The probabilistic transmission model used at material boundaries
(see section 2.3) effectively smooths out the features in the SE energy spectrum
inside the material.

4.3.2 Yields

When taking SEM images, one is not typically interested in the detailed energy
spectrum. Instead, detected electrons are counted, with only a very crude en-
ergy filter to distinguish between “secondary” (< 50eV) and “backscattered” (>
50eV) electrons. These yields—the average number of secondary or backscat-
tered electrons per incident electron—are shown in figure 4.8 for silicon, as a
function of beam energy.
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Figure 4.8: Simulated (a) secondary and (b) backscattered yields, for simulations
with (dashed curves) and without (solid) surface effects enabled. The material
used is silicon.

These yields are similar to typical measured data [53] (not shown). Mea-
sured BSE yields saturate around 0.2. Measured SE yields tend to reach a maxi-
mum of 1.2 at a beam energy of approximately 300 eV, but there is a large (factor
2) spread between various experiments. SE yields are influenced by, amongst
others, surface oxidation, contamination, dangling bonds, and surface rough-
ness. None of these effects are present in these simulations. Interestingly, we
find that the SE yield is barely changed when our surface model is enabled.

Section 4.2.3 mentions several simplifications that may influence the SE
yield. These include the energy and direction of SEs, as well as their starting
position. It is possible that a different implementation gives a slightly different
SE yield when surface effects are enabled. However, it is unlikely to change the
general picture much.

4.3.3 SEM image

We will now investigate the effect of introducing surface effects on a SEM image
of a single silicon step (see figure 4.9). This step has circular rounded top and
bottom corners to ensure smoothness. We vary the sidewall angle and electron
beam energy. The electron beam is infinitely sharp, and we show only the SE
signal.

We want to compare simulations with surface effects enabled and with sur-
face effects disabled. We apply a vertical offset and linear scaling to the absolute
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Figure 4.9: Step geometry. The shaded area represents the silicon. The top and
bottom corners are circular, and the wall may be angled.

SE yield, such that the signals overlap away from the edge. This facilitates com-
parison of the signals near the edge.

We show the case of a vertical sidewall in figure 4.10. The step heightis 20 nm
and the corner radius is 5 nm, the beam energies are 300 eV and 500 eV. All SEM
traces show the well-known enhancement of signal near the edge, which we will
call the “edge blooming” effect in this work. When surface effects are enabled
in the simulation, the SEM image taken at 300 eV shows a very sharp additional
spike near the edge. This is a direct consequence of a somewhat pathological
set of assumptions and parameters: the infinitely sharp electron beam travels
at extremely close range (x = 0.05nm) to the edge, and is oriented perfectly
parallel to the edge. The electrons travel on the vacuum side and are able to
efficiently excite surface plasmons, and the corresponding secondary electrons,
without being deflected.

No spike can be seen when the beam energyis 500 eV, though the SEM signal
is slightly enhanced at x = 0.05nm when surface plasmons are enabled. The fact
that the spike is not present in the 500 eV linescan is due to the larger mean free
path for these higher-energy electrons.

When the step heightis increased to 40 nm (figure 4.11), a spike also appears
in the 500 eV SEM signal. The spike for a 300 eV beam at a 40 nm step is even
higher.

It is impossible to create the exact circumstances of figures 4.10 and 4.11
in a regular CD-SEM. Still, if it were possible to perform this experiment, we
expect such spikes to appear. The magnitude of the spikes, however, is likely
to be overestimated by our model. Remember that a “surface event” does not
deflect the primary electron in this model. The slight deflection that the primary
electron suffers in reality would rapidly steer it out of the very narrow surface
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Figure 4.10: SEM signals for a geometry with 4 =20nm, r = 5nm, a = 0°. Simu-
lations with (dashed curves) and without (solid) surface effects enabled are com-
pared. (a): beam energy 300 eV; (b): beam energy 500 eV. The shaded area rep-
resents the silicon feature. The feature appears skewed because the axes are not
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Figure 4.11: Same as figure 4.10, for 1 = 40nm.
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layer.

A 5° sidewall angle (figure 4.12) eliminates the observed spike. Instead, the
SEM signal from the sidewall is somewhat enhanced when the electron beam is
set to 300 eV. Surface effects make almost no difference under a 500 eV beam.

A feature with 1° sidewall angle (figure 4.13) holds few surprises given the
other results. The signal from the sidewall-angle is enhanced, to a degree more
extreme than seen in figure 4.12 but less than the spikes in figures 4.10 and 4.11.
The simulation with surface effects enabled predicts that the signal at the side-
wall exceeds the familiar edge blooming effect if the beam energy is low. As be-
fore, we expect the fact that the sidewall signal is enhanced to be true. The mag-
nitude of the effect may be overestimated due to the contribution of multiple
scattering events as well as the assumption that every surface plasmon decays
to an electron.

The result in figure 4.13 is of interest to metrology. When surface effects are
taken into account, the signal from the sidewall exceeds the edge blooming ef-
fect. This introduces a bias into the measured position of the edge.

There are multiple ways to measure the edge position in a SEM signal. A typ-
ical way is to take the position where the signal intensity is at 60% between the
minimum and maximum. If the edge position is measured in this way, figures
4.10,4.11 and 4.12 correspond to a bias of 0.1 nm or less. In figure 4.13, however,
the simulations with surface effects included position the edge 0.6 nm further to
the right than the corresponding simulations without surface effects included.

4.4 Discussion

At first glance, results obtained here seem to contradict experimental evidence
mentioned in the introduction [111-114]. These experiments indicate that sur-
face plasmon decay is an important contributor to SE emission.

The present simulations do not contradict these experiments. A SEM image
counts the number of emitted SEs. As a consequence, information about the
origin of SEs is lost.

Salvat-Pujol [118] performed coincidence experiments on aluminium and
silicon. These experiments correlate the secondary electron’s energy to the en-
ergy lost by the primary electron. They compared these experiments to their
Monte Carlo model, which is very similar to ours. They show that reasonable
agreement between simulation and experiment can only be obtained if surface
plasmon decay is included in the model. In other words, the model captures
the physics of SE generation by surface plasmon decay. In some situations, one
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Figure 4.12: Same as figure 4.10, for a = 5°, h = 40nm.
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Figure 4.13: Same as figure 4.10, for & = 1°, h = 40nm.



4.5. Conclusions 95

has no choice but to include surface plasmons in the model. For the purpose of
SEM images however, they may be ignored.

4.5 Conclusions

The results shown above can be summarised as follows. Inclusion of surface
effects in a Monte Carlo simulation leads to

e virtually no change in BSE yield,

¢ the SE yield changes only slightly,

* achanged BSE energy spectrum,

¢ achanged, but still mostly featureless, SE energy spectrum,

¢ arelative increase of the SE signal near a feature side-wall, which is largest
for low landing energies.

Amongst others, we have assumed that incident electrons, upon coupling
to a surface plasmon while in vacuum, do not change direction. We have also
assumed that every surface plasmon decays to an electron-hole pair. These two
assumptions lead to an overestimation of the amount by which the SE signal is
increased near a side-wall.

In some of the situations shown, the enhancement of the signal from the
wall is so strong that the edge blooming effect is surpassed. It is unclear whether
this is realistic. It would be difficult to observe this effect directly: the “wall fea-
ture” in figure 4.13 is likely to appear indistinguishable from the edge blooming
effect.

If the enhancement of the signal from the sidewall is indeed as big as these
simulations suggest, this can lead to a different assignment of the edge position
when the SEM image is interpreted. Effectively, this position may shift from the
“top” of the sidewall to the “bottom” side.

Surface effects have a much less significant influence on the SEM signal near
the rounded top and bottom corners of our feature. We acknowledge that our
corner radius is much larger than typical. However, under the present physical
assumptions, decreasing this radius does not lead to more interesting features
in the SEM signal.

Itis possible that more interesting features come to light when the flat-plane
assumption is lifted and Maxwell’s equations are solved for the actual geometry
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ofinterest. However, given that our present model captures most of the interest-
ing features, we do not expect the qualitative conclusions to change much. The
only interesting feature we observe, for the purposes of CD-SEM metrology, is
an enhancement in signal from the sidewall angle. A more thorough treatment
may, therefore, not be worth the effort.



Chapter 5

The influence of sidewall
roughness on observed line-edge
roughness in SEM images

Line-edge roughness (LER) is often measured from top-down critical dimen-
sion scanning electron microscope (CD-SEM) images. The true three-dimen-
sional roughness profile of the sidewall is typically ignored in such analyses.
We study the response of a CD-SEM to sidewall roughness (SWR) by simulation.
We generate random rough lines and spaces, where the SWR is modelled by a
known power spectral density. We then obtain corresponding CD-SEM images
using a Monte Carlo electron scattering simulator. We find the measured LER
from these images, and compare it to the known input roughness. For isolated
lines, the SEM measures the outermost extrusion of the rough sidewall. The
result is that the measured LER is up to a factor 2 less than the true on-wafer
roughness. The effect can be modelled by making a top-down projection of the
rough edge. Our model for isolated lines works fairly well for a dense grating of
lines and spaces, as long as the trench width exceeds the line height. In order
to obtain and compare accurate LER values, the projection effect of SWR needs
to be taken into account.

Parts of this chapter have been published as L. van Kessel, T. Huisman, and
C.W. Hagen, “Understanding the influence of three-dimensional sidewall rough-
ness on observed line-edge roughness in scanning electron microscopy images’,
Journal of Micro/Nanolithography, MEMS, and MOEMS 19, 034002 (2020) [119].
It received the Karel Urbdnek best student paper award when presented at the
SPIE Advanced Lithography conference 2020.

97
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5.1 Introduction

As lithography techniques move towards smaller features, line-edge roughness
(LER) becomes an increasingly important parameter. Consequently, accurate
metrology of LER has generated plenty of interest in recent years [120-122].

LER is usually measured from top-down critical dimension scanning elec-
tron microscope (CD-SEM) images. As CD-SEM is a two-dimensional imag-
ing technique, the profile along the vertical direction is not easily accessible.
Most studies of LER metrology by SEM therefore ignore the 3D roughness pro-
file along the sidewall’s vertical direction. In this work, we will use the term LER
when referring to the roughness of the measured line profile in a CD-SEM image.
Sidewall roughness (SWR) will refer to the physical roughness of the on-wafer
profile.

SWR can be measured by, for example, tilted or cross-section SEM, or atomic
force microscopy (AFM). Thick resist films exhibit near-isotropic SWR after de-
velopment [123, 124]. Strong anisotropy is typically observed after etch [123,
125, 126]. Thin resists used for recent technology nodes show strong anisotropy
with striations in the vertical direction [127, 128].

The influence of SWR on CD-SEM images has been experimentally investi-
gated by Foucher et al. [124, 129] and Fouchier et al. [130, 131]. These experi-
mental studies show that 30 LER measured from CD-SEM can be significantly
less—by more than a factor 2—compared to the 30 SWR measured by AFM.
Fouchier et al. [130, 131] conclude that the LER measured by CD-SEM matches
the SWR measured by AFM very well, if the roughest upper layers of the feature
are discarded from the AFM data. However, it is likely that the SEM is most
sensitive to the upper layers, in which case figure 8 from [130] indicates the dif-
ference could be a factor 2.

Simulation studies have also been performed [91, 132, 133]. These studies
start with a known geometry and obtain corresponding CD-SEM images using
full electron scattering simulations. These simulation studies all confirm that
the measured 30 LER can be up to a factor 2 less than the true 30 SWR. How-
ever, none of them attempt to explain where this bias comes from, or how the
measured power spectral density (PSD) corresponds to the true physical PSD.

In this study, we model the most dominant effect for the bias between LER
and SWR, and show how the observed PSD is related to the physical PSD. We do
this by simulation. We generate line-space patterns with random rough side-
walls using a model PSD. We then obtain corresponding top-down SEM images
using a Monte Carlo electron scattering simulator. We find the measured LER
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Figure 5.1: Sketch of the line profile studied in this work. We start with a trape-
zoidal structure. The sidewalls are randomly displaced by a roughness model,
while the top and substrate remain flat. Also shown is our choice of coordinate
system and definition of sidewall angle a. In the main text, we only consider
lines with a = 90°. Different sidewall angles are used in section 5.6.1.

by extracting the contours from these images, computing the measured PSD
and subtracting the white noise floor. This unbiased measured roughness can
then be compared to the input roughness.

The method of generating random features, simulating a SEM image, and
extracting contours, is described in section 5.2. We first show results for the
simple case of no roughness in the vertical direction in section 5.3. In section
5.4, we move to isolated lines with 3D roughness. Dense line-space patterns are
studied in section 5.5.

5.2 Method

We study a pattern of lines and spaces in resist. We start with perfectly trape-
zoidal lines. The sidewalls of these lines are then modulated by random rough-
ness according to a model PSD (section 5.2.1). To guarantee that the geometry
never self-intersects, there is no roughness on top of the lines. The situation
is sketched in figure 5.1. We will study vertical sidewalls for most of this chap-
ter, but we will introduce a sidewall angle a < 90° in section 5.6.1. A situation
with roughness on top (but not on the sidewalls) will be studied in section 5.8.
A more complete study should include top and bottom corner rounding, and
have roughness everywhere on the structure.

We then use the simulator from chapters 2 and 3 to obtain the correspond-
ing SEM image. Contours are extracted from this image using a thresholding
method (section 5.2.2). The resulting measured power spectrum can then be
compared to the known input PSD.
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Our lines are 1024 nm long, with a grid spacing of Ay = 1 nm in the direction
alongtheline. The correlationlength in this directionis usually ¢ = 10nm unless
mentioned otherwise. The choice of Ay coincides with the pixel size of the SEM
images, which is 1 nm in both x and y directions. This was done to avoid any
aliasing effects. In the vertical direction, where we sometimes choose a smaller
correlation length, we used a grid spacing of Az = 0.5nm.

The resist lines are made of PMMA, the substrate is silicon. Assuming identi-
cal roughness parameters, we have performed the same study with silicon lines
on a silicon substrate. The results were very similar. This gives confidence that
the results are general: they are dominated by the geometry of the sample and
not material contrast. In reality, the roughness of resist (after development) and
silicon (after etch) features are very different, but it appears that the SEM re-
sponse to roughness is not very material-dependent.

5.2.1 Generation of rough features

We assume that sidewall roughness can be characterised as stationary gaussian
roughness. Such roughness can be quantified with the autocorrelation or au-
tocovariance function. A common choice for the autocovariance function is a
stretched exponential [134],

x 2a
R(x) = o%exp (— ‘— ), (5.1)

¢

where ¢ is the correlation length and «a is known as the roughness (or Hurst)
exponent. Instead of this stretched exponential, we will use the model of Palas-
antzas [135], which corresponds to the following autocovariance function:

21—H0.2

R(x) = —F(H)

2'sl2)

Ky (x) is the modified Bessel function of the second kind. If H = 1/2, this is
identical to the autocovariance of equation (5.1) with &« = 1/2. For H # 1/2,
equations (5.1) and (5.2) remain similar, with H taking the role of a. The main
advantage of Palasantzas’s choice is that the PSD has a known analytical form
for all roughness exponents.

The PSD in one dimension can be obtained by Fourier transformation of
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equation (5.2):

21—H0.2

PSD :food (=
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wlE) e

(5.4)

f is the spatial frequency, 1/wavelength. I"(x) is the gamma function.
The two-dimensional PSD can also be found from the autocovariance func-
tion of equation (5.2). To allow for different correlation lengths in the x and y

directions, we replace |x/¢| by \/(x/cfx)z +(y/§,)%

ol-H ;2 x 2 y 2 X 2 y 2
RO = T [(a) *(5)] K( (a) *(5))- 5)

The 2D PSD can be obtained by 2D Fourier transformation:

H/2

PSD(f,.f,) = f dx dy e~ 27043 R(x, y) (5.6)
ATHOEE,

= (5.7)
1+ @nf,E)2+ @nfE,)2

]H+1

For ¢, = £, this equation reduces to the original isotropic form in the work of
Palasantzas [135].

We use the method of Thorsos [136] to generate random rough sidewalls.
This method generates the Fourier transform of the sidewall by taking the am-
plitude from the desired PSD and randomizing the phase. The real-space side-
wall can then be found by an inverse Fourier transform. As explained by Mack
[137], the variance of the data produced by this method is biased compared to
the intended value. Additionally, because the roughness is periodic, the shape
of the PSD is biased if the length of the feature is on the order of the correlation
length.

The bias is small when Ax <« ¢ <« L, where Ax is the grid spacing, ¢ is the
correlation length of the roughness spectrum, and L is the total size of the do-
main. In the direction along the line, this requirement is automatically satisfied
by our choices of Ax, ¢ and L. In the vertical direction, however, it is often the
case that ¢ is close to L or larger. Our solution is to use the Thorsos method
to generate much higher sidewalls than required, and using only a section of
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the desired size. After this step, the generated PSD closely follows the intended
profile. Any remaining bias between the target and true 3c SWR is small, but
we subtract the mean and scale the amplitudes to guarantee that the 30 SWR is
exactly as intended.

5.2.2 Contouring method

A large variety of contouring methods is available in the literature. The reason
why this large variety exists is that a simple thresholding method is plagued by
robustness issues due to SEM noise. Filtering solves the robustness issue, but
filters along the direction of the line must be avoided because they inevitably
also affect the LER signal.

Alternative methods based on fitting reference linescan models [138, 139]
do not rely on filtering or a threshold, and work well even for very noisy images.
However, such methods assume that the linescan—and with it, the sidewall’s
vertical profile—is the same for every position along the line. The applicability
of these methods has not yet been proven for features with SWR, and therefore,
we do not use such a method.

We opted for a simple thresholding method, with minimal filtering to make
itrobust. We have set the threshold to 60% between the minimum and maximal
signal of every linescan. This value does not significantly influence our results,
unless the feature has a sidewall angle or the trenches are narrower than the
height of the lines. These situations are further discussed in section 5.6. We use
a 0 = 1 nm Gaussian blur in the direction perpendicular to the line. Since this
filter does not operate in the direction along the line, it does not affect the mea-
sured PSD as strongly as a parallel filter. Using simulated images with very low
noise as a benchmark, we have empirically determined that a ¢ = 1nm Gaus-
sian blur does not noticeably affect the measured PSD.

Despite this, the SEM signal in a linescan may cross the threshold multiple
times. Only when the slope is as expected (i.e. positive for a left edge, negative
for a right edge) do we consider a threshold crossing as a candidate for edge
detection. In the exceedingly rare case that there are still multiple candidates,
we select the one closest to the mean edge position.

Because this is a simulation study, we can make the noise levels in the SEM
images arbitrarily low. We have used 100 electrons per pixel, disabled Poisson
shot noise from the electron source, and excluded detector noise. This gives
images that are less noisy than those from a real CD-SEM. Due to higher noise
in real SEM images, and due to effects such as shrinking and charging, a more
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sophisticated contouring algorithm may be required for real SEM images.

We now have a set of measured edge positions, one for each edge in the im-
age. The PSDs for each of these edges can be determined and averaged. Though
the contouring method always finds a reasonable edge position, it remains sen-
sitive to statistical noise of the SEM. Assuming that the noise is uncorrelated
from pixel to pixel, this manifests itself as a white “noise floor”, which can be
subtracted from the measured PSD [122, 140].

If the noise floor is very low, the measured PSD is not always completely flat
at high frequencies. We measure the height of the floor by fitting the function

PSD(f)=af e +d (5.8)

on a log-scale to the highest half of the frequencies. The £~ term represents
the typical power-law behaviour at high frequencies. The e~/ * term accounts
for possible additional quenching of high frequencies due to the finite width of
the electron beam. d is the actual noise floor.

Though equation (5.8) makes a lot of assumptions about the shape of the
PSD at high frequencies, we only use this procedure to measure d. The value of
disnotvery sensitive to the exact form of the fit function, but we chose equation
(5.8) because it can be physically justified.

5.3 No vertical roughness

We first study the case without vertical roughness. We use the PSD of equation
(5.4) with ¢ = 1nm, ¢ = 10nm and H = 0.5. We study dense lines and spaces
with a 32 nm half-pitch.

The measured PSD, for an infinitely narrow electron beam with 300 eV land-
ing energy, is shown in figure 5.2a. It also shows the measurement of the noise
floor using the fit of equation (5.8). Figure 5.2b shows the same PSD, with the
noise floor subtracted. The measured PSD differs from the input PSD only in the
very high frequencies. This divergence is most likely due to uncertainty in the
noise floor measurement due to our choice of fitting function. We have run the
same simulation with different electron beam landing energies (300 eV, 800 eV
and 3000 eV), and with a smaller x-pixel size (0.5 nm). The results were practi-
cally indistinguishable from figure 5.2b. This implies that the high-frequency
divergence in figure 5.2b is not due to the electron scattering cascade or mate-
rial parameters.

In figures 5.2c and 5.2d, we use a more realistic Gaussian profile for the elec-
tron beam. The full width containing 50% of the current (FW50) is 3 nm, similar
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Figure 5.2: The input PSD (black curve) is compared to the PSD measured from
simulated SEM images (blue curves). There is no roughness in the vertical direc-
tion. The figures on the left show the measurement of the noise floor, the figures
on the right show the result after noise floor subtraction. In (a) and (b) the elec-
tron beam is infinitely sharp; in (c) and (d) the electron beam has a Gaussian
profile with 3 nm FW50. The dashed curve in (d) indicates the input PSD con-

volved with the SEM spot.
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Figure 5.3: Illustration of the projection model. An example 3D rough line is
shown. The contour of every slice of the geometry is projected onto the plane
above the feature (grey lines). The red lines follow the outermost extrusions of
the greylines. The projection model assumes that the SEM observes this red line.

to current CD-SEMs. The effect of this finite spot size is a suppression of the
PSD at higher frequencies. This can be modelled by convolving the PSD of the
line by the PSD of the spot. The blurring effect due to the finite spot size is a very
dominant effect.

Because the effect of a finite electron beam spot size can be modelled well
with a convolution, all future simulations in this work will be performed with
an infinitely sharp beam.

5.4 Isolated lines

We now also add roughness in the vertical direction according to equation (5.7).
For simplicity, we consider isolated lines first, before going to dense lines &
spaces in the next section. The energy of the electron beam remains 300 eV. The
effect of larger beam energies is investigated in section 5.7.

We will use the following simplistic model to understand the results. A typ-
ical SEM signal is bright when the beam lands near a sharp edge, because elec-
trons may escape from the side. We may expect that, when the beam lands on an
extrusion on the rough sidewall, the SEM signal is also very bright. This means
the SEM contour will go around all extrusions as seen from the top. We call this
the “projection model”, which is illustrated in figure 5.3.

Numerically, the projection model can be quantified by generating a ran-
dom 3D rough sidewall. Then, at each position along the line, the maximum
excursion in the vertical direction is taken. In this paper, we repeat this proce-
dure for a very large number of sidewalls and find the average PSD. We have not
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been able to find an analytical expression.

The projection model gives a vertical averaging effect. If the correlation
length in the vertical direction, ¢,, is very large, the structure looks like there
is no roughness in the vertical direction. Hence, the measured PSD will be sim-
ilar to the PSD of a single slice of the structure. If ¢, is very small, the projection
model averages over many correlation lengths in the vertical direction. Hence,
the observed mean edge position will shift outwards, and the roughness will be
less than that of a single slice. The amount of averaging depends on the num-
ber of correlation lengths in the vertical direction: scaling both the height of the
feature and ¢, by the same factor gives the same final result.

A typical SEM image of an isolated 3D rough line is shown in figure 5.4a. This
figure also shows the contours detected by the contouring algorithm, the true
contour of the top slice of the line, and the projection model’s contour. By eye,
itis already clear that the projection model predicts the SEM contour quite well.
Figure 5.4b shows a selected scanline from figure 5.4a. This confirms the effects
thatlead us to hypothesise the projection model. The SEM signal already bright-
ens for x < 16 nm (where the top of the line is), which is a well-known effect. The
signal remains bright in the range 16 nm < x < 19nm, where the electron beam
lands on the various extrusions of the sidewall. The edge detected by the con-
touring algorithm is therefore close to the outermost extrusion.

The accuracy of the projection model can be verified by comparing its pre-
dicted PSD to the measurement by the SEM. Such a comparison is shown in
figure 5.5. The agreement between the projection model and the SEM measure-
ment is excellent. The SEM measurement slightly underestimates the signal at
very high frequencies, similarly to the situation of figure 5.2.

It is clear from figure 5.5 that the measured 30 LER (given by the area below
the green curve), is biased significantly compared to the true 3¢ SWR (given
by the area below the black curve). This is consistent with the simulation and
experimental studies mentioned in the introduction [91, 124, 129-133].

Figure 5.6 shows the bias of measured 3¢ values for a range of ¢,/ h, where
h is the height of the feature. We have included the effect of the CD-SEM’s spot
size in this figure. The full SEM simulations were done with a Gaussian electron
beam spot. The projection model was convolved with the appropriate spot PSD
(asin figure 5.2). The agreement between the projection model and the full sim-
ulations is quite satisfactory.

Interpreted differently, figure 5.6 predicts that measured LER scales with
film thickness if the on-wafer SWR is constant. This is a pure metrology effect.
It is consistent with previous experimental observations [141, 142], where LER
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Figure 5.4: (a) Typical SEM image of an isolated 3D rough line. The contour de-
tected by the contouring algorithm (red curve), as well as the contour of the top
slice (purple) and the projection model (blue) are overlaid. The yellow horizon-
tal line marks a selected scanline, which is reproduced in (b). The black curve
represents the grayscale value of the SEM image. The positions of the top, pro-
jection model and SEM contour are shown as vertical lines. This is an 80 nm high
line with 0 = 1nm, cfy =¢,=10nm, and H =0.5.
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Figure 5.5: The input PSD of a single slice in the sidewall (black curve) is com-
pared to the PSD predicted by the projection model (blue) and the PSD mea-
sured by SEM (green). This figure was made for the same parameters as figure
5.4.
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Figure 5.6: Comparing the bias in 30 LER predicted by the projection model
(solid curve) to observation from SEM images for a range of heights (points). The
dashed line indicates the true 30 SWR. This figure was made for ¢, = 10nm and
H =0.5. A3nm FW50 Gaussian spot for the CD-SEM is included in these simu-
lations.

is seen to increase as resist thicknesses are reduced. It is possible that a similar
metrology component plays a role in those experimental studies, in addition to
any change in on-wafer roughness.

As shown by Verduin et al. [91], the correlation length measured by CD-SEM
is biased if there is roughness in the vertical direction. We quantify this effect
in figure 5.7a. According to the projection model, only the ratio ¢eqsured/Sy iS
biased: scaling ¢,, results in a scaling of the PSD to lower or higher frequencies,
while the shape is preserved. The bias in measured correlation length shows
an interesting trend. If there are many correlation lengths in the vertical direc-
tion (small ¢,/ h), the measured correlation length is significantly smaller than
the true correlation length in the horizontal direction. When the structure is
approximately two correlation lengths high, the measured correlation length
peaks at a larger value than the true correlation length in the horizontal direc-
tion. For large ¢,/ h, the situation becomes similar to the case when there is no
vertical roughness, and the bias disappears.

It can be seen in figure 5.5 that the projection model gives a lower Hurst
exponent than the input PSD. We quantify this bias in figure 5.7b. The bias is
almost linear, but it depends on ¢,/ h. As &,/ h approaches infinity, the absence
of vertical roughness should make the measured H equal to the input value. The
curves in figure 5.7b seem to agree with that trend.
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Figure 5.7: The bias in measured correlation length and Hurst exponent, pre-
dicted by the projection model. The horizontal axis in figure (a) indicates the
number of correlation lengths in the vertical direction; the vertical axis shows
the measured correlation length relative to the true correlation length along the
line. The horizontal axis in figure (b) indicates the true Hurst exponent; the verti-
cal axis shows the measured Hurst exponent. The lines are predictions from the
projection model, full SEM simulations are not shown.

We conclude this section by restating that the projection model predicts the
SEM contour and its PSD very well for isolated lines. The projection model fol-
lows from purely geometrical arguments. This makes it very simple to under-
stand and quantify. We did not attempt to find an analytical expression for the
projection model PSD, but it is computationally very cheap to find numerical
approximations by brute-force Monte Carlo simulation. This enables building
a large library to translate “projected PSDs” back to the true sidewall PSD.

5.5 Dense lines and spaces

We are now interested in the more common situation of a dense pattern with
50% lines and 50% spaces. An example SEM image is shown in figure 5.8.
Comparing figure 5.8 to figure 5.4, we observe that some parts of the sidewall
are darker in the dense line-space pattern. It is likely that electrons escaping
from lower layers of the structure are blocked by the neighbouring walls. As a
result, those deeper layers show up darker in the SEM image. Parts of the image
that are darker than the SEM contouring threshold are not considered part of
the line. Therefore, the projection model does not predict the SEM contour as
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Figure 5.8: Same as figure 5.4, with trenches between the lines. (a) shows a SEM
image with the true positions of the top slice and projection model overlaid, as
well as the contour detected using the image. (b) shows a selected line of the
image, marked by the horizontal yellow line in (a). The resist lines are 80 nm
high, trenches are 32 nm wide.

well as it did for the case of purely isolated lines.

We will now attempt to model this effect. Because the SEM image gets pro-
gressively darker for deeper layers, we may hypothesise that the contouring
threshold for the SEM image translates to a threshold depth in the actual resist
pattern. We may expect that all sidewall features above this depth become part
of the SEM contour. All sidewall extrusions below this depth are too dark, and
the contouring algorithm considers them part of the trench. Therefore, we will
investigate a “cutoff projection model”, in which we assume that the SEM con-
tour follows the projection model above a certain cutoff depth, which we need
to calibrate. A typical result is shown in figure 5.9. This result was obtained by
tuning the projection model’s cutoff depth such that its low-frequency PSD(0)
matches the measured PSD(0).

The match between model and measured PSDs in figure 5.9b is much worse
than in figures 5.2 and 5.5. High frequencies are much more suppressed in the
SEM image than the simple cutoff projection model predicts. The same is also
clear from the real-space figure 5.9a, where the cutoff projection model does
not follow the SEM contour very closely despite our efforts to match the PSDs.
This indicates that the cutoff projection model is too simplistic. This is unfor-
tunate, but not very surprising. There are other effects at play in the image for-
mation of a SEM. Sharp geometric contrast generally makes the image bright,
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Figure 5.9: (a) Same as figure 5.8a, but the light blue curve now shows the pro-
jection model with a cutoff at 30 nm depth. (b) Corresponding PSDs. The 30 nm
cutoff depth was chosen to match the measured PSD(0).

which is why the projection model works well. But the extrusions on the side-
wall, which are of the order 0 = 1 nm large in one direction, are smaller than the
interaction volume of the incoming electrons. Therefore, it is likely that the ex-
act brightness in the image depends on the local geometry of the sidewall and
not just the depth. Some features above our chosen cutoff depth may therefore
be darker than the contouring threshold, while some features below the cutoff
depth may be brighter. The relation between the measured PSD and the con-
touring threshold is discussed in section 5.6.

It is worth investigating under what conditions lines can be considered “iso-
lated enough” for the projection model (without cutoff) to be applicable. Fig-
ure 5.10 shows how the measured 30 values evolve as trenches become wider.
When the trench is wider than the feature height, the projection model predicts
the measured 3o value quite well. The projection model becomes worse as the
trenches get narrower than the line height.

5.6 Contouring threshold

Throughout this paper, we have used a contouring threshold of 60% between
the minimum and maximum of the SEM signal. This is a common choice in in-
dustry. Most of our results are not sensitive to the choice of contouring thresh-
old, except two situations.
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Figure 5.10: The bias in measured 30 LER as a function of trench width. These
simulations were done for 40 nm high lines, with ¢, = ¢, = 10nm and H = 0.5.

5.6.1 Sidewall angle

When there is a sidewall angle, the projection model works well for isolated lines.
One thing to note is that the contouring threshold should not be set too high.

Figure 5.11a shows a SEM linescan over a trapezoidal line edge without any
roughness. Figure 5.11b shows a SEM image of a line with a rough sidewall
(as illustrated in figure 5.1). Setting the contouring threshold too high puts the
contour on top of the sidewall rather than near the outermost edge. This also
makes it very sensitive to noise. High contouring thresholds should therefore
be avoided: not because the projection model fails, but also because the con-
touring algorithm becomes too sensitive to noise.

After doing many simulations, we conclude that the projection model works
well when the contouring threshold is 60% or less. Higher thresholds than 60%
are very uncommon in literature. For practical purposes, we conclude that the
projection model works not just for vertical sidewalls, but also when the line has
a sidewall angle.

5.6.2 Dense lines and spaces

Asdiscussed, lower layers of dense line-space patterns are darker in SEM images
due to a shadowing effect from neighbouring lines. This effect can be seen in
figure 5.8. By eye, it is clear that a lower contouring threshold will put the SEM
contour closer to the projection model. An obvious question now is whether
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Figure 5.11: SEM images of isolated trapezoidal structures, 40 nm high and with
an 85° sidewall angle. (a) SEM linescan over a structure without any roughness.
The shaded area represents the shape of the structure. (b) SEM image of an iso-
lated 3D rough line. The red and green curves show the measured contour lines
at different threshold settings. The roughness parameters are the same as in fig-
ure 5.4.

the projection model becomes more applicable as the contouring threshold is
lowered, and, if so, whether it is possible to find a threshold setting for which
the projection model can be universally trusted.

Typical PSDs are shown in figure 5.12 for various contouring thresholds. As
the contouring threshold is lowered, the measured PSD becomes more similar
to the projection model: the PSD at low frequencies decreases while the PSD at
high frequencies increases. However, even at a very low 20% contouring thresh-
old, the difference remains obvious. It is conceivable that an even lower con-
touring threshold will eventually match the projection model, but judging from
the trend in figure 5.12, this looks unlikely. Even if there is a very low threshold
for which the projection model is matched, this will not be a practically use-
ful threshold because such extreme contouring thresholds are very sensitive to
SEM noise. Therefore, we conclude that there is no practical threshold setting at
which the projection model becomes applicable for these very dense lines and
spaces.
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Figure 5.12: Measured PSDs for various contouring thresholds in a dense lines-
space pattern. Physical parameters are the same as in figure 5.9.

5.7 Energy dependence

The simulations in the previous sections were all done for 300 eV electron beams.
The projection model, which follows from purely geometric arguments, works
very well for this low landing energy. Higher landing energies lead to a larger
“interaction volume” in which the electrons scatter. The result is an effective
blur of the SEM image.

This effect is demonstrated in figure 5.13. It shows that increasing the land-
ing energy leads to a suppression of the measured power at high frequencies.
This effect is already significant at 1 keV beam energy.

5.8 Top roughness

Resist features have roughness everywhere, not only along the sidewall. The pro-
jection model predicts that roughness on the top of the resist does not influence
the measured LER. It is good to verify this.

We study resist lines with roughness only on the top, as illustrated in figure
5.14. The sidewalls are now flat, the sidewall angle is 90°. If the projection model
is correct, the SEM contour is pure white noise. The roughness on top of the
feature is described by the same PSD as before, equation (5.7), with ¢ = 1nm,
¢ = fy =10nmand H =0.5.

Simulation results are shown in figure 5.15. The figures on the left show con-
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Figure 5.13: The measured PSD for different landing energies of the electron
beam. All other parameters are the same as in figures 5.4 and 5.5.

Figure 5.14: Sketch of the line profile studied in section 5.8. We study lines with
perfectly straight and vertical sidewalls. The top of the resist is modulated by a
roughness model.
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Figure 5.15: Simulated SEM images and measured PSDs for features with rough-
ness on top of the lines only, as illustrated in figure 5.14. (a) and (b) are for iso-
lated lines; (c) and (d) for dense lines & spaces. The noise floor was not sub-
tracted from the measured PSDs in figures (b) and (d).

toured SEM images, the figures on the right show the measured PSDs. The noise
floor was not subtracted from the measured PSDs. The measured PSDs are al-
most flat, but not perfectly.

We may propose the following explanation. The top roughness is clearly
visible in the SEM images. Because of this, the brightness of the line edges is
also modulated. The brightness of the substrate is (on average) constant. The
bright parts of the edge push the measured contour slightly outwards, hence
the top roughness “leaks” into the measured LER. However, this effect is negli-
gible compared to the usual power contained in LER signals (cf. figures 5.2, 5.5,
5.9). We estimate that the total variance due to non-white noise in figure 5.15b
is 0.0014 nm?. In figure 5.15d, this is 0.011 nm?.

5.9 Conclusions

We have studied the influence of SWR on LER measured by top-down CD-SEM.
This was done by generating features with known SWR, simulating correspond-
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ing CD-SEM images and measuring LER from those images.

We have verified that the popular method of PSD analysis works very well if
the structures have no roughness in the vertical direction. The dominant factor
limiting the measurement of the true on-wafer PSD is the electron beam’s spot
size. This causes a blurring effect, suppressing the PSD at high spatial frequen-
cies.

If the structures are isolated and rough in the vertical direction, the CD-SEM
observes the outermost extrusion over the full height of the structure. This is
the case for PMMA lines on a silicon substrate as shown here, but we have also
verified this for silicon lines on a silicon substrate. This simple geometrical in-
terpretation is therefore not due to material contrast, and it is not sensitive to
details of the electron scattering process. It is therefore likely that this effect ex-
ists for arbitrary feature shapes. We have verified this explicitly for trapezoids
with a sidewall angle and lines with roughness on the top.

As a result of this projection effect, the PSD measured by the SEM is biased
significantly. Especially the 3o LER, which is often considered the most impor-
tant quantity, suffers heavily from this bias.

For dense lines and spaces, the situation is complicated by the fact that the
SEM is less sensitive to the lower layers. As a result, the measured PSD lies be-
tween the PSD of the top slice and that of the projection model. Empirically,
we have found that the projection model works well as long as the trenches be-
tween the lines are wider than the line height.

The ultimate goal of roughness metrology is usually to predict device per-
formance or statistical defects, not to measure the true SWR of resist patterns.
An interesting question is whether subsequent process steps (such as etch) un-
dergo a similar projection effect as top-down CD-SEM measurements. If that
turns out to be the case, a LER measurement by CD-SEM may be a good predic-
tor of device performance. However, this work shows that care must be taken
for dense line-space patterns (and most likely contact holes), because the SEM
is most sensitive to upper layers, which is unlikely to be the case for etch. Also,
if CD-SEM is used for benchmarking and improving resists, the full sidewall
roughness is an interesting quantity. We have shown that measured LER de-
pends on film thickness, highlighting the importance of benchmarking resists
under identical circumstances.






Chapter 6

What is missing in our simulations

Chapter 2 summarizes the current state of the art of electron-matter interac-
tion. In this chapter, we will revisit some of the major assumptions and approx-
imations which are present in the theory. In sections 6.1-6.7, we will discuss
these theoretical aspects and assess their importance. We will then discuss why
practical experiments and theory will never be in perfect agreement, even if the
theory is completely correct, in section 6.8.

It is not our goal to solve any of the issues presented in this chapter. Any
important effects that can be easily addressed are already part of our modelling.
This chapter lists inherent model uncertainties, effects that we do not know how
to model, and effects that have been modelled in literature but represent only
small corrections. While an effort has been made to present a comprehensive
list in this chapter, it is possible that some effects have been forgotten.

Before getting into the model details, it is worth emphasising one funda-
mental issue with this type of simulator. It addresses the problem in the wrong
direction, as we are fundamentally more interested in the inverse problem. In
reality, one has a sample of interest but doesn’t know what it looks like, and uses
an electron microscope to find out. The simulator works in a similar way: even
with perfect physical models, one must assume a full three-dimensional geom-
etry before the corresponding electron microscope image can be simulated. It
is unlikely that the sample’s full three-dimensional structural information can
be uniquely captured in a few two-dimensional images', hence we should not
expect to be able to make a model that can recover the geometry from an exper-
imental image.

If the sample is almost known, one may vary a limited number of unknown

'One can vary the electron beam energy, and obtain two images (SE and BSE) per exposure.
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parameters. This has been done before [17, 143], but such studies must deal
with uncertainties from three categories: imperfect modelling, imperfect as-
sumptions about the sample, and imperfect experimental conditions.

6.1 Optical data model

We will start with the optical-data model, which we use to describe inelastic
scattering. The mean free path is given by equation (2.34), which reads (in non-

relativistic form)
1
f dw f d—qu
nayE q

Here, a, is the Bohr radius, E is the electron’s kinetic energy, and g and w rep-
resent the transferred momentum and energy, respectively.

1

ATt = -
€(q,w)

. (6.1)

6.1.1 First Born approximation

In deriving equation (6.1), it was assumed that the material responds linearly to
the electron’s electric field:

D(qr (1)) = 606((1, (1)) E(qr (1)) (62)

Here, €(q, ) is the material’s dielectric function and E(q, w) is the “bare” electric
field from the electron.

Formally, this linearity assumption is equivalent to a first-order Born ap-
proximation [21]. Physically, the first Born approximation assumes that the in-
coming electron’s wave function is not substantially altered by the scattering
potential. This means that multiple scattering events in the same potential are
ignored, as well as the constant acceleration and deceleration the electron ex-
periences as it moves between atoms in the solid. As a rough guide, the first
Born approximation is valid when the electron’s energy is much greater than
the potential in which it is scattered, and it may break down at lower energies.
There is some debate in literature about the exact point where it starts to break
down. According to Lindhard [36, page 42], the Born approximation should be
valid down to the Rydberg energy (13.6 eV). He also gives two reasons why the
Born approximation may still work at even lower energies. First, the valence
electrons in the material screen the bare charge of the electron, so the effective
interaction is less strong than the bare Coulomb interaction between electrons.
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Second, the relevant quantity for interactions is the relative velocity between
the incident and valence electrons, which is at least on the order of the Fermi
velocity. Ritchie [21] further comments that the Born approximation is exact in
the case of Coulomb scattering, so we may expect it to be reasonable here as
well. A different lower bound is given by Tung et al. [23] and Mott and Massey
[144]. They say that, in practice, the Born approximation gives acceptably ac-
curate results when the energy of the electron exceeds seven times the Fermi
energy.

Given the discrepancy in literature, it is now time to see what the effect of
a second-order Born approximation would be. Tung et al. [23] give a mathe-
matical expression for the second order Born approximation. Figure 6.1 shows
the differential (with respect to energy loss) inverse mean free path, dA™! / dw,
for two energies in silicon. There are two curves: with and without the second-
order Born correction taken into account. The second-order Born correction is
negligible for a 500 eV electron, but has an appreciable impact at 100 eV. The
correction from the paper of Tung et al. 23], allows the final mean free path to
be negative. No mention is made of this in reference [23], but with the Penn
optical-data model and silicon as material, this turns out to happen at < 60eV.
Such behaviour is clearly unphysical, but it should be possible to correct for
this by taking higher orders of the Born series into account. Figure 6.2 shows
the impact on the mean free path.

6.1.2 Exchange effects

The dielectric function model, equation (6.1), does not account for exchange
effects between the incident and target electrons. At least two ways of taking
the exchange effect into account have been proposed.

One was proposed by Tung et al. [145]. They recognise that, in the limit of
high energy and high energy loss, equation (6.1) reduces to the non-exchange
part of the Moller electron—electron scattering cross section. They add two ad-
ditional terms, similar to the right-hand side of equation (6.1), such that the
resulting expression reduces to the exchange-corrected Moller cross section in
the high-energy limit. This approach is also used in the optical-data model of
Ashley [43], and by Tung et al. [23].

Ochkur [146, 147] performed a real quantum-mechanical calculation. He
uses the Born-Oppenheimer approximation, expanding it in terms of 1/E, and
using the leading term. This approximate result is different from that of Tung et
al. [145]. Both approximations have a qualitatively similar effect: the scattering
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Figure 6.1: The differential inverse mean free path (DIMFP), dA7!'/dw, for in-
elastic scattering in silicon. (a) is for a 100 eV electron, (b) is for 500 eV. The
horizontal axis indicates the energy loss, the vertical axis is proportional to the
probability. Two curves are shown, for the the first (solid) and second (dashed)
order Born correction. In (b), the curves are on top of each other.
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Figure 6.2: The inverse mean free path of an electron in silicon, for the first (solid
curve) and second-order (dashed) Born approximation. The mean free path for
the second-order Born approximation is cut off at 60 eV because the differential
inverse mean free path becomes unphysical below this energy.



6.1. Optical data model 123

rateisreduced, with the effect being strongest at low electron energies. Ochkur’s
approximation is used by Fernandez-Varea et al. [148].

The effect of both exchange corrections on the differential inverse mean free
path can be seen in figure 6.3. Similarly to the second-order Born correction,
the exchange effect is negligible for 500 eV electrons but is more significant at
lower energies. The corresponding mean free paths are shown in figure 6.4. The
exchange corrections of Tung and Ochkur are qualitatively quite similar over the
entire energy range. The exchange-corrected mean free path is about a factor 2
higher around 35 eV, but the difference is usually less. As we saw in section 3.6,
a factor 2 can have a considerable effect on electron yields.

6.1.3 Transverse component of electromagnetic field

The derivation of equation (6.1) assumes that the electron is non-relativistic.
This allowed us to approximate the problem as an electrostatic one: we worked
in the Coulomb gauge with the vector potential set to zero. This approximation
becomes invalid for relativistic electrons.

An expression including the transverse component is given by Ferndndez-
Varea et al. [149]. In a different article [150], authors from the same group state
that this can be safely neglected for particles with kinetic energies less than
0.5 MeV: much more than the energies we consider in this thesis.

6.1.4 Dielectric function is a tensor

We have not only assumed a linear relationship between the electric field and
the displacement field, equation (6.2), but we have also assumed that the di-
electric function is a scalar. This corresponds to the assumption of an isotropic
medium. In general, the dielectric function €(q, w) can be a tensor. This is most
likely acceptable when the material is polycrystalline or amorphous, but it may
be problematic in crystalline solids.

The generalised form of equation (6.1) that allows for a tensorial dielectric
function is given by Saslow and Reiter [151]. In practice, the full dielectric tensor
over a large energy range is often difficult to find. For the present discussion, we
shall limit ourselves to some typical values for interesting materials. These are
given in table 6.1. It seems that the anisotropy is often on the order of 10% or
less.
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Figure 6.4: The inelastic mean free path of an electron in silicon, without ex-
change correction (solid curve), with that of Tung et al. [145] (dashed) and with
that of Ochkur [146, 147] (dash-dotted).
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Table 6.1: Static (¢°) and high-frequency (¢*) values for the dielectric tensor.
These values were calculated using density functional theory by Sevik and Bu-
lutay [152].

€ =€y, €, e =€ €
SiO, (a-quartz) 4.643 4.847 2.514 2.545

SiO, (a-cristobalite) 4.140 3.938 2.274 2.264
SiO, (p-cristobalite) 3.770 3.770 2.078 2.078

Si0, (stishovite) 10.877 8.645 3.341 3.510
GeO, (a-quartz) 5.424 5.608 2.864 2.947
GeO, (rutile) 10.876 8.747 3.679 3.945
a-Al,O4 10.372 10.372 3.188 3.188
B-SizN, 8.053 8.053 4211 4.294
B-Ge;N, 8.702 8.643  4.558  4.667

6.1.5 The choice of model dielectric function

As discussed in section 2.4.4, we use a measured dielectric function in the opti-
cal (g = 0) regime, which is extended to g > 0 by fitting a model dielectric func-
tion. Each of these model dielectric functions comes with its own assumptions
and approximations. Most of these models are in good agreement when the
electron energy exceeds 100 eV, but their predictions diverge at lower energies.
The details are discussed in section 2.4.4 and summarised in figure 2.8.

6.2 Inner-shell excitation

We use a model for cold, isolated, neutral atoms in the gas phase to describe
inner-shell excitation. The calculations are from the LLNL Evaluated Electron
Data Library (EEDL) [59], released as part of the ENDF/B library [60] in 2018.

6.2.1 Intrinsic model uncertainties

The calculations underpinning EEDL have intrinsic uncertainties. The docu-
mentation states that the uncertainty is largest for low electron energies (near
the ionization threshold) and large atomic numbers.

Unfortunately, no explicit uncertainties are given. We can get a feel for the
uncertainty by comparing the calculated ionization cross sections in EEDL to
experimental measurement data. Figure 6.5 shows such a comparison for the
K shell of silicon (Z = 14). This shows good agreement between computed and
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experimental values, though the experimental values systematically appear to
be slightly higher. Figure 6.6 shows the same for the K and L shells of gold. Here,
the difference is significant: it can be a factor 2-3 in the energy range considered
here. EEDL comes closer to experimental data for electron energies higher than
those in figure 6.6, but those energies are not very interesting for us.

6.2.2 Solid-state effects

We use data for isolated neutral atoms to describe the inner shells of atoms in a
solid. For light elements, which have a clear separation between deep electrons
and valence electrons, this is unlikely to be a big problem. Valence electrons are
perturbed in the solid state, forming bonds between the atoms, but the inner
electrons are barely affected.

Let us take gold as an example: in its ground state, it has one electron in its
only unfilled (6s) shell. It seems that gold has one valence electron, and indeed,
compounds such as AuF and AuCl exist. However, because the energy differ-
ences between the outer shells are so low, it is quite easy for electrons to move to
different shells, and form compounds such as AuF; and AuCl;. A second point
is that these heavier elements also have “intermediate shells,” which are too
tightly bound to the core to form bonds, but still interact with other shells. To
illustrate this point, figure 6.7 shows the energy-loss function of gold with the
binding energies of all shells. At > 2keV binding energies, the inner shells show
up as sharp ridges in the energy-loss function, as expected for tightly-bound
electrons. There are also several “medium-bound” shells, whose contributions
to the energy-loss function appear as broad peaks. This indicates that these
shells “mix” with others to a large extent. It is possible that these shells are also
perturbed if the atom is part of a solid.

6.2.3 Free-electron gas model in the dielectric function

Inner shells are included in the dielectric function. This means that inner shells
are treated using optical data (photoionization) which is extended to nonzero
momentum transfers by a free-electron gas model (specifically, the Penn algo-
rithm [42]). Fortunately, small momentum transfers are the most important
thanks to (a) the factor 1/q in equation (6.1) and (b) the fact that Im[—1/¢] gen-
erally decreases for increasing g. It would, however, be more appropriate to
consider the valence electrons and the inner-shell electrons separately.

We now introduce the following model, which allows us to consider valence
and inner-shell electrons separately. We start with the energy-loss function of
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(d) L3 shells. Measurement uncertainties are as reported in the publications, the
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Figure 6.7: The energy-loss function of gold (solid curve), together with bind-
ing energies of all electron shells tabulated in EEDL (dashed vertical lines). The
energy-loss function was taken from [30, 31].

silicon, and “subtract” the inner shells by fitting a w3 power law to the optical
energy-loss function. The inverse third power is chosen because this is the large-
w limit of the free-electron gas model in equation (2.62). The result can be seen
in figure 6.8. Then we add the inner shells separately, using the cross sections
tabulated in EEDL.

The result, for silicon, is summarised in figure 6.9. Figure 6.9a shows three
mean free paths: that in our current model (dash-dotted curve), that when we
consider only the valence electrons with a free-electron gas model (solid curve),
and that of inner-shell ionization separately. The mean free path of inner-shell
ionization is much longer than that of valence electron excitation, meaning that
it is a much less likely type of event. Because inner-shell excitation typically
involves much larger energy transfers than valence excitation, it does have an
important contribution to the overall stopping power. This can be seen in figure
6.9b, which shows the stopping power of the same three models.

If the Penn model described inner-shell excitation perfectly, we would have

-1 _1-1 -1
Asimulator - /lcore + Avalence (6'3)
Ssimulator = Score + Svalence’ (64)

where 17! is the inverse mean free path and S represents stopping power. Fig-
ures 6.9c and 6.9d indicate how much deviation there is by plotting the ratios
gk aior! Qeore T Atence) — 1 @0d Sgimutator/ (Score + Svatence) — 1, Tespectively. We
can see that the Penn model gives the correct inner-shell mean free path to
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within a few percent. However, the stopping power is significantly overesti-
mated, by up to approximately 20%. This implies that the average energy loss
per event is not described very well by the Penn algorithm.

We remind the reader of the current method we use for inner-shell excita-
tion, as described in section 2.5.3. The mean free path is determined from the
Penn model with inner shells included. Then, we choose whether or not ioniza-
tion occurs by considering the relative ionization cross sections of valence elec-
trons and inner-shell electrons as tabulated in EEDL. According to figure 6.9c, it
may also be appropriate to use the absolute cross sections for inner shells from
EEDL here, ignoring the valence electrons in EEDL. Then, we use the energy
loss from the Penn model. According to figure 6.9d, it may be better to use the
energy loss distribution from EEDL instead.

6.3 Low-energy elastic scattering

We use a combination of Mott scattering (at > 200eV) and electron-acoustic
phonon scattering (< 200eV). These are described in detail in sections 2.6 and
2.7.

Itis well known that electron—acoustic phonon scattering describes conduc-
tion phenomena very well. At the Fermi level, the contribution of Mott scatter-
ing must therefore be negligible. In particular, it must be less than what ELSEPA
predicts. Conversely, it is also well established that Mott scattering provides an
accurate description in the high-energy case. The phonon mean free path must
therefore become negligible at these energies, but in practice that does not hap-
pen.

For this reason, it makes sense to use a phonon model at low energies, then
smoothly “turn it off” at intermediate energies and transition to Mott scatter-
ing at high energies. Unfortunately, it is unclear where this transition region
should lie. There is also no clear physical reason why electron-phonon scat-
tering should “turn off” at the same rate as Mott scattering should “turn on”,
but to avoid the extra complication, we are now going to assume that this is
the case anyway. The inherent model uncertainty in Mott scattering becomes
large around 100-200 eV, see figure 2.10. This is one of the reasons why Kieft
and Bosch [10] chose this energy region to transition between the two models.
The other argument was that at 100 eV, the electron’s De Broglie wavelength,
A = hl/\/2mE, is on the order of the interatomic distance. Typical lattice con-
stants are on the order of 54, and the shortest interatomic distance can be a
bit less than that. Using the “vacuum” electron mass (not the effective mass),
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the De Broglie wavelength works out to 1.2 A at 100eV and 1.7 A at 50 eV. It is
therefore possible to move the transition region from 100 eV to lower energies.

There is also a physical reason to do so. Consider the inelastic mean free
path of silicon in figure 2.8a. Its minimum is 4 A at 50 eV for the Penn model, and
3 A at that energy for the Mermin model. The phonon model assumes that the
electron’s wave function looks like a plane wave that is several lattice constants
long. But because the inelastic scattering mean free path is also on the order of
the lattice constant, it is doubtful that this condition is satisfied at 50 eV. It may
make more sense to use Mott scattering in the 50-100 eV region. Though Mott
scattering also uses the invalid assumption that the electron is a plane wave far
from the scattering centre, at least it does not hinge on the assumption that the
wave packet is coherent over interatomic distances.

We perform the following sensitivity study. Instead of transitioning from
phonon and Mott scattering between 100-200 eV, we choose two different tran-
sition regions. Results are given in figure 6.10. We follow the conventional exper-
imental distinction between secondary electrons (SEs) and backscattered elec-
trons (BSEs). In the discussion below, we shall distinguish between the terms
“SE” and “secondary electron”. The term SE shall refer to a secondary electron as
itis historically known in an experimental context, that is, any electron with less
than 50 eV at the time of detection. A secondary electron shall refer to an elec-
tron which is liberated from the solid by a primary or a backscattered electron.
A secondary electron may have more than 50 eV of energy, though this is un-
common. We could make a similar distinction between BSE and backscattered
electrons, but this is not necessary for the purposes of the following discussion.
BSEs are all electrons that have more than 50 eV at the moment of detection.

The BSE yield is barely affected by the choice of the low-energy elastic scat-
tering mechanism, as expected. Note, though, that the BSE yield has a “shoul-
der” at < 200eV beam energies when the transition region is in the 100-200 eV
range. This feature is a direct consequence of our artificial transition between
phonon and Mott scattering. It is unlikely to show up in real experiments. The
“step” in SE yield at 50 eV is due to the fact that backscattered electrons are clas-
sified as SEs when the beam energy is less than 50 eV.

We explain the shape of the SE yields with the following model. SEs escape
the material from a thin (few nm) surface layer. At very low beam energies, pri-
mary electrons suffer substantial deflection within this surface layer. Coupled
to a short inelastic mean free path, this means that every primary electron cre-
ates multiple secondary electrons within the surface layer. A higher beam en-
ergy means that more secondaries can be created, and the SE yield rises. When
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Figure 6.10: (a) secondary electron and (b) backscattered electron yields. The
region in which we transition between phonon and Mott scattering is varied.

the beam energy rises further, the inelastic mean free path increases and the
deflection from both inelastic and elastic events becomes increasingly forward
peaked. The SE yield then reaches a maximum as primary electrons lose most of
their energy below the surface layer, in a region from which secondary electrons
cannot escape. At high beam energies, the primary and backscattered electrons
pierce through the surface layer without being deflected much at all, creating
at most one secondary electron on their way through. In this region, we expect
the SE yield to be inversely proportional to the inelastic mean free path of the
primary electrons, and this is indeed the case.

The fact that the SE yield is slightly higher at high energies for the “Mott only”
curve is due to the fact that Mott scattering has a slightly larger transport length
than phonon scattering at low energies. The escape layer for SEs is therefore
thicker when Mott scatteringis used at all energies. This is also why the energy of
maximum yield shifts up. To explain why the yield at lower beam energies also
goes down, we need to mention the fact that most secondary electrons, after
being created, undergo one or more inelastic scattering events before leaving
the material. This was already discussed in section 3.3.1, where we saw that
the majority of SEs are actually tertiary (or higher order) electrons. Because
electrons have a longer range of travel, they can escape the material more easily,
but the competing effect is that they can’t create tertiary electrons as effectively.
The net result, in this case, is that the SE yield goes down.
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6.4 Wave and band structure effects

We have assumed that the electron behaves like a classical point particle, with a
well-defined position and momentum, moving through a homogeneous “soup”
of material. In reality, the electrons are quantum-mechanical wave packets
which are affected by the material’s (crystal) structure. Two physical effects are
left out because of this: the band structure and diffraction of the electrons.

6.4.1 Band structure effects

We have assumed a very simple band structure model: electrons are forbidden
from having an energy in the band gap, but they behave as free electrons oth-
erwise. In a real solid, there is a complex relationship between the energy and
momentum of the electron.

The theory behind Mott scattering uses the vacuum dispersion relation be-
tween the electron’s energy and momentum—using the vacuum electron mass
and not the effective mass. Similarly, the central quantity in the dielectric func-
tion formalism is the electron’s velocity, which is converted to energy using the
vacuum dispersion relation. The result is that the mean free path, which we
tabulate as function of energy, is “read off” at the incorrect position.

6.4.2 Electron diffraction

In areal crystalline solid, electrons may diffract. This effect is used, for example,
in transmission electron microscopy (TEM) or low-energy electron diffraction
(LEED) experiments.

It should be noted at this point that electrons, being fermionic, cannot in-
terfere with each other as photons do. An electron in a diffraction experiment
must be coherent with itself [157], that is, it is one particle with a very broad
wave packet. The electron wave must be broader than the unit cell of the atoms
in the sample for diffraction to be significant. Such states can be prepared by
keeping the opening angle of the beam small—in other words, by choosing a suf-
ficiently small aperture. This is what happens in TEM and LEED experiments.
SEM applications operating at the resolution limit must use small apertures and
therefore feature coherent beams too. CD-SEM is such an application, but as it
is rarely used with crystalline surfaces, diffraction is unlikely to be a prominent
effect. Many other SEM applications use a larger opening angle to increase the
current that reaches the sample, thus making the beam less coherent.
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For the incident beam, then, it is usually clear whether diffraction can be ne-
glected. What is unclear is what happens after an inelastic scattering event: it
is possible that the degree of coherence after an inelastic event can be enough
for diffraction to take place. Diffraction after a scattering event would not be
immediately obvious in an experimental setting as the electron’s direction is
random. It may represent an additional elastic scattering mechanism that we
have neglected so far.

6.5 Other bulk effects

6.5.1 Bremsstrahlung

Bremsstrahlung refers to the radiation emitted as the electron is decelerated.
We might perform a very rough estimate concerning the strength of this effect
by considering the stopping power, which is given for silicon in figure 2.8b. The
acceleration, a, is related to the stopping power S by a = —S/m, where m is the
electron mass. We ignore the fact that the electron slows down in discrete events
and pretend it happens continuously. The power radiated by Bremsstrahlung
can then be computed from the Larmor formula,

e’a’®

= oregcd’ (6.5)
Here, e is the electron charge and c is the speed of light. Typical numbers for
the stopping power are S = 50eVnm™' at E = 100eV. The Larmor formula then
states that an additional 5 x 10~ eVnm™" are lost to Bremsstrahlung: a negligi-
ble amount.

The above is not a very good estimate, as the discrete nature of events means
that the instantaneous acceleration is much higher. The radiated power is there-
fore much higher as well. More accurate numbers can be found in EEDL. The
total scattering cross section and stopping power due to ionization (which is
present in the simulator) and due to bremsstrahlung are given in figure 6.11.
The bremsstrahlung effect is negligible compared to ionization for the energy
range of interest.

6.5.2 Defects

In a crystalline material, all kinds of defects (vacancies, interstitials, impurities,
dislocations) can form scattering and trapping sites.
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Figure 6.11: (a) cross sections and (b) stopping power of bremsstrahlung (solid
lines) and ionization (dashed) taken from EEDL for silicon.

In a metal, the amount of scattering due to impurities and dislocations can
be measured for Fermi-level electrons as the so-called residual resistance. At
room temperature, scattering due to phonons usually dominates. If the tem-
perature is then lowered, the amount of phonon scattering is decreased, and the
concentration of vacancies and interstitials decreases. The remaining amount
of resistivity is due to impurity and dislocation scattering®. As phonon scatter-
ing usually dominates near the Fermi energy at relevant temperatures, scatter-
ing due to defects is usually ignored in Monte Carlo simulations.

Another effect comes into play in semiconductors. Impurities are classified
as electron donors or acceptors depending on their valence relative to the rest
of the solid. A similar classification exists for vacancies and interstitials: vacan-
cies usually act as acceptors and interstitials act as electron donors. While a
pure semiconductor has no allowed states in the band gap, defects provide ad-
ditional states which lie in the band gap. When unoccupied, such states form
traps which can capture electrons from other energy levels. Defects in semicon-
ductors can also act as scattering centres just like they do in metals.

In addition to point defects discussed above, there are also macroscopic im-
perfections: dislocations and grain or phase boundaries. These act as additional
scattering sites and can also form trap states in the band gap.

Generally speaking, the probability to trap or scatter electrons with defects
decreases when their energy increases [74]. For the hot electrons we are dealing

*This discussion disregards superconducting materials.
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with here, it is therefore most likely acceptable to ignore these effects.

6.5.3 Polaronic trapping

When an electron moves through a solid, the material polarizes and slows the
electron down. The combination of an electron and its polarization cloud is
called a polaron [158]. The polaron may form a trapping mechanism which is
most effective at low energies.

Ganachaud and Mokrani [58] have proposed an empirical polaron trapping
model, with a mean free path given by

At =25tevE, (6.6)

E is the energy of the electron, 1, and y are empirical parameters that are fitted
to simulation results. This model was also used by Dapor et al. [11, 159, 160].
This model arises from no other consideration than that it should be highly ef-
fective at low energies and highly ineffective at high energies. It is assumed that
the electron loses all kinetic energy in the event of being trapped.

Intuitively, one may expect that polaron trapping is already present in the
dielectric function model. The model of Ganachaud and Mokrani behaves very
differently than the dielectric function model, though. The mean free path from
the dielectric function model tends to infinity for low energies, while the po-
laron trapping model has a finite mean free path even at zero kinetic energy.

Ganachaud and Mokrani [58] use A, = 1nm and y = 0.25eV"'. Dapor et al.
[11, 159, 160] use similar values for A, but notably lower values for y, in the range
0.085-0.16 eV, Inall cases, the trapping mechanism suppresses the secondary
electron yield significantly, because most of the secondary electron yield con-
sists of electrons only a few eV above the Fermi level.

6.5.4 Delocalised secondary electron excitation

We currently assume that secondary electrons are created at the exact position
where the primary electron lost its energy. In reality, most secondary electrons
are created by plasmon decay, which may propagate before decaying.

We estimate the group velocity of a bulk plasmon using equation (2.59),

dw 3Vf
=—=—q. 6.7

vr and w,, are the material’s Fermi velocity and plasmon energy, respectively.
The maximal value of ¢ is given by the point where the plasmon dispersion line
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intersects the region of single excitation in figure 2.7. Plasmons with higher g
decay almost immediately due to Landau damping. For a free-electron gas with
hw, =17V, the maximal value of g is 11 nm~! and the corresponding group
velocity is 6.2 x 10° ms™".

The lifetime of a plasmon can be estimated from the width of the plasmon
peak. Abril et al. [48] use y = 4.245¢eV for the width of the plasmon peak in sili-
con, which leads to alifetime of 7i/y = 1.5x107'®s. Combined with the group ve-
locity found above, we find that plasmons in silicon travel a maximum of 0.9 nm.
This is a significant number, though it must be emphasised that it is an upper
bound. Plasmon excitation with lower values of g is much more likely, thanks
to the fact that the energy-loss function Im[—1/¢] decreases for large g and the
factor 1/q in equation (6.1).

6.6 Interface effects

6.6.1 Shape of the work function potential

We have assumed a simple step function potential at the material boundary
(section 2.3). This led to a quantum-mechanical transmission probability, even
when the electron has enough energy to escape the material. It is likely that the
actual potential seen by the electron is smoother than a step function. We may
expect that a smoother potential will lead to a larger transmission coefficient.

For example, Villarrubia er al. [17] replace the step function potential by a
logistic function,

AU

1+ e x/w’
where AU is the height of the barrier and w is the width. This leads to the fol-
lowing reflection coefficient:

Ux) = (6.8)

R- sinh? (mw (k, - k,))
~ sinh? (w(k, + k)

(6.9)

k, = V2mEcos?0/h and k, = \/2m(E cos20) — AU /h are the electron wave
numbers before and after the barrier; 0 is the angle of the electron with respect
to the surface normal before it reaches the boundary. When AU > E cos? 0, only
reflection is possible. If the characteristic width w is small, this reflection coef-
ficient reduces to the step potential case. In the limit that w tends to infinity,
this becomes a classical barrier.
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Unfortunately, it is not a priori clear what the width w of the barrier should
be. It is most likely on the order of the size of a single atom, that is, about 1 A.
We may get a feel for the importance of this barrier by considering the extreme
case in which w — oo, that is, by using a classical barrier. The resulting yields
(for silicon) can be seen in figure 6.12. The SE yield is increased by 30% for all
incident energies, the BSE yield is unaffected. A linescan over a 40 nm wide and
40 nm high silicon line on a silicon substrate can be seen in figure 6.13. The
shape of the linescan is barely modified. The width of the edge blooming ef-
fect, measured in the same way as in section 3.6.2, becomes slightly larger. It
is 2.73 nm in case of a sharp quantum mechanical step and becomes 2.93 nm
when a classical barrier is used.

6.6.2 Alignment of Fermi energies

When two materials are placed into contact, their Fermi levels align. The elec-
tronic structure locally changes and band bending occurs.

For simplicity, we will now consider two metals placed into contact. There
are two effects which are ignored in our simulations. They are both illustrated
in figure 6.14.

First, the potential barrier between materials is altered. The current models
take the vacuum level as a constant. When an electron enters or leaves a ma-
terial, it crosses a potential barrier U = F + @, where F is the material’s Fermi
energy and @ is the work function. When it moves from material 1 to material 2,
because its energy with respect to the vacuum level must not change, the elec-
tron crosses a barrier equal to AU = U, — U, = F, — F, + ®, — ®,. However, if the
Fermi levels are aligned, this barrier should be equal to F, — F,.

The second effect is closely related. In order to maintain energy balance,
there must be an electric field outside the material when these two materials are
placed into contact. This electric field accounts for the difference in work func-
tions between the materials. Electric fields are currently not implemented in
the simulator. If they are implemented in the future, it would be best to change
the boundary crossing mechanism to reflect the situation of figure 6.14b.

6.6.3 Surface states

In an ideal, infinite crystal, the energy eigenstates of electrons are Bloch waves.
If the crystal has a surface, two kinds of states are possible. The first type is sim-
ilar to a Bloch wave inside the crystal, but exponentially decays on the outside.
The second type is a surface state, localised at the edge of the crystal. Passing
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Figure 6.12: (a) secondary electron and (b) backscattered electron yields of
silicon. We use a quantum mechanical step barrier and a classical (infinitely
smooth) barrier at the interface to obtain the transmission coefficients. The bar-
rier energy U = 12.48 eV (see appendix A).
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Figure 6.13: Linescan of an isolated 40 nm high and 40 nm wide silicon line on
a silicon substrate. The feature is centered around x = 0. The electron beam is
infinitely sharp and has a 500 eVlanding energy. The intensity on the vertical axis
is derived from the emitted secondary electrons. We use a quantum mechanical
step barrier and a classical (infinitely smooth) barrier at the interface to compute
the transmission coefficients.
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Figure 6.14: Relative positioning of bands. Two metals are placed in contact with
each other, the vertical axis represents the energy. F,, and ¢, , represent the
Fermi energy with respect to the bottom of the band and the work function, re-
spectively, for each material. (a) represents the current simulator, in which the
vacuum levels are aligned. (b) represents the situation when the Fermi levels are
aligned. AU is the jump in inner potential that an electron experiences when
moving between two materials. In situation (b), an electric field with potential
A® is set up outside the materials.

electrons may be trapped in such surface states, which we have ignored in this
thesis.

Another, more practical issue is that clean crystal surfaces are usually chem-
ically unstable. Most metals and semiconductors form oxidation layers on their
surface when exposed to air. Because surface traps due to dangling bonds can
severely reduce device performance, silicon wafers are often terminated with
hydrogen in the semiconductor industry. Surface termination can significantly
influence the work function and the amount of band bending [161, 162] and
can therefore have a substantial impact on the emission of secondary electrons.
There are two related issues here: is it possible to model how the surface in-
fluences electron scattering, and are experimental conditions sufficiently con-
trolled that the surface really is what we expect it to be?

6.7 Electron-electron interaction
The electrons in the simulation are assumed to be independent from each other.

In reality, their charges will repel each other, leading to, amongst others, charg-
ing effects. The theoretical work of Cazaux [163-165] must be mentioned in this
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Figure 6.15: The time it takes for an electron to slow down to 50 eV, as function
of its initial energy. The material is silicon, the model used is Penn’s algorithm.

regard. Several authors have integrated charging into a Monte Carlo framework
[17, 166-169]. Here, we will limit ourselves to a brief description of the physics
involved, ignoring the technicalities of the implementation.

6.7.1 Interaction with residual charge from previous illumination

When an electron lands on a sample, it may be influenced by the charge distri-
bution left behind by previous electron cascades.

In most practical situations, we may assume that the previous cascade has
finished scatteringlong before the next electron in the beam reaches the sample.
Figure 6.15 shows the time it takes for an electron to slow down from a given
starting energy to 50 eV. This was computed from the stopping power in silicon
(figure 2.8b). The stopping time is computed as

B 1
tzf P ap 2 (6.10)
50eV 2E S(E)

where m is the electron mass, S(E) is the stopping power as function of energy
and E,, is the starting energy. An electron cascade usually endsin 1x107'¥s. The
highest beam currents seen in most SEM applications are on the order of 10 nA,
which corresponds to one electron every 1 x 10™!! s on average.

If the sample is conductive, the residual charge can be screened out over
short distances, it is easy for the charges to recombine and any charge imbal-
ance (if the electron yield is not equal to one) is easily replenished. If the sam-
ple is nonconductive, the residual charge from all previous cascades cannot be
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screened effectively, and the Monte Carlo cascade is affected by the resulting
electric field. This diffusion timescale is much longer than the timescale of the
Monte Carlo cascade [170], so the residual charge may be considered static for
the duration of a single electron cascade.

6.7.2 Interaction with secondary electrons from the same cascade

While electrons from successive cascades are not simultaneously active, the
same cannot necessarily be said of electrons that are part of the same cascade. If
a secondary electron is created by direct impact from a primary electron, these
electrons may briefly be very close together. This does two things: first, it in-
troduces an additional repulsive force between the two; second, the existing
scattering mechanisms (such as dielectric function scattering) may behave dif-
ferently.

The distance that two electrons need to be apart for them not to influence
each other can be estimated by the Thomas-Fermi screening length. It is given
by

1/3
LE=kh=—(2) .
Ay

(6.11)
/4
In silicon, n = 2 x 102 cm™ and Ly = 0.5A.

Most secondary electrons are not created by direct ionization but by plas-
mon decay, which gives the primary electron time to move away. As discussed
in section 6.5.4, the lifetime of a plasmon in silicon is on the order of 1.5x 107® s.
An electron with 100 eV travels almost 6 A in that time, much more than the
screening length. Metals usually have sharper plasmon peaks, corresponding
to a longer lifetime. The plasmon will also move before it decays (see section
6.5.4), most likely in a different direction than the primary electron.

It is also possible for electrons to get close to each other randomly, after sev-
eral scattering events, but the probability of this happening is very low.

6.7.3 Dynamics of residual charge

Residual charge from previous cascades may diffuse on a much slower time
scale. Raftari et al. [170] have developed a very sophisticated drift-diffusion-
reaction model which attempts to describe most of the electron cascade as a
diffusion process. The Monte Carlo method should be more accurate at high en-
ergies, but such a diffusion model could very well describe the slow time-scale
dynamics of residual charges without enough energy to escape the sample.



6.8. Experimental issues 143

If the electric field becomes very strong, dielectric breakdown is also possi-
ble. This phenomenon has been well studied from a theoretical perspective [83].
It has also been implemented in Monte Carlo models [167], under the assump-
tion that the breakdown represents an instantaneous rearrangement of charge
that does not influence the “microscope electrons”. It is unclear how accurate
the assumption is, as dielectric breakdown in devices can last several nanosec-
onds [171].

Dielectric breakdown may also damage the material, locally changing its op-
tical properties and therefore changing the inelastic scattering of electrons. This
effect appears to have been ignored in Monte Carlo simulations so far.

6.8 Experimental issues

The previous sections discuss difficulties that are inherent in the theory. There
are also problems on the experimental side. One problem lies with the input
data for the model: parameters such as the optical dielectric function or the
speed of sound are obtained experimentally, each with their own inherent un-
certainties. Additional problems arise due to the fact that we are trying to mimic
a real electron microscope, but a real electron microscopy application is never
perfect. We discuss these issues in this section.

6.8.1 Native oxides

Many materials of interest oxidize when exposed to air. This native oxide is
rarely cleaned off before inspection with an SEM, which means there is usually
an oxide layer with an unknown thickness on the sample.

We estimate the contribution of native oxides by simulating electron yields.
These are shown in figure 6.16: the substrate is silicon and the oxide layer is SiO,.
SEs are all detected electrons with an energy less than 50 eV; BSEs are all others.
The SE yield, which is known to be sensitive to the surface condition, is substan-
tially altered by a layer of SiO,. The absolute value is increased considerably
and the energy of maximal yield shifts upwards. The difference in BSE yields
is less significant. A more detailed analysis (not shown here) indicates that the
difference in BSE yields is mostly due to high-energy secondary electrons with
energies in the 50-200 eV range.
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Figure 6.16: (a) secondary electron and (b) backscattered electron yields. Solid
curves are clean silicon; the dashed and dash-dotted curves have a thin layer of
SiO, added on top.

6.8.2 Surface contamination

An electron microscope does not have a perfect vacuum. In fact, most SEMs
only achieve a high vacuum of around 1 x 107%-1 x 10~ mbar. Hydrocarbon
contamination from the chamber may adsorb to the surface of the sample. The
sample itself may also be a source of hydrocarbons, which it may have acquired
during preparation, storage or transfer. These hydrocarbons may be dissociated
by electron irradiation—either from the primary electron beam or by secondary
electrons escaping the sample—and stick to the surface.

As surface contamination often mostly consists of carbon, we perform a sim-
ilar study as for native oxides, using graphite as the surface layer. The results can
be found in figure 6.17. In these simulations, the graphite affects the secondary
electron yield much less significantly than the oxide layer. While SiO, seems to
enhance the SE yield, graphite appears to suppress it a little bit.

6.8.3 Sample damage

Many interesting samples can be damaged by electron irradiation, due to sev-
eral effects [172].

The first effect we discuss is direct damage to the sample due to inelastic
scattering. This is primarily a problem in organic compounds: molecules are
excited or ionized by an inelastic event and chemical bonds are broken. The
molecule may then change shape or diffuse out of the material. A related phe-



6.8. Experimental issues 145

(b)

—— No contamination

=== 1nm graphite
==+ 2nm graphite
0.0 T 0.00 T
10 10 108 10* 10! 102 10 10*
Beam energy (eV) Beam energy (eV)

Figure 6.17: (a) secondary electron and (b) backscattered electron yields. Solid
curves are clean silicon; the dashed and dash-dotted curves have a thin layer of
graphite added on top.

nomenon is desorption induced by electronic transitions [173], in which repul-
sive electronic states are directly induced in surface molecules. Photoresists, for
example, are known to shrink substantially when exposed to an electron beam
(174, 175]. Verduin [12, figure 2.19] has shown that this effect is significant at
very low electron doses on the order of 1 electron per nm?.

A second effect is sample heating. A small amount of the energy from the
incoming electron beam leaves the sample in the form of escaping electrons.
Most of this is carried away by backscattered electrons, which usually consist of
20-50% of the incoming beam, depending on the sample material. The rest of
the energy is deposited in the sample as heat. In scanning electron microscopy
applications, this effect is a few kelvin at most if the beam is stationary [95] and
less if the beam scans. Thin samples, in which the heat can only dissipate in two
dimensions, may suffer from more heating.

When an electron scatters elastically, for example due to Mott scattering in
our simulator, it is deflected. Due to momentum conservation, a small amount
of recoil energy must be transferred to the atom with which the scattering took
place. This is usually a very small amount, but in some cases it can lead to the
atom being displaced. The energy required for displacing an atom is smallest
on the surface. In practice, this effect is only seen in transmission electron mi-
croscopy, where primary electrons have very high (1 x 10? keV) energy. As most
momentum transfer takes place in the direction of the incident electron, the
back side of a sample in a TEM may suffer from this effect, where it is known as
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sputtering.

In experimental conditions, damage is sometimes reduced by applying sur-
face coatings to act as a barrier preventing the escape of volatile elements. Con-
ductive surface coatings are also used to mitigate the effects of charging. Sam-
ples in transmission electron microscopes are sometimes cooled to liquid nitro-
gen temperatures. This is also found to reduce damage, most likely due to the
reduced mobility of atoms.

6.9 Discussion

The previous sections discuss inherent model uncertainties, effects that have
been modelled in literature but represent only small corrections, and effects
that we do not know how to model within the context of our Monte Carlo simu-
lator. We have made an effort to quantify the importance of these effects where
possible. The question now arises which topics should be addressed first in a
follow-up study.

For the purposes of scanning electron microscopy, it is probably unrealis-
tic to expect an exact match between simulation and experiment. Figures 6.16
and 6.17 show the uncertainties in electron yields due the presence of oxides
and carbon contamination. These factors are not controlled in experimental
situations, and the uncertainties due to these exceed the inherent model uncer-
tainties, see figure 3.10, considerably. That does not mean it is unnecessary to
improve the modelling side. In order to model charging effects correctly, it is
important to get the charge balance right. This is not just the yield, which repre-
sents the overall charge of the sample, but also the positions of all charges which
set up the electric field. The range that secondary electrons can travel could be
an important factor here.

The most significant model uncertainties remain in the < 100eV energy re-
gion. The most low-hanging fruit we have seen is the incorporation of exchange
effects, which can cause up to a factor 2 discrepancy in the inelastic mean free
path. We have seen two approximations in literature. At present, there is not
much reason to prefer either one of them over the other, but they give broadly
similar results anyway. It could also be very interesting to give higher-order
Born approximations a closer look. The second-order approximation produces
unphysical results at low energies in our example. Higher orders should be
taken into account to correct for these. Before the second order starts to break
down at approximately 60 eV, we found a 20% deviation in mean free path com-
pared to the first order. This deviation is only expected to increase towards lower
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energies. The third topic to consider is elastic scattering at low energies. We
have used a transition between phonon and Mott scattering in the 100-200 eV
range, but it is possible that this should be altered. One way to calibrate this
would be to measure the range that secondary electrons can travel, possibly by
measuring the size of the edge blooming effect.

If charging effects are of specific interest, electrons should be tracked un-
til they reach the bottom of the conduction band (or the Fermi level in case
of metals). In that case, trapping by defects or polarons may have a substan-
tial influence as well. Such effects are most effective at very low energies. For
modelling charging effects, it is not sufficient to implement only an electric field
solver. The dynamics (e.g. diffusion) of the residual charge change the field over
time. It is likely acceptable to treat the Monte Carlo cascade as “instantaneous”
compared to the diffusion time scale, though.

Several other effects that we have discussed, such as the tensorial nature
of the dielectric function, a direction-dependent band structure, and diffrac-
tion effects should be of lower priority. It would take a lot of effort to incorpo-
rate these into the present framework, and their effects are likely to be averaged
out as an electron scatters through the material. Though diffraction can be ob-
served experimentally, in practice this only happens when both the sample and
experimental conditions are optimized for this purpose, such as in low-energy
electron diffraction (LEED) experiments.

With all these uncertainties in mind, is it worth doing simulations in the
first place? The answer is yes. The results of chapters 4 and 5 are not sensitive
to specific model parameters. The same goes for most of the illustrative results
in chapter 3. These results have meaning of their own and we can truthfully say
we have learned something. As Richard Hamming once famously said, the pur-
pose of computing is insight, not numbers [176]. With the current models, our
simulator can provide us with plenty of valuable insight and understanding.






Chapter 7

Conclusion

The goal of this thesis was to develop a Monte Carlo simulator of electron-matter
interaction with accurate physical models. This simulator was intended for use
in scanning electron microscopy (SEM) applications, but it can also be used for
related purposes.

We carefully reviewed the physical models in literature before creating an
open-source simulation package that can run both on graphics processing units
(for speed) and central processing units (for flexibility). We chose a hybrid set of
models comprising the Penn optical data model, Mott scattering, and electron—
acoustic phonon scattering. The first describes how electrons lose energy. This
energy loss was used as input for a model for how secondary electrons are ex-
cited. The second and third models describe (quasi-)elastic scattering, and we
used an (arbitrary) 100-200 eV transition region between the two. Alternative
options for this transition region were explored in the final chapter. The way in
which we deal with low-energy elastic scattering leaves some things to be de-
sired. In addition to the aforementioned transition region, the phonon model
depends on parameters (such as the deformation potential or lattice constant)
that are not easy to measure or do not exist for many materials. We used the
phonon model because we believe it makes more physical sense than many al-
ternatives in literature, such as using Mott scattering all the way down to 0 eV.

The simulator allowed us to gain a basic understanding of the interaction
volume. The “secondary electron” peak in the energy spectrum is actually dom-
inated by the presence of tertiary (and higher order) electrons. In addition, the
interaction volume only has a “pear shape” when the beam landing energy is
at least several keV. We also compared the simulator to experimental electron
yields and found a fairly good agreement.

149
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With a good simulator in place, we investigated an effect that is often ig-
nored in the literature of SEM simulations: the contribution of surface plas-
mons to secondary electron emission. The inclusion of surface plasmons al-
lows for non-local secondary electron excitation: a primary electron outside
the material may excite a surface plasmon which can decay to an electron-hole
pair. We found that the inclusion of surface plasmons is important if one is in-
terested in energy spectra, but not in the number of emitted electrons. More
importantly, the shape of a low-voltage SEM signal is barely affected. The SEM
signal is only significantly affected when a primary electron is very close (sub-
angstrom distance) to the surface and travels nearly parallel to it. This situation
is so rare in practice that it should have no appreciable influence on low-voltage
CD-SEM images.

Having established that, it was time to apply the simulator to a more prac-
tical situation in lithography: the measurement of line-edge roughness. If we
consider an isolated line, it turns out that the edge position observed by the SEM
is given by the outermost extrusion of the rough sidewall along the vertical di-
rection. We called this the “projection model”. Due to this projection effect, the
measured line-edge roughness is less than the roughness of any particular slice
of the sidewall. A lower line-edge roughness is measured for thicker lines, even
if the actual sidewall roughness is the same. For a dense line-space pattern, the
SEM is less sensitive to the lower layers, and the edge position detected by the
SEM lies between the position of the top slice of the sidewall and the projection
model. Lines are “isolated enough” for the projection model to hold when the
trench between the lines is larger than the height of the lines themselves.

In the final chapter, we analysed the physical effects that are still missing
from the simulator as it currently stands. There is plenty of room for improve-
ment on the modelling side. As we point out in that chapter, though, there are
more fundamental issues when modelling SEM images in particular. One usu-
ally does not know the true composition of samples of interest. Many metallic
samples have native oxides of unknown thickness, samples in all SEMs suffer
from contamination due to hydrocarbon deposition from the imperfect vac-
uum conditions, and many samples are susceptible to damage. Simulators like
the one developed in this thesis are only able to tackle the forward problem:
they can only give us a SEM image if the sample is known exactly upfront. The
inverse problem, which is the one we would like to solve, is much more difficult
and perhaps even impossible for SEM.
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Appendix A

Material parameters

The material parameters used in this thesis are given in table A.1. The names of
most materials speak for themselves. PMMA stands for poly(methyl methacry-
late), with chemical formula C;0,Hg. C stands for graphite. The symbols repre-
sent the following physical quantities and units:

p,: density (gcm™)

V': width of the valence band (eV)

G: band gap (eV)

x: electron affinity (eV)

F: Fermi energy with respect to the bottom of the band (eV)
@: work function (eV)

a: lattice constant (A)

c;: longitudinal speed of sound (kms™!)

cy: transverse speed of sound (kms™!)

= : Longitudinal deformation potential (eV)
=, Transverse deformation potential (eV)
= Isotropic deformation potential (eV)

p: Resistivity (1 x 1078 Qm)

The Fermi energy of graphite was estimated using a method proposed by
Kieft and Bosch [10]. They estimate it as F = I — @, where I is the ionization
potential and @ is the work function.
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Table A.1: Material parameters used for the simulations in this thesis.

Si Al Cu PMMA Sio, C
Om 2.329[177]  2.70[177)  8.96[177] 1.2 [177] 2.648[177] 2.2 [177]
1% 7.27 [178] 0o @ 9 [179]
G 1.11 [180] 5.6 [181] 8.9 [179]
X 4.1 [182] 2.5 [10] 0.9 [183]
F 11.63[180]  7.00[180] 8.64 P
) 4.08[184] 4.7 [184] 4.6 [185]
a 5.43 [186]  4.05[187]  3.62[188] 1.54 © 5.45 [79]  2.46[189]
cr 9.13 [190]  6.42[177]  4.76[177]  2.75[191] 5.97 [192]  3.29[193]
cr 5.84 [190]  3.04[177]  2.33[177]  1.39[191] 3.76 [192]  1.80[193]
= 9.2 [194]
Zr 5.0 [194]
z 2 d 26 [79] 16 [195]
o 2.82[184] 1.7 [184]

#Value unknown, zero used by default.

b Estimated from ionization potential 13.24 eV [196].

¢ C-C bond length used.

4 Unknown, tuned such that reasonable mean free paths were obtained.
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