<]
TUDelft

Delft University of Technology

Thermodynamics of Industrially Relevant Systems
Method Development and Applications

Rahbari, Reza

DOI
10.4233/uuid:eb04d860-281a-4c6b-8c5b-263f526d0bd9

Publication date
2020

Document Version
Final published version

Citation (APA)

Rahbari, R. (2020). Thermodynamics of Industrially Relevant Systems: Method Development and
Applications. [Dissertation (TU Delft), Delft University of Technology].
https://doi.org/10.4233/uuid:eb04d860-281a-4c6b-8c5b-263f526d0bd9

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.


https://doi.org/10.4233/uuid:eb04d860-281a-4c6b-8c5b-263f526d0bd9
https://doi.org/10.4233/uuid:eb04d860-281a-4c6b-8c5b-263f526d0bd9

Ahmadreza Rahbari

Thermodynamics of Industrially Relevant
Systems: Method Development and
Applications

Delft University of Technology






Thermodynamics of Industrially Relevant
Systems: Method Development and Applications

Proefschrift

ter verkrijging van de graad van doctor
aan de Technische Universiteit Delft,
op gezag van de Rector Magnificus Prof.dr.ir. T.H.J.J. van der Hagen,
voorzitter van het College voor Promoties,
in het openbaar te verdedigen op
donderdag, 16 april, 2020 om 12:30 uur

door

Ahmadreza RAHBARI
Mechanical Engineer, Norwegian University of Science and Technology,
Noorwegen
geboren te Teheran, Iran.



Dit proefschrift is goedgekeurd door de
promotor: Prof. dr. ir. T. J. H. Vlugt
promotor: Dr. D. Dubbeldam

Samenstelling promotiecommissie:

Rector Magnificus Voorzitter
Prof. dr. ir. T.J.H. Vlugt Technische Universiteit Delft, promotor
Dr. D. Dubbeldam Universiteit van Amsterdam, promotor

Onafhankelijke leden:

Prof.dr. N. van der Vegt Technische Universiteit Darmstadt
Prof.dr.-ing.habil. J. Vrabec Technische Universiteit Berlin
Prof.dr. J.H. van Esch Technische Universiteit Delft
Prof.dr.ir. W. de Jong Technische Universiteit Delft

Dr. O.A. Moultos Technische Universiteit Delft

This work was sponsored by NWO Exacte Wetenschappen (Physical
Sciences) for the use of supercomputer facilities, with financial support
from the Nederlandse Organisatie voor Wetenschappelijk Onderzoek
(Netherlands Organization for Scientific Research, NWQO). TJHV acknowl-
edges NWO-CW for a VICI grant.

Keywords: Statistical thermodynamics, Molecular simulations, Chemical
equilibrium, Free energy calculations, (Partial) molar properties, Hydrogen,
Formic acid, Ammonia, Water, Methanol

Printed by: Ridderprint B.V.

Cover Design by Ahmadreza Rahbari
Copyright (©) 2020 by A. Rahbari
ISBN: 978-94-6366-259-8

An electronic version of this dissertation is available at
http://repository.tudelft.nl/



Dedicated to my beloved parents
Alireza & Firouzeh and my dear sister

Azade






Contents

Introduction

1.1 Classical Thermodynamics . . . . . . . ... ... ... ...
1.2 Molecular Simulation . . . . . . .. ... ... .. ......
1.3 Applications . . . . . . . ...
1.4 Outline of this Thesis . . . . . . . . .. . ... .. .....

CFCMC Simulations in the Gibbs Ensemble
2.1 Introduction . . . . . . . . . . ...

2.2 Methodology . . . .. .. ... .o
2.3 Simulation Details . . . . ... ... ... ... .......
24 Results. . . . . . . e
2.5 Conclusions . . . . . . . ... ... e

Improving the Accuracy of Computed Chemical

Potentials in CFCMC Simulations

3.1 Introduction . . . . . . . . . . . . ...
3.2 Theory and Computational Methods . . . . . .. ... ...
3.3 Simulation Details . . . . ... ... ... ... ... ... .
34 Results. . . . ... . ...

3.5 Conclusions . . . . . . . ..

[a—
W O = =

—_

20
24
31
33
44



viii CONTENTS
4 Truncating Long-Range Interactions in Aqueous
Methanol Solutions 79
4.1 Introduction . . . . . . . . . . . . ... 80
4.2 Theory . . . . . . . . 89
4.3 Simulation Details . . . . . . .. ... ... ... ... ... 90
4.3.1 Monte Carlo Simulations . . . .. ... ... .... 90
4.3.2 Molecular Dynamics Simulations . . . . .. .. ... 94
44 Results. . . . . . . . 95
4.4.1 Electrostatics . . . . . . . .. ... ... ... ... 95
4.4.2 Thermodynamic properties of
water-methanol mixtures . . .. ... ... ..... 102
4.5 Conclusions . . . . . . ... 108
5 Computation of Partial Molar Properties Using
Continuous Fractional Component Monte Carlo 111
5.1 Introduction. . . . . . . . . ... ... ... 112
5.2 Theory . . . . . .. 116
5.3 Reaction Ensemble . . . . . . ... ... ... .. ... ... 119
5.4 Simulation Details . . . . . . . . ... ... ... .. ..., 123
5.5 Results. . . . . . . . 125
5.6 Reaction Enthalpy from Linear Regression . . . . . . . . .. 137
5.7 Conclusions . . . . . . . . . . .. 139
6 Computation of Thermodynamic Derivatives Using
Multiple Linear Regression 143
6.1 Introduction . . . . . . . . . . .. .. 144
6.2 Fluctuations in the Grand-Canonical Ensemble . . . . . . . 146
6.3 Application to Constant Pressure Ensembles . . . . . . .. 152
6.4 Conclusions . . . . . . . ... e 153
7 Multiple Free Energy Calculations from a Single
CFCMC Simulation Using Umbrella Sampling 155
7.1 Introduction. . . . . . . . . .. ... ... 156

7.2 Theory . . . . . . . 158



CONTENTS ix

7.3 Simulation Details . . . . .. ... ... ... ... .. ... 159
7.4 Results and Discussion . . . . . . . . . .. .. ... ..... 161
7.5 Conclusions . . . . . . . . . ... 174
8 Solubility of Water in High Pressure Hydrogen 177
81 Imtroduction. . . . . . . . . . .. ... 178
8.2 Modelling and Methodology . . . . . .. .. .. ... .... 183
8.2.1 Simulation Technique . . . ... .. ... ...... 183
8.2.2 Simulation Details . . . . ... ... ... ...... 185
823 ForceFields . . . ... . ... ... ... ... ... 185
8.2.4 Equation of State Modelling . . . . . .. .. .. ... 187

8.3 Results and Discussion . . . . . . ... ... ... .... 187
8.3.1 Molecular Simulations . . . . .. ... ... ..... 187
8.3.2 Equation of State Modelling . . . . . ... ... ... 197

84 Conclusions . . . . . . . . . 199

9 Combined Steam Reforming of Methane and Formic Acid 201

9.1 Introduction. . . . . . .. .. ... ... Lo 202
9.2 Applications of Formic Acid . . . . . . ... ... ... ... 205
9.2.1 Formic acid decomposition . . . .. .. .. .. ... 205
9.2.2 Synthesis of formicacid . . .. ... ... ... ... 206
9.2.3 Established syngas technologies . . . . . .. .. ... 207

9.3 Modelling and Methodology . . . . . . .. ... ... .... 211
9.4 Results and Discussion . . . . . . .. .. ... 215
9.4.1 Main reactions . . . . . . . ... ... 215
9.4.2 FA combined with the SRM process: SRM-FA . . . 218

9.5 Conclusions . . . . .. ... ... . ... e 225
Appendix 227
A.1 Partial Molar Properties in the CFCNPT Ensemble . . .. 229
A.1.1 Partial Molar Enthalpy in the NPT Ensemble. . . . 229
A.1.2 Partial Molar Volume in the NPT Ensemble . . . . 238

A.1.3 Partial Molar Enthalpy in the Continuous Fractional
Component NPT Ensemble . . . . .. ... ... .. 242



CONTENTS

A.1.4 Partial Molar Volume in the Continuous Fractional

Component NPT Ensemble . . . . ... .. ... .. 250

A.2 Partition Functions of Isolated Molecules . . . .. ... .. 253
A.2.1 Chemical Potentials . . .. ... ... ........ 262

A.2.2 Chemical Equilibrium . . ... ... .. ....... 264

A.3 Ammonia Synthesis Reaction . . . . .. .. ... ...... 265
A.4 Combined SRM with FA decomposition . . ... ... ... 267
A.5 Equation of State Modeling . . . . .. ... ... ... ... 268
A.6 Evaluating Enthalpies . . . . ... ... ... ... ..... 278
A.7 Evaluating the Reaction Enthalpy at High Pressure . . . . . 280
A.8 Umbrella Sampling . . . . . ... ... ... ... ..... 283
A.9 Fugacity Coefficients from CFCMC Simulations . . . . . . . 286
A.10 Activity Coefficients from Molecular Simulation . . . . . . . 288
A.11 Experimental Solubilities . . ... ... ... ... ..... 289
A.11.1 H5O — Hy mixtures - Liquid phase . . . . . . .. .. 289

A.11.2 H50 — Hs mixtures - Gas phase . . ... ... ... 294
References 297
Summary 353
Samenvatting 359
Conclusions 365
Curriculum Vitae 369
List of Publications 371
Acknowledgements 375



Chapter 1

Introduction

1.1 Classical Thermodynamics

Thermodynamics originates from the Greek words “Therme” (heat)
and “dynamis” (force) literally meaning heat-force, or power developed
from heat, and it refers to the science of heat, energy and work transfer
in interaction with matter. The concept of energy may be vague at first,
however it can be simply viewed as the ability to cause physical or chemical
changes or to cause motion via interaction with matter [1]. Using the
fundamental laws of thermodynamics, one can convert energy from one
form to another, and determine the limits of what can be accomplished
in terms of efficiency [2]. The first law of thermodynamics is the law
of conservation of energy, and it states that energy cannot be “lost” or
“created”, but that it can be converted from one form to another (except for
nuclear reactions where matter is converted to energy) [3]. It is important
to note that the first law of thermodynamics does not predict whether a
process can occur spontaneously (e.g. an object that moves up against the
gravity field of the earth by extracting heat from the surrounding will not
occur spontaneously). The second law of thermodynamics predicts which
processes are spontaneous, possible and impossible. For more details about
the fundamental thermodynamic laws, the reader is referred to Refs. [1-4].
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Although the laws of thermodynamics have existed since the beginning of
our universe, thermodynamics began officially as a science in the nineteenth
century with the construction of heat engines [1, 3], to efficiently convert
the thermal energy of hot bodies into work [3]. The scope of thermody-
namics changed from designing heat engines to designing other mechanical
equipments including turbines, compressors, heat pumps etc. [3]. To design
this equipment, predictions based on thermodynamics of pure substances
such as water (steam), different refrigerants, ammonia etc. play an impor-
tant role. This area of thermodynamics is mostly central to mechanical
engineers, while for chemical engineers studying systems of multicompo-
nent (reacting) mixtures is more central (reacting, e.g. chemical reactors
or non-reacting, e.g. separators). Producing value-added chemicals, for
petrochemical, pharmaceutical, biological industries etc., involves chemical
reactions of complex mixtures, separation and purification etc. [5]. There-
fore, thermodynamic descriptions of multicomponent systems are crucial for
process design and product development in chemical process design. One
of the major challenges in chemical process design is lack of experimental
data for multicomponent mixtures (e.g. ternary mixtures or multicompo-
nent mixtures in general) at the specific temperatures or pressures [5]. At
extreme conditions, high pressures, or using toxing materials, conducting
experiments become more difficult. To describe and predict the behaviour
of multicomponent mixtures, performing extrapolation based on limited
sets of experimental data, or using thermodynamic models/relations are
required. Chemical analytic methods may also be used to predict prop-
erties of (toxic) components at extreme conditions (high temperatures or
pressures) before designing and performing expensive experiments [5]. In
chemical engineering science, thermodynamic systems are mostly treated
as macroscopic models to describe the overall behaviour of the system [3].
It turns out that the important system properties (such as density, vol-
ume, enthalpy etc.) can be evaluated relatively well without studying the
molecular or atomic structure of the system. This is usually referred to
as classical thermodynamics. One of the most commonly used tools in
classical thermodynamics are cubic Equations of State (EoS) e.g. for nat-
ural gas components. Cubic EoS are widely used in industry [6, 7]. One
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of the most commonly used cubic EoS are the Peng-Robinson (PR) and
Soave-Redlich-Kwong (SRK) EoS [7, 8]. The performance of the cubic EoS
are satisfactory for gasses (unless the pressure is too high). However, mo-
lar volumes of the liquid phase and fugacity coefficients at high pressures
obtained from cubic EoS (with conventional mixing rules) are known to
deviate significantly from experiments, and therefore modifications are re-
quired [9-12]. Up until now, more than 220 modifications of mixing rules
for pure components and extensions to mixtures with the PR-EoS have
been reported in literature [13].

It is well-known that classical thermodynamic models may fail to de-
scribe the phase equilibrium of mixtures involving polar components, even
when using fitted parameters. For example, for the PR EoS, more than 220
different mixing rules for pure components and extensions to mixtures were
reported [13]. This clearly shows that classical treatment of some systems
is most likely not sufficient for analysis and process design of complex sys-
tems. Another important approach in studying behaviour of a system is
based on the microscopic approach to thermodynamics. In the microscopic
view of thermodynamics, the constituent molecules/atoms of the system
are taken into account, see Fig. 1.1. The macroscopic/bulk properties of
a substance depend on the behaviour of the molecules. This is usually
referred to as Molecular Thermodynamics [14, 15]. Statistical molecular
thermodynamics fills the gap between the quantum mechanics of individ-
ual molecules/atoms and classical thermodynamics of bulk phases. In an
ensemble of molecules, the population of all possible molecular states (i.e.
positions and momenta) leads to the mathematical formulation of the so-
called ensemble partition function. For a simple system such as the 2D Ising
model [16], an exact analytical solution is obtained from the ensemble par-
tition function. For more complex systems, one could use more physically
based theory with approximations to numerically calculate thermodynamic
data of a system. Molecular simulation [14, 17] and Statistical Association
Fluid Theory (SAFT) type EoS are examples of such approaches [18-20].
For more information on these topics the reader is referred to Refs. [4, 14,
15].
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Figure 1.1: lllustration of classical approach to thermodynamics (left) and the statistical
thermodynamics approach (right). Using principles of statistical mechanics, one can predict
bulk properties of a substance (e.g. boiling point, heat capacity, enthalpy of vaporization etc.)
based on the molecular structure and intermolecular interactions between the molecules in
the system.

1.2 Molecular Simulation

Molecular simulations aim at describing the macroscopic properties of
materials based on our knowledge of the properties of their constituent
particles (molecules, atoms, etc.) and the interactions between them [14, 21,
22], see Fig. 1.2. Macroscopic properties such as pressure, heat capacity, heat
of vaporization, chemical potential, diffusion coefficient and viscosity are all
examples of important thermodynamic and transport properties which can
be predicted from the collective behaviour of molecules. Assuming that the
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intermolecular interactions are known, molecular simulations results can
be very precise. This means that in principle, the error bars of computed
properties can become infinitely small, if simulations are run infinitely long.
Therefore, the precision is limited by the available computational power
(and simulation technique). A comparison of computer processors over the
past 60 years shows a 1 trillion fold increase in performance [23]. Due
to (1) increased computational power since the early 1950s [24, 25|, and
(2) development of advanced calculation techniques, molecular simulations
have become a very powerful tool to study complex molecular systems and
to make predictions about properties of new substances [26]. Some of the
distinct advantages or applications of modern molecular simulations can be
mentioned as follows:

(a) One can obtain a molecular understanding of how properties of
molecules result in the properties of a material. For example, molec-
ular simulations can be used to understand/explain the correlation
between negative enthalpy of mixing of water-methanol and the
molecular structure of the mixture [27-29].

(b) Predict properties of materials without having to synthesize the ma-
terials first. For example, Tonic Liquids, ILs, (a class of liquid salts
at room temperature) can be made from thousands of different com-
binations of anions and cations [30]. Molecular simulations can help
screen many different possible combinations with different properties
before synthesizing the IL for a specific purpose [31].

(c¢) Performing measurements/tests using dangerous materials or at ex-
treme conditions can be accessed without problems/dangers. For
example, Vapour-Liquid Equilibrium (VLE) calculations at high pres-
sures [32], capture and degradation of nerve agents [33, 34], etc.

(d) Testing theories [14] and developing/improving simulation techniques.
In this thesis, advanced simulation techniques are developed for study-
ing multicomponent mixtures. These theories/methodologies were
used to investigate the VLEs of pure components (water, methanol,
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Figure 1.2: Macroscopic properties can be obtained using molecular simulations taking into
account the properties of constituent particles in a system and interactions between them.
Thermodynamic quantities such as the pressure P, density p and the total enthalpy are
more straightforward to compute. In this thesis, advanced simulation techniques are de-
veloped /improved especially to compute chemical potentials 1, partial molar enthalpies h
and partial molar volumes ©. Partial molar properties can be evaluated numerically by
taking the derivatives of the chemical potential with respect to temperature and pressure:
h = (0Bu/0B)p and © = (Ou/OP)r [8].
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carbon dioxide, hydrogen sulfide, etc.), thermodynamic properties
of multicomponent mixtures such as water-methanol mixtures, and
reactive mixtures of ammonia, hydrogen and nitrogen.

Two main computational techniques used in molecular simulations are
Monte Carlo (MC) and Molecular Dynamics (MD) [14, 15]. MD sim-
ulations are performed by numerically integrating classical equations of
motions (Newton’s second law), starting from initial particle configurations
and momenta. MD simulations provide us with a powerful numerical ap-
proach to study the time evolution of a classical system of IV particles with
volume V' [14, 15]. The results from MD simulations yield representative
trajectories of the motion of a collection of a collection of molecules. This
allows for computation of transport properties such as diffusion coefficients,
viscosities, and thermal conductivities [35]. Conventional MD simulations
in the NVE ensemble are deterministic, meaning that the results depend
fully on the initial conditions (positions and momenta of the particles).
Performing MD simulations at constant temperature can be either stochas-
tic (e.g. using the Andersen thermostat) or deterministic (e.g. using the
Nosé-Hoover thermostat) [14, 15]. It should be noted that by performing
sufficiently long simulations and sampling a sufficient region of phase space,
thermodynamic consistency is expected between the results obtained from
deterministic and stochastic methods. For details, the reader is referred to
Refs. [14, 15]. A MD simulation is performed for a fixed period of time
to study time averages of processes, typically in maximum accessible time
scale of 1 microsecond. To date, processes which require a longer time scale
(e.g. charging the battery of your Tesla model 3 [36]) cannot be directly
simulated with MD.

MC is a numerical technique for solving multidimensional integrals, or
the ratio between the integrals [14, 21, 22]. MC simulations are stochastic
in nature which implies an inherent randomness in the result. However,
with sufficient and thorough sampling of phase space, thermodynamically
consistent results are also expected from MC simulations [14, 15]. The MC
simulation technique used in molecular simulations, and in this thesis, is
the MC importance-sampling introduced by Metropolis, Rosenbluth and
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co-workers in 1954 [22, 24]. As an illustrative example, the concepts used
in MC importance-sampling (from now on referred to as MC) can be briefly
explained using the classical formulation of the canonical ensemble partition
function for a closed system of N particles at equilibrium [14]

1

@= v

/dedrN exp [—’H(pN, rN)/k:BT] (1.1)
in which h is the Planck’s constant, d is the dimensionality of the system, r
and q are coordinates and the momenta of all N particles in the system, kp
is the Boltzmann constant and T is the temperature in K. ’H(pN ;Y ) is the
Hamiltonian of the system which is sum of the kinetic energy K (pV,r")
and the potential energy U(r"). To compute an ensemble average of any
observable X in the ensemble of Eq. 1.1, one can use:

B fdedrNX (pN,rN) exp [—’H(pN,rN)/k:BT]
B JdpNdrN exp [-H(pN, V) /kpT |

(X) (1.2)

where (X) denotes an ensemble average. In Eq. 1.2, the momenta p" can
be integrated out [14]. To compute the ensemble average (X) one can write:

_ JarV X (xV) exp [-U(x™)/kpT |

0 [ drNexp [-U(xN)/kpT ]

(1.3)

It follows from Eq. 1.3 that the dimension time is not involved in conven-
tional MC simulations which means that transport properties cannot be
calculated in conventional MC simulations [14]. Evaluating the integrals
of Eq. 1.3 directly using a MC scheme is not possible in general [14, 22],
however it is possible to evaluate the ratio of the two integrals in Eq. 1.2 [22].
In principle, it is possible to generate random configurations to sample the
ratio in Eq. 1.2, however random configurations will nearly always have
unfavourable energies (U ~ o0) due to particle overlaps, leading to zero
statistical weight for both the nominator and denominator. To avoid these
sampling problems, in the 50s of the previous century, Metropolis, Rosen-
bluth and co-workers introduced a new sampling scheme [24]. By generating
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configurations proportional to their Boltzmann weight exp [—U(r")/kgT |,
the average of observable X can be calculated as:

|

1 L
(X)~ =Y X(x") (1.4)
=1

where L is the total number of times X is sampled. Since (X) is calculated
from configurations proportional to the Boltzmann factor, it is calculated as
an unweighed average and the % sampling problem is avoided. For more
details, the reader is referred to [14, 21, 22, 24, 26]. The same principle
is used for sampling averages in open ensembles in which the number of
molecules fluctuates [14, 17]. Sampling averages in any ensemble should
be performed on a series of well-equilibrated system configurations at the
desired conditions [14, 22]. Analogous to performing measurements in
experiments, sampling ensemble averages in a simulation is affected by sta-
tistical uncertainties [14, 26]. Some ensemble averages are straightforward
to compute in classical MC simulations 4.¢. density, pressure and energy of
a single phase substance. However, describing phase equilibrium of single
or multicomponent systems in MC simulations is by no means a trivial
task, especially for systems including complex molecules. Phase equilib-
rium means that the temperature T', pressure P and the chemical potential
of each component p are uniform/equal in every phase at coexistence [2,
37]. While temperature and pressure are easy to compute or impose in
a MC simulations, computing chemical potentials and derivatives of the
chemical potential requires special simulation techniques [38-41]. In 1987,
Panagiotopoulos introduced the Gibbs Ensemble (GE) to directly deter-
mine vapour-liquid phase coexistence properties using Monte Carlo (MC)
simulations [42-44]. Simulations in the GE rely on sufficient molecular
exchanges between the phases to sample phase coexistence correctly. With
the increase in computational power, more complex systems are frequently
studied which contain large and complex molecules. For complex molecules,
or high density systems with strong/directional intermolecular interactions,
the probability of molecule exchanges between the phases becomes very
small. It is well-known that molecule exchanges in the conventional GE is
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very inefficient for complex or large molecules which means that phase equi-
librium cannot be reached within a reasonable simulation time, if possible at
all [38, 45]. In addition, to sample configurations of large molecules with the
correct statistical weight, additional trial moves are needed to change the
configuration of the molecules [46]. The standard rotational trial move of a
large molecule (around a bond) would most likely result in intermolecular
or intramolecular overlaps. To overcome these sampling issues, Configura-
tional Biased Monte Carlo (CBMC) was introduced in the 1990s which is a
technique for (re)growing a molecule segment by segment [46-52]. CBMC
enabled the computation of VLE of complex molecules, especially alkanes,
and adsoprtion of alkanes in porous materials [14, 46, 48, 50-52]. The past
decades, several improvements of the CBMC technique have been devel-
oped [53-58]. It should be noted that the efficiency of CBMC and related
algorithms drops for long molecule chains or high densities [48]. Free energy
calculations are also very inefficient in simulations of complex systems in
the conventional GE. For low density systems, the chemical potentials of
components in each phase can be obtained from GE simulations using a
variation of Widom’s Test Particle Insertion (WTPI) method [40]. Due
to the above-mentioned sampling issues, Widom type methods perform
poorly for high density systems [20, 38, 59]. Therefore, it is important to
improve and develop simulation techniques to improve molecule exchange
efficiency between the phases and to calculate p. Computation of p is also
an independent and important check on chemical equilibrium [14].

1.3 Applications

In this thesis, we have followed up on recent advances on molecular sim-
ulation techniques for open ensembles (in which the number of molecules
fluctuates). Using several extensions/improvements, we have applied the
state of the art MC simulation techniques to systems of industrial impor-
tance, and we have considered the following systems:

(a) Hydrogen as an energy carrier: to date, hydrogen is one of the most
popular alternatives for energy storage. A recently developed Elec-
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trochemical Hydrogen Compressor by HyET BV [60] can compress
hydrogen to pressures up to 1000 bar. Due to the inner workings of
the compressor, the compressed hydrogen gas is saturated with water.
Due to the limitations issued by ISO standard, the water content in
the compressed gas should not exceed 5 pmol. To the best of our
knowledge, the only experimental high pressure data (P > 300 bar)
for HoO — Hy phase coexistence is from 1927 [61]. In this thesis, we
have used advanced molecular simulation techniques to describe the
VLE of HyO — Hs at pressures beyond 300 bar.

Ammonia synthesis: ammonia is a useful chemical commodity and
has received lots of attention both in academia and industry [62—
68]. It is also a promising alternative medium for energy storage and
transportation [69-72]. Industrial ammonia synthesis is carried out
using the Haber-Bosch process with heterogeneous iron or ruthenium
catalysts at high temperatures (623 K - 873 K) and at a pressure
range of 20 MPa to 40 MPa [73-75]. Due to the limitations of cubic
equations of state to model this reaction at high pressures [9-11], we
have used molecular simulations to model this reaction, compute the
chemical potentials, fugacity coefficients and partial molar properties
of [NH3, No, Ha| at equilibrium. The reaction enthalpy is calculated
using various methods.

Water and aqueous mixtures: Water is one of the most important
molecules, central to life, and probably one of the most studied
molecule in molecular simulation studies [76-80]. From a chemistry
perspective, it is a simple molecule formed by two hydrogen atoms and
one oxygen atom. Liquid water has unique thermodynamic properties
and complex behavior as a pure substance and in mixtures [77, 81-83].
Methanol is an industrial solvent which plays an important role in
different industrial applications [84]. Here, we study the thermody-
namic properties of aqueous mixtures of methanol. Aqueous mixtures
of methanol are investigated frequently in academia [27, 85-103] and
are of practical importance in industrial applications [104-112]. To
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compute the mixture properties at different conditions, different force
field combinations of water and methanol are considered in molecular
simulation studies [27, 79, 85, 86, 88-91, 99, 103]|. To the best of our
knowledge, chemical potentials and activity coefficients of water and
methanol are not reported in molecular simulation studies for differ-
ent/recent force field combinations of water and methanol. Because of
the low vapor pressures of both water and methanol at ambient con-
ditions, direct measurement or using macroscopic engineering models
to determine activity coefficients are difficult [113-117].

Formic acid (FA) as a CO or Hy carrier: FA is the simplest C; car-
boxylic acid that can be made from carbon dioxide [118]. FA is
non-toxic and can be stored in liquid phase between 281.55 K and
373.15 K and in aqueous solutions. FA is considered as a candidate
for hydrogen storage via its decomposition to hydrogen and carbon
dioxide [119-137]. FA is observed as an intermediate in the Water
Gas Shift (WGS) reaction [138-140].

H, + CO, == HCOOH = H,0 + CO (R1)

FA can also be considered as a carbon monoxide carrier as well, via its
decomposition to water and carbon monoxide [133, 134]. The WGS
reaction is an important step down-stream of the steam reforming
reaction to adjust the composition of the syngas (the Hy:CO ratio)
for different applications. Alternatively, FA can be used in the steam
reforming of methane instead of a down-stream WGS reaction, to
change the composition of the syngas in the steam reforming reaction.
In this thesis, we used computational chemistry principles [4] to cal-
culate the standard state chemical potentials of components in R1 to
study combination of FA decompostision and the WGS reaction. Due
to the low pressure P < 25 bar, the PR-EoS was used to model the
reaction equilibria. At higher pressures, we may use the advanced
simulation techniques described in this thesis to solve the reaction
equilibria.



1.4 OUTLINE OF THIS THESIS 13

1.4 Outline of this Thesis

The Continuous Fractional Component Monte Carlo (CFCMC) simu-
lation methodology considers an expanded ensemble to solve the problem
of low insertion/deletion acceptance probabilities in open ensembles [38,
45, 141]. It allows for a direct calculation of the chemical potential by
binning of the coupling parameter \ and using the probabilities p(A = 0)
and p(A = 1), [38, 142]. In chapter 2, the combination of the CFCMC
method with the GE (CFCGE MC) [38] is used to compute chemical po-
tentials of coexisting gas and liquid phases for water, methanol, hydrogen
sulfide and carbon dioxide for the temperature range T=220 K to T'=375
K. The chemical potentials are also computed using Widom’s test particle
insertion (WTPI) method in the conventional GE. It is shown that the
WTPI method fails to accurately compute the chemical potentials of water
and methanol in the liquid phase at low temperatures. For the CFCGE
MC method, the statistical uncertainty for computed chemical potentials of
water and methanol in the liquid phase are considerably smaller compared
to the WTPI method. For the water models considered in this study, com-
puted excess chemical potentials based on three-site models are in better
agreement with the chemical potentials computed from an empirical equa-
tion of state from the NIST database, based on experimental data [143—
145]. To check whether certain orientation of test particle are energetically
unfavourable, orientational biasing is applied for water during test particle
insertion. A two-dimensional Overlapping Distribution Method (ODM) in
the NVT ensemble is derived for this purpose. It is shown that failure of
the WTPI method for systems with a strong hydrogen bonding network
does not depend on orientation of the test molecule in that system. It is
observed for all systems in this study that the WTPI method breaks down
when the void fraction of the system drops below approximately 0.50. In
the 2016 version of the CFCMC method [38], one relies on extrapolation
to A = 0 and A — 1 to compute the chemical potential. In chapter 3, It
is shown that extrapolation to p(A = 0) and p(A = 1) leads to systematic
errors when the distribution p()\) is steep. Systematically incorrect values
of the computed chemical potential may lead to a false impression of preci-



14 INTRODUCTION

sion while missing accuracy. An alternative binning scheme is introduced
which improves the accuracy of computed chemical potentials without the
drawbacks of extrapolation. It is also shown that in simulations of multiple
component systems, fractional molecules are very weakly correlated and
that calculations of chemical potentials are not affected. It is found that
the statistics of Boltzmann averages in systems with multiple fractional
molecules is poor. Good agreement is found between CFCMC averages
(uncorrected for the bias) and Boltzmann averages when the number of
fractional molecules is less than 1% of the total number of all molecules. It
is shown that in dense systems, biased averages have a smaller uncertainty
compared to Boltzmann averages.

It is very common for molecular simulations to run for days or weeks, es-
pecially simulations of systems of complex molecules. One of the bottlenecks
encountered in terms of simulation time is computation of intermolecular
Coulombic interactions within the system. The Ewald summation [14, 15,
146-148] is the most widely used and accepted method to compute elec-
trostatic interactions in molecular simulation and scales as O(N?), or at
best O(Nlog N). In chapter 4, the performance of the spherical cutoff
methods in MC and MD simulations is compared to the Ewald summa-
tion. The radial distribution functions obtained from the Ewald summation
and the Damped-Shifted Force (DSF) method [149] are in excellent agree-
ment. Numerical artifacts appear at the cutoff radius when the original
Wolf method was used to calculate the electrostatic interactions. In this
chapter, different combinations of water and methanol force fields are used
to study the thermodynamic properties of aqueous methanol mixtures. The
influence of the Wolf and DSF methods on the thermodynamic proper-
ties of aqueous methanol mixtures are compared to the Ewald summation.
Simulation results show that the numerical artifacts of the original Wolf
method have little effect on energy calculations (thermodynamic proper-
ties) in aqueous methanol mixtures. Knowledge of partial molar properties
(first order derivatives of the chemical potential) plays a central role in
studying multicomponent systems. These properties are used to study both
the equilibrium and non-equilibrium properties of multicomponent systems,
e.g. reaction enthalpy, or heat flux in a mixture, etc. [150]. In chapter 5,
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we develop an alternative method for calculating partial molar excess en-
thalpies and partial molar volumes of components in Monte Carlo (MC)
simulations. This method combines the original idea of Frenkel, Ciccotti,
and co-workers [150] with the CFCMC technique [38]. The method is tested
for a system of LJ particles at different densities. As an example of a re-
alistic system, the ammonia synthesis reaction is considered at different
pressures ranging from P = 10 MPa to P = 80 MPa. The compositions at
equilibrium are obtained using an efficient implementation of the CFCMC
method in the reaction ensemble [142]. Partial molar properties of [NH3, No,
Hs| mixtures at chemical equilibrium are computed at different pressures
ranging from P = 10 MPa to P = 80 MPa. Results obtained from MC
simulations are compared to those obtained from the PC-SAFT Equation
of State (EoS) [18] and the Peng-Robinson EoS [151]. Excellent agreement
is found between the results obtained from MC simulations and PC-SAFT
EoS, and significant differences were found for PR-EoS modeling. The
reaction enthalpy is computed from the partial molar properties of ammo-
nia, nitrogen and hydrogen. We find that the ammonia synthesis reaction
is much more exothermic at higher pressures. Based on the recent work
of Josphson and co-workers [152], we show that in the reaction ensemble,
the reaction enthalpy can be computed directly by simple linear regression
of the enthalpy as a function of the number of reactant molecules. The
numerical results by Josephson and co-workers strongly suggest that for
multicomponent systems, fluctuations and multiple linear regression lead
to identical values for thermodynamic derivatives.

In chapter 6, we rigorously prove the equivalence of ensemble fluctua-
tions and multiple linear regression for computing thermodynamic deriva-
tives in open ensembles of an n-component system. In the grand-canonical
ensemble, multiple linear regression can be used to obtain the heat of ad-
sorption even around sharp inflection points where the fluctuation approach
is known to fail. This provides a conceptually simple and computationally
efficient approach to obtain thermodynamic properties from fluctuations in
multicomponent systems. It is concluded that multiple linear regression is
thermodynamically consistent with fluctuations both in constant-volume
and constant-pressure ensembles.
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In chapter 7, we develop an alternative method by combining umbrella
sampling with CFCMC method to estimate the chemical potential of a
component over an appreciable temperature and pressure range from a
single simulation, at constant mixture composition. Partial molar enthalpies
and partial molar volumes are calculated using the estimated values of the
chemical potential in the same simulation. As a proof of principle, our
method is tested for a Lennard-Jones (LJ) system at reduced temperature of
T* = 2 and reduced pressure of P* = 6. For the temperature range between
T* = 1.82 and T* = 6.05, and pressure range between P* = 5.95 and
P* = 6.05, excellent agreement is observed between the estimated chemical
potentials from umbrella sampling and those obtained from independent
simulations. For the LJ system, the partial molar properties obtained from
umbrella sampling are identical to the partial molar properties obtained
from the CFCMC method in chapter 5 and the original method of Frenkel,
Ciccotti, and co-workers [150, 153]. As an example of a complex system, we
tested our method for mixtures of water-methanol at different compositions
ranging from zyeon = 0.2 to anmeonr = 1, at T = 298 K and P = 1 bar.
For different mixture compositions, excellent agreement is found between
the chemical potentials of water and methanol from umbrella sampling and
those obtained from independent simulations, in the temperature range
between T' = 288 K to T' = 308 K. As an example of a strong hydrogen
bond forming system, our method was applied to a mixture of ammonia,
nitrogen, and hydrogen at chemical equilibrium at 7' = 573 K and P = 800
bar. It was observed that partial molar properties of ammonia, nitrogen
and hydrogen obtained from umbrella sampling and the CFCMC method
are in excellent agreement. We investigated the limitation of our method for
pure methanol (N = 410 molecules) in the liquid phase. It is observed that
the estimated chemical potentials from umbrella sampling are in excellent
agreement with the reference values obtained from independent simulations,
for AT = +£15 K and AP = 100 bar, with respect to the system which is
simulated. For larger systems this range becomes smaller since the relative
fluctuations of energy and volume become smaller. The advantages of using
our method are explained in detail in this chapter.
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In chapter 8, the molecular simulation techniques described in previous
chapters are used to study solubility of water in hydrogen at high pres-
sure. Hydrogen is one of the most popular alternatives for energy storage.
Due to its low volumetric energy density, hydrogen should be compressed
for practical storage and transportation purposes. Recently, Electrochem-
ical Hydrogen Compressors (EHC) have been developed that are capable
of compressing hydrogen up to P = 1000 bar, and have the potential of
reducing compression costs to from 6 kWh/kg to 3 kWh/kg [154]. As
EHC compressed hydrogen is saturated with water, the maximum water
content in gaseous hydrogen should meet the fuel requirements issued by
the International Organization for Standardization (ISO) when refuelling
Fuel Cell Electric Vehicles (FCEV). The ISO 14687-2:2012 standard [155]
has limited the water concentration in hydrogen gas to 5 pmol water per
mol hydrogen fuel mixture. Knowledge on the vapor liquid equilibrium
of HoO — Hs mixtures is crucial for designing a method to remove HsO
from compressed Hsy. To the best of our knowledge, the only experimental
high pressure data (P > 300 bar) for HoO — Hy phase coexistence is from
1927 [61]. In this chapter, we have used molecular simulation and thermo-
dynamic modelling to study the phase coexistence of the HoO — Hs system
for temperatures between T' = 283 K to T' = 423 K and pressures between
P =10 bar and P = 1000 bar. It is shown that the PR-EoS and SRK-EoS
with van der Waals mixing rules fail to accurately predict the equilibrium
coexistence compositions of the liquid and gas phase, with or without fitted
binary interaction parameters. We have shown that the solubility of wa-
ter in compressed hydrogen is adequately predicted using force field based
molecular simulations. In appendix A.11, a detailed overview of available
experimental VLE and solubility data for the HoO — Hy system at high
pressures are presented.

Syngas is a crucial building block in the chemical process industry to
produce fuels and other important chemicals. It is used for the production of
hydrocarbons, acetic acid, oxo-alcohols and other chemicals. Depending on
the target product and stoichiometry of the reaction, an optimum (molar)
ratio between hydrogen and carbon monoxide (Hy:CO) in the syngas is re-
quired. Different technologies are available to control the Hy:CO molar ratio
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in the syngas. The combination of Steam Reforming of Methane (SRM) and
the WGS reaction is the most established approach for syngas production.
In chapter 9, to adjust the Ho:CO ratio, formic acid is considered as a source
for both hydrogen and carbon monoxide. Using thermochemical equilib-
rium calculations, we show that the syngas composition can be controlled
by co-feeding formic acid (FA) into the SRM process. The Hy:CO molar
ratio can be adjusted to a value between one and three by adjusting the
concentration of FA in the reaction feed. At steam reforming conditions,
typically above 900 K, FA can decompose to water and carbon monoxide,
and/or to hydrogen and carbon dioxide. Our results show that co-feeding
FA into the SRM process can adjust the Ho:CO molar ratio in a single step.
This can potentially be an alternative to the WGS process.



Chapter 2

CFCMC Simulations in the
Gibbs Ensemble

This chapter is based on the following paper: Rahbari, A.; Poursaeides-
fahani, A.; Torres-Knoop, A.; Dubbeldam, D.; Vlugt, T. J. H.; Chemical
Potentials of Water, Methanol, Carbon Dioxide, and Hydrogen Sulfide at
Low Temperatures using Continuous Fractional Component Gibbs Ensem-
ble Monte Carlo, Molecular Simulation, 2018, 44, 405-414, Ref. [59]
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2.1 Introduction

Knowledge on Vapor-Liquid Equilibrium (VLE)/reaction equilibria and
chemical potentials is important for process design and modelling [14, 39,
59]. The past decades, force field based molecular simulation has been de-
veloped as an attractive alternative for experiments, to accurately describe
the behavior of matter, and to obtain reliable thermodynamic and trans-
port properties [156-162]. Molecular simulations are used extensively for
studying phase equilibria of pure and multicomponent systems [163-167],
describing the behavior of guest molecules inside porous media [168-171],
and reaction equilibria [171-177] etc. Many thermodynamic properties such
as the density and pressure of a system are straightforward to compute in
molecular simulations [42, 142, 167, 178|.

In his pioneering work in 1987, Panagiotopoulos introduced the Gibbs
Ensemble (GE) to directly determine the phase coexistence properties using
Monte Carlo (MC) simulations [42-44]. The GE is reliable, and fast method
to obtain relatively accurate critical properties for most systems with rela-
tively small system sizes [167, 179, 180]. The finite size effects in the GE
are small unless conditions close to the critical point are considered [179,
180]. In the GE, sufficient molecular exchanges between the phases leads
to equal chemical potentials (which are directly related to activity /fugacity
coefficients). Although chemical potentials of different component types are
not strictly needed for calculating the coexistence densities, the equality of
chemical potentials is an independent and important condition for phase
equilibrium [14]. It can also be used to detect programming errors and
errors in the implementation of the simulation technique. At high densities,
successful molecule insertions depend strongly on occurrence of spontaneous
cavities large enough to accommodate the inserted molecule. As a result
of rare occurrence of such cavities at high densities, the acceptance prob-
abilities of molecule insertions/deletions are very low in dense systems or
systems with strong/directional intermolecular interactions, e.g. for water
at ambient conditions [59, 181]. This is a major drawback of simulations of
dense systems in the GE. Another drawback is that computing the excess
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chemical potential in the GE using insertion/deletion methods [40, 182-185]
suffers severely from molecule overlaps or random cavity formation.

The Widom’s Test Particle Insertion (WTPI) method [40] is the most
commonly used method for determining chemical potentials of components
by sampling the interaction energy of a test molecule inserted at a randomly
selected position in the system. The formulation of the WTPI method in
the GE was first developed by Frenkel and smit [39] which takes into account
the density fluctuations of each phase. It is well-known that methods based
on the WTPI method perform poorly for high density systems, even when
combined with CBMC or related methods [14, 181, 186, 187]. Coskuner and
Deiters have used the WTPI method to compute, among other properties,
the chemical potential of TIP5P water in the temperature range of 7=300 K
to T=320 K in the NPT ensemble [188]. However, the chemical potentials
are not in agreement with the experimental Equation of State (EoS) [143,
144]. This deviation may stem from either inefficiency of the WTPI method
at low temperatures [189-191] or the hydrogen bonding network of water.
Other reasons may include inefficiency of the simulations or a force field
limitation. Limitations of different simulation techniques involving (test)
particle insertions/removals have led to development of more advanced MC
techniques to improve molecule exchange efficiency and computation of
chemical potential by combining particle insertions and removals [190, 192],
or by gradual insertions/deletions in multiple MC steps such that the sur-
rounding molecules can adjust to the molecule that is inserted or deleted [49,
187, 193]. In the past decades, the idea of gradual insertion/deletion was
used for different systems, see the works of Mon et al. [193], Squire et
al. [194], Mruzik et al. [195] and de Pablo from the 90s [196].

A few years ago, the Continuous Fractional Component Monte Carlo
(CFCMC) technique was developed by Shi and Maginn [45, 141], leading
to efficient molecule exchanges in open ensembles. The main new element
developed by Shi and Maginn is that the gradual insertion of molecules is
continuous, rather than in discrete stages [197, 198]. In the CFCMC method,
a fractional molecule with scaled interactions with the surroundings is added
to the ensemble. A coupling parameter A is introduced as an extended
variable in an expanded ensemble, and trial moves are carried out to change
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the value of A\. The fractional molecule is distinguishable from the other
“whole”, or normal molecules. The value A = 0 means that the fractional
molecule does not interact with other molecules in the simulation box and
acts as an “ideal gas” molecule. The value A = 1 means that the fractional
molecule is fully interacting with other molecules in the system, and thus
acts as a “whole” molecule. To further increase the efficiency of molecule
exchanges, an additional biasing potential W (\) can be used to ensure that
the sampled probability distribution of A is flat [45, 141, 199, 200]. Although
the original method of Shi and Maginn [45, 141] significantly improves the
efficiency of molecule exchanges, additional post-processing is required to
compute the chemical potential or derivatives of the chemical potential.
Based on the earlier work of Maginn and co-workers, Vlugt and co-
workers have developed a more efficient alternative of the CFCMC tech-
nique [38] in open ensembles (GC, reaction ensemble, Gibbs ensemble)
with free energy calculations, in which molecule transfers are facilitated
by CFCMC [38, 142]. The crucial difference between this method and the
original implementation of Maginn and co-workers is that a single fractional
molecule per component is used, and the fractional molecule of each com-
ponent type can be in either one of the phases [38]. In addition to the
conventional thermalization trial moves (translation, rotation and volume
changes), three additional trial moves are associated with the fractional
molecule of each component. Details on the trial moves associated with the
fractional molecule in the GE are explained in detail in this chapter. During
the simulation involving a fractional molecule, the probability distribution
of A € (0,1) is sampled. It is shown in [38], that the ratio between p(A = 0)
and p(A = 1) is directly related to the free energy difference of inserting a
full additional molecule [38, 142]. The CFCMC method has been applied to
the NPT /NVT ensemble [20], grand-canonical (GC) [201], Gibbs Ensemble
(GE) [20, 38, 45, 141}, and the reaction ensemble (RxMC) [142, 177]. In
this chapter, the underlying reason and a criterion for the limitations of the
WTPI method are investigated. We have chosen to simulate the VLE of
four different components in the GE with similar coexistence liquid densi-
ties, namely water and methanol (with a hydrogen bonding network), and
hydrogen sulfide and carbon dioxide (without a hydrogen bonding network).
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To study the role of different models, we have used several force fields for
water and methanol: SPC [202], TIP3P/EW [203], TIP4P/EW [204] and
TIP5P/EW [205]) water, OPLS and TraPPE methanol [206, 207], hydro-
gen sulfide [208] and TraPPE carbon dioxide [209]. Number densities and
void fractions of all systems in this work are compared as it may provide a
criterion for limitation of the WTPI method. As an independent check, the
Overlapping Distribution Method (ODM) is used in the NVT ensemble [14,
210] to check the reliability of the WTPI results at different system tempera-
tures. As water has a strong hydrogen bonding network, a two-dimensional
ODM in the NVT ensemble is used to test if certain orientations of the
test molecule inside the hydrogen bonding network of water lead to ineffi-
ciency/failure of the WTPI method. In this method, different number of
hydrogen bonds between the test molecule and its surrounding molecules
corresponds to different orientations of the test molecule.

This chapter is organized as follows. In Section 2.2, the relevant equa-
tions used for sampling the chemical potentials using the WTPI method
in the GE and th CFCGE MC method are provided, and the differences
between the two methods are explained. Additionally, equations for the con-
ventional ODM using orientational biasing and the two-dimensional ODM
are presented and explained. Void fractions of every component are also
defined and tabulated at different temperatures. Simulation details are pro-
vided in Section 2.3. Our findings are presented in section Section 2.4. Our
results show that computing chemical potential using the WTPI method
becomes quite inefficient when for systems with a void fraction smaller than
0.5, while the CFCGE MC method does not have this limitation and is more
efficient at high densities. Our conclusions are summarized in Section 2.5.
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2.2 Methodology

The computation of chemical potential for a pure component in the
GE is based on the original WTPI method [211], taking into account the
fluctuations in the volume and the number of molecules in box 4. Frenkel
and Smit showed that the chemical potential in the GE equals [14, 39] :

Vi/A?
Ni +1

i, GE = —kBT1n< exp [—ﬁAUZﬂ> (2.1)
f =1/(ksT) in which kp is the Boltzmann constant and 7" is the tempera-
ture of the system. AUZ»+ is the interaction energy of the test molecule with
the rest of the molecules in box ¢. A is the thermal wavelength, V; and N;
are the volume and number of molecules of box i respectively. To obtain the
chemical potential in simulations in the NPT ensemble, Eq. 2.1 is used. One
can split the chemical potential in Eq. 2.1 into an ideal gas part and excess
part. The finite-size effect of the ideal gas part of Eq. 2.1 can be corrected
using the approximation outlines in [164]. Details about obtaining chemical
potential and derivatives of the chemical potential in the NPT ensemble are
explained in detail in chapter 5. Due to overlaps between the test molecule
and the existing molecules in a system, the potential energy change (AU;")
of the trial insertion move can become infinitely large (AUiJr — 400), and
the corresponding Boltzmann factor becomes almost equal to zero. Since
the majority of trial insertion moves in a dense liquid phase contribute
with almost zero statistical weight, the chemical potential computed using
Eq. 2.1 may be questionable and has typically large standard deviations in
high-density phases.

To circumvent the potential sampling problems of the WTPI method,
Shing and Gubbins [190, 192] proposed an alternative way of obtaining
chemical potential in the 80s of by combining particle insertions and re-
movals. Similarly, Bennett [210] has introduced the ODM which is used
in this work as an independent check to verify the validity of the WTPI
method at different system densities/void fractions [14]. In the ODM, two
separate simulations in the NVT ensemble based on the coexistence densi-
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ties from GE simulations are performed for two separate systems 0 and 1
with N and N + 1 particles, respectively. Here, the volumes of systems 0
and 1 are assumed to be the same, but this is not essential [14]. It is shown
in Refs. [14, 212] that the excess chemical potential of system 0 equals

p = f1(AU) = fo (AU) (2.2)
The functions fo(AU) and f1(AU) are defined as

fo (AU) = RT [lnpy (AU)] — &Y

f1 (AU) = RT [lnp; (AU)] + &7 (2.3)

Here, kpT' is written as RT since all chemical potentials and energies are
reported in [kJ.mol~!]. In Eq. 2.3, AU denotes the potential energy dif-
ference between systems 0 and 1. po(AU) is the probability distribution
for the potential energy difference AU between system 0 and 1 while sam-
pling configurations in system 0. The same definition applies for p;(AU)
in system 1. Since the ODM combines insertion and removal trial moves, it
offers a better estimate of the chemical potential compared to the WTPI
method [14, 212], and can be used as an independent check for the WTPI
method. For systems with a strong hydrogen bonding network like water,
the interaction energies of the test molecules may not only depend on the
position, but also on the orientation with respect to the hydrogen bonding
network. The number of hydrogen bonds that the test molecule forms with
its adjacent molecules is related to the orientation of the test molecule. A
geometrical definition of hydrogen bonds [213—218] was used in this chapter
to count the number of hydrogen bonds between water molecules. The
geometric criterion is shown in Fig. 2.1. We implemented this geometric
definition in the RASPA software package [219, 220] and computed the
average number of hydrogen bonds for the TIP4P/EW water model in the
NVT ensemble. Excellent agreement with literature [218] was observed for
the average number of hydrogen bonds for temperatures between T'=300 K
and T=600 K. The results are shown in Fig. 2.1.

To study the hydrogen bonding network of water and its effect on the
performance of the WTPI method, a two-dimensional ODM is derived by
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Figure 2.1: Triangles: Average number of hydrogen bonds for the TIP4P/EW water model
computed in the NVT ensemble based on the coexistence densities of saturated liquid water
from NIST database [144]. Error bars are smaller than symbols. The inset shows the hydrogen
bond geometric criterion between two water molecules: Roo < 3.5 A, Ron < 2.5 A and
0 < 30 [213-218].

introducing the number of hydrogen bonds (H) as a second integer variable.
The two-dimensional ODM can check the validity of the WTPI method for
different numbers of formed hydrogen bonds between test molecule and its
surrounding water molecules. If orientational biasing is included as part
of the test molecule insertion and removal, the energy difference —FAU in
Egs. 2.2 and 2.3 should be replaced by the logarithm of the Rosenbluth
weight of the test molecule [25, 179, 187, 212, 221]. The functions f; and
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fo in the two-dimensional ODM including orientational biasing become

fo(W,H) = RT [lnpy (In W) + IHQW]

fi (W,H) =RT [lnp; (InW) — 2] (2.4)

H is the number of hydrogen bonds between the test molecule (in the trial
insertions or trial removals) and its surrounding water molecules. Derivation
of Eq. 2.4 is provided in the Supporting Information of Ref. [59]. The excess
chemical potential for a given number of hydrogen bonds H equals

u(H) = fo (W, H) — fo (W, H) (2.5)

In an attempt to quantify the limit at which the WTPI method breaks
down, the number density and void fraction of all systems in this work are
compared and shown in Table 2.1. The number density is defined as

N

PN = v (2.6)

The void fraction ¢ is defined as
¢=1—pN - Vmol (2.7)

Vol is the volume of the molecular model. To compute the volume, each
interaction site in the molecule is considered to be a sphere with diameter
0. Therefore, the volume of a molecule with & interaction sites equals the
sum of the volumes of all spheres minus the intersection volume between
the spheres

57 0/2 - lntersectlon (28)

mol

Mw
Lol >~

=1

Vintersection 1S the total intersection volume between the spheres. The value
of o of each molecule type can be found in the force field data in the
Supporting Information of Ref. [59].
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To ensure that phase equilibrium is reached in simulations in the GE,
independent simulations are also performed using our formulation of the
CFCGE MC method which has a more efficient molecule exchange [38] and
allows for direct computation of the chemical potential. The molecule swap
trial move in the GE is replaced by three types of trial moves to facilitate
molecule exchange between the simulation boxes in the CFCGE MC method.
(1): swapping the fractional molecule to a randomly selected position in
the other simulation box, while keeping the positions and orientations of
other molecules constant; (2): changing the value of scaling parameter A
while keeping the positions and orientations of all molecules including the
fractional molecule constant; (3): changing the identity of the fractional
molecule with a whole molecule in the other box while keeping the value
of A, positions and orientations of other molecules constant. Fig. 2.2 shows
a schematic representation of these types of trial moves. It is efficient to
combine trial moves (2) and (3) into a single hybrid trial move, as trial
move (2) has a high acceptance probability only at low values of A, and
trial move (3) has a high acceptance probability only at high values of A.
In this hybrid trial move, trial move (2) is only selected at low values of
A, and trial move (3) is only selected at high values of A. This avoids the
situations in which trial moves with a very low acceptance probability are
selected. Since the value of A does not change during this hybrid trial move,
the probabilities of selecting this trial move and the reverse trial move are
identical, and therefore the condition of detailed balance is not violated [14,
142]. For more details, the reader is referred to chapters 3 and 5. The
acceptance rules of these moves are derived in Ref. [38]. It is also shown
in Ref. [38] that by sampling the probability of A approaching zero and
one in each simulation box, one can compute the chemical potential as an
ensemble average without any additional post processing. The chemical
potential for a single component in box i in the CFCGE MC equals [38]

] A3 i (A
i, creGEMC = —kpT' In <J‘\/7¢/+ 1> —kpgT'In <m> (2.9)

Ideal gas part Excess part
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pi(A T 1) and p;(A | 0) are the probability of A\ approaching one and zero
in box i. The chemical potential in Eq. 2.9 is split into an ideal gas part
and excess part. It is shown in appendix A.1 that the computed chemical
potentials obtained using Egs. 2.1 and 2.9 are the same by definition. Eq. 2.9
can be extended to other ensembles. Applications of Eq. 2.9 to other
ensembles are provided in chapters 3 to 5 and 8. One should be aware of
potential pitfalls of the CFCMC method when performing extrapolation
to compute the chemical potential in Eq. 2.9. Using chapter 3, we show
that performing extrapolation on p(A) may lead to systematic error when
the distribution is steep. To circumvent this issue, an alternative binning
scheme is developed in chapter 3.
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Figure 2.2: MC trial moves facilitating molecule exchanges in the CFCGE MC simulations [38].
The coupling parameter A scales the interactions of the fractional molecule with its surround-
ings. In this figure, the fractional molecule is marked red. These types of trial moves are:
(Swap Move): the fractional molecule is moved to a randomly selected position in the other
box, while keeping the value of A constant. (Change \): random change of the coupling
parameter A while keeping the position of the fractional molecule constant. Trial moves that
result in A < 0 or A > 1 are automatically rejected. (Change Identity): trial move to change
the fractional molecule into a whole molecule and changing a randomly selected molecule in
the other box into a fractional molecule, while keeping all positions fixed. For more details
about the CFCGE MC method and the acceptance rules the reader is referred to the Ref. [38].
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2.3 Simulation Details

The Lennard-Jones (LJ) interactions of the fractional molecule with the
rest of the molecules can be scaled as follows [20, 38, 142, 222]:

1 1
B0 ar e (] - )]

ury (1, ALy) = ALgde (2.10)

in which ¢ and € are the LJ parameters and r is the intermolecular distance
between two interaction sites. Apjy scales the LJ interactions of the frac-
tional molecule. In principle, other thermodynamic pathways are possible to
scale the LJ interactions of the molecule [223-225]. To protect the charges
from overlapping, the scaling of the LLJ and Coulombic interactions of the
fractional molecule are decoupled. It is specifically important to switch on
the repulsive LJ interactions before the Coulombic interactions, to protect
the charges from overlapping [223-228|. Charge-overlaps can potentially
lead to huge electrostatic potentials, inaccuracies and numerical instabili-
ties [223, 224, 226-228]. First, the LJ interactions of the fractional molecule
are switched on at A = 0 and are fully interacting with the surrounding
molecules when A reaches a certain predefined threshold value of A\*. Sec-
ond, the Coulombic interactions of the fractional molecule are switched on
at A = A* and are fully interacting with the surrounding molecules when
A = 1. In Fig. 2.3, it is shown how the LJ and Coulombic interactions are
decoupled and scaled with separate coupling parameters Apy € [0,1] and
Acoul € [0, 1] respectively. Different choices are possible for A* depending
on the system. In this thesis, the selected values of A* are between A* = 0.6
and A\* = 0.8. No attempts were made to choose the value of A* which
leads to the most efficient simulation. Note that only the efficiency of the
simulation depends on A* and not the result. Details on scaling electrostatic
interactions of the fractional molecule are provided in chapter 4.

To compute the chemical potential of liquid and gas phases of water
at equilibrium, MC simulations in the temperature range between T'=210
K and T=375 K are performed in the CFCGE MC and GE. All simula-
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Figure 2.3: Coupling parameter \ to scale the interactions of fractional molecules. Ay € [0, 1]
is the coupling parameter used to scale the LJ interactions of the fractional molecule (Eq. 2.10).
At A = X\, the Coulombic interactions are switched on. Acou € [0, 1] is the coupling parameter
used to scale the Coulombic interactions of the fractional molecule (see chapter 4).

tions are performed using the RASPA software package [219, 220]. The
chemical potentials are computed directly in the CFCGE MC simulations
(Eq. 2.9). In the conventional GE, the WTPI method is used to compute
the chemical potential of both phases (Eq. 2.1). Using the coexistence
density of the liquid phase from GE simulations, the ODM in the NVT
ensemble is performed to check independently at which densities the WTPI
method breaks down. Four different rigid water models (SPC [202, 229],
TIP3P/EW [203], TIP4P/EW [204] and TIP5P/EW [205]) were used for
this study. Rigid methanol OPLS-UA [206] and flexible TraPPE force fields
were selected for methanol. [207]. For carbon dioxide and hydrogen sulfide,
TraPPE force field parameters were used [208]. Details about the force field
parameters, truncation of intermolecular potentials, and tail corrections are
provided in the Supporting Information of Ref. [59]. For all water models
10° equilibration cycles were carried out followed by 2.3-10% MC cycles. For
methanol, carbon dioxide models 2 - 10° equilibration cycles were carried
out followed by 1.2 - 10° MC cycles. Each MC cycle in RASPA consists
of N Monte Carlo trial moves, where N equals the number of molecules.
The Wang-Landau algorithm [199, 230] was used to compute the weight
function in the CFCGE MC simulations.

For CFCGE MC, trial moves were selected with the following proba-
bilities: probability of volume exchange between the boxes: 1.0%. The
rest of the trial moves were selected with an equal probability of 19.8%
including: translation, rotation, swap molecules, change value of lambda,
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and change identity move. No biasing was used for molecule insertions or
deletions using CFCGE MC. However, it is possible to combine orientational
biasing with CFCGE MC for a higher computational efficiency [186]. For
conventional GE simulations, trial moves were selected with the following
probabilities: probability of volume exchange between the boxes: 1.2%.
The rest of the trial moves were selected with an equal probability of 24.7%
including: translation, rotation, swap. For insertion of molecules in the
conventional GE, orientational biasing was used with 10 trial directions.
For flexible methanol in CFCGE MC simulations, the probability of volume
exchange was 0.8%. The probabilities of selecting other moves were evenly
distributed between the aforementioned trial moves above and an additional
molecule reinsertion trial move. For flexible methanol in GE simulations,
probabilities of selecting volume exchange was 1.0%. The probabilities of
selecting other moves were evenly distributed between the aforementioned
moves above and an additional molecule reinsertion move.

2.4 Results

Simulation results show that computed chemical potentials of hydro-
gen sulfide and carbon dioxide using the WTPI method are in excellent
agreement in the gas and liquid phase at coexistence. However, this is not
the case for water and methanol. Fig. 2.4 compares the computed chemical
potentials of water and methanol at coexistence using both methods. It is
clearly shown that computed chemical potentials of water and methanol
in the gas phase and the liquid phase at coexistence are only in excellent
agreement when using the CFCGE MC method.

The inability to accurately compute the chemical potentials of the liquid
phase at coexistence can be either due to inefficiency of the GE simulations
to reach equilibrium, or the inefficiency of the WTPI for the chemical po-
tential in the dense liquid phase. The molecule exchange efficiency in the
conventional GE simulations is up to orders of magnitude lower than for
the CFCGE MC simulations as shown in Fig. 2.5 (efficiencies defined in the
caption). Despite the lower efficiency of molecule exchanges in the GE, the
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Figure 2.4: Comparison of chemical potentials of gas and liquid phases using the CFCGE MC
method and the WTPI method in the GE. (open squares): computed chemical potentials of
the water SPC, TIP3P/EW and TIP4P/EW models using the CFCMC GE method, (open
triangles): computed chemicals potential of the methanol models OPLS-UA and TraPPE
using CFCGE MC method, (closed squares): computed chemical potentials of water SPC,
TIP3P/EW and TIP4P/EW models using the WTPI method, and (closed triangles): computed
chemical potentials of the methanol models OPLS-UA and TraPPE using the WTPI method.
The line is a guide to the eye to indicate the equal chemical chemical potentials between the
gas and liquid phase at coexistence. Error bars are smaller than symbol sizes. The raw data
are listed in the Supporting Information of Ref. [59].

coexistence densities obtained from CFCGE MC and GE simulations are
in excellent agreement for all components (coexistence liquid densities are
listed in the Supporting Information of Ref. [59].). Hence, both methods
have converged to the same equilibrium densities. Since identical equilib-
rium densities are obtained using both methods, any difference between the
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Figure 2.5: Molecule exchange efficiencies in the GE and CFCGE MC. Efficiency of the swap
trial moves in the GE is defined as the ratio between accepted molecule insertions and the
total attempted swap trial moves (closed symbols). The efficiency of the identity change
move in the CFCGE MC is defined as ratio between accepted change identity trial moves and
total number of trial moves to facilitate molecule transfers [38]. (squares): SPC, TIP3P/EW
and TIP4P/EW water (CFCGE MC) (triangles): OPLS-UA and TraPPE methanol (CFCGE
MCQ).

computed chemical potentials can only be attributed to inefficient compu-
tation of excess part of the chemical potential. The contribution of excess
chemical potential in the dense liquid phase is significant due to strong
interactions of the test molecule with its surroundings, while in the gas
phase, the inserted test molecule has limited interactions with its surround-
ings which means that the chemical potential of the gas phase is mainly
determined by the ideal part. Since chemical potentials in the liquid and
gas phase are equal in CFCGE MC simulations, it can be concluded that
the CFCGE MC method computes the excess part of the chemical poten-
tial correctly for water and methanol in the liquid phase, and the WTPI
method does not. Computed chemical potentials of coexisting phases of
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all systems using both methods are shown in Figs. 2.6 and 2.7 as a func-
tion of temperature. The inability of the WTPI method to compute the
excess chemical potentials of water and methanol accurately may be due
to the existence of a strong hydrogen bonding network. A two-dimensional
overlapping distribution method in the NVT ensemble at the coexisting
liquid densities was used to verify whether certain orientations of the test
molecule can be energetically unfavorable such that the performance of the
WTPI method is affected. As shown in Fig. 2.1, the number of hydrogen
bonds that test molecule forms with its adjacent molecules follows from the
orientation of the test molecule in the hydrogen bonding network. Fig. 2.8
shows results of implementing the two-dimensional ODM for TIP4P/EW
water model at 300 K as a function of number of formed hydrogen bonds
between the test molecule and its surrounding molecules. For H > 4, the
overlap between functions fo(W, H) and fi(W, H) becomes smaller which
results in poor statistics and therefore these are not shown in Fig. 2.8. It is
shown in Fig. 2.8 that excess chemical potentials computed using the two-
dimensional ODM and the WTPI method are not equal for any value of H.
This observation does not depend on the of number of hydrogen bonds the
test molecule forms with its surrounding molecules in the present system.
The two-dimensional ODM method was also used to show that the chemical
potential of water at T=500 K was computed accurately using the WTPI
method, for all values of H. Simulation results of the two-dimensional
ODM for TIP4P/EW water at T=500 K are provided in the Supporting
Information of Ref. [59].
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Figure 2.6: Chemical potentials of coexisting phases of water models for temperature range
T=300 K to 7=350 K: (a) SPC; (b) TIP3P/EW; (c) TIP4P/EW and; (d) TIP5P/EW
(left: WTPI method in the conventional GE, right: CFCGE MC method). In all subfigures:
(triangles): computed chemical potentials in the gas phase, (squares): computed chemical po-
tentials in the liquid phase, (dashed lines): computed chemical potentials from the Helmholtz
EoS based on empirical data [143]. The raw data are listed in the Supporting Information of
Ref. [59].
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Figure 2.7: Chemical potentials of coexisting phases of methanol, hydrogen sulfide and carbon
dioxide (liquid and gas) in the temperature range T'=220 K to 7'=375 K: (a) methanol TraPPE;
(b) methanol OPLS-UA; (c) H2S TraPPE; (d) CO2 TraPPE force field (left: WTPI method
in the conventional GE, right: CFCGE MC method). In all subfigures: (triangles): computed
chemical potential in the gas phase, (squares): computed chemical potentials in the liquid
phase, (dashed line): computed chemical potentials from the empirical Helmholtz EoS based
on experimental data [145, 231, 232]. The raw data are provided in the Supporting Information
of Ref. [59].
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Figure 2.8: Two-dimensional overlapping distribution method (Eq. 2.5) applied to the
TIP4P/EW liquid water model in the NVT ensemble with a void fraction of ¢ = 0.45,
based on the computed coexistence densities at 7=300 K. The sampled hydrogen bond count
in each subfigure equals: (a) H = 0; (b) H =1; (c) H = 2; (d) H = 3. In all sub-figures:
(dashed lines): f1(W, H), (dash-dotted lines): fo(W, H), (dotted lines): u$5rpr, (lines):
fo(W,H) = f1(W, H).

Table 2.1 shows number densities and void fractions of all systems in the
liquid phase at coexistence in the temperature range of T=250 K to T'=350
K. It can be seen that water has the largest number density (around 0.03)
between T=300 K to T'=350 K, while number densities of other systems
are much smaller (around 0.01) in the temperature range of T'=220 K
and T=350 K. Therefore, the number density cannot consistently offer a
criterion for limitation of the WTPI method for water and methanol. For
systems studied in this work, efficiency of the WTPI method appears to be
correlated with the void fraction of the system. There is a clear distinction
between void fractions of water and methanol systems (where WTPI method
fails) compared to void fractions of carbon dioxide and hydrogen sulfide
systems (where WTPI method works). It seems that for all systems in
this study, the WTPI method fails when the void fraction of the system
drops approximately below 0.50. This has also been independently tested
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using the ODM in the NVT ensemble as can be seen in the Supporting
Information of Ref. [59]. Fig. 2.9 shows the relative difference between the
chemical potentials in the coexisting gas and liquid phases as a function of
void fraction of the liquid system. It can be seen in Fig. 2.9 that as the
void fraction drops below 0.5, the relative difference increases rapidly. A
similar conclusion can be drawn for a a LJ liquid, which is shown in the
Supporting Information of Ref. [59]. Providing a more accurate criterion
on the limitations of the WTPI method requires studying several other
components.

Although the failure of the WTPI method is explained for all systems
based on the void fraction, the computed chemical potentials of water using
the CFCGE MC method deviate from the empirical EoS in case of four-site
and five-site models. This is most probably a limitation of the force field
since chemical potentials of the two phases are equal using the CFCGE
MC method. Fig. 2.10 shows computed excess chemical potentials of the
aforementioned water models in the CFCGE MC together with those re-
ported by Coskuner and Deiters [188] who used a five-site water model.
Moreover, the excess chemical potential of water at different temperatures
was computed using IAPWS empirical EoS [143] and shown in Fig. 2.10.
Similar to the EoS, the excess chemical potentials of water obtained from
CFCGE MC method increase linearly in the temperature range between
T=300 K and T=350 K. Since the water models were not fitted to exper-
imental chemical potential data, some deviation from the empirical data
is expected depending on the model. It is shown in Fig. 2.10 that other
test particle methods (Theodorou’s deletion method [183], Widom’s test
particle deletion method [182]) fail to compute the chemical potentials of
water accurately as well. Excess chemical potentials of methanol, hydrogen
sulfide and carbon dioxide are also listed in the Supporting Information of
Ref. [59].
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Table 2.1: Number densities and void fractions of carbon dioxide, hydrogen sulfide, methanol

and water in the coexisting liquid phase at different temperatures.

| T/IK] | pu/AT] | 0/ ]

COq
220 0.0160 | 0.51
230 0.0153 0.52
240 0.0150 | 0.54
250 0.0143 0.55
H»S
210 0.0167 | 0.54
230 0.0160 | 0.56
250 0.0155 0.57
CH3;0H
240 0.0158 0.44
270 0.0152 0.46
300 0.0147 | 0.48
350 0.0138 0.51
H»0O
300 0.0332 0.44
325 0.0327 | 0.45
350 0.0322 0.46
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Figure 2.9: Relative difference between the chemical potentials in the coexisting gas and
liquid phases using the WTPI method as a function of the void fraction. (closed triangles):
Water (SPC, TIP3P/EW, TIP4P/EW, TIP4P/EW, TIP5P-EW); (closed squares): Methanol
TraPPE; (open squares): Methanol OPLS-UA; (circles): carbon dioxide TraPPE; (open
circles): hydrogen sulfide.
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Figure 2.10: Comparison of computed excess chemical potentials of different water models
for different methods at VL coexistence. Chemical potentials of water computed by Coskuner
and Deiters [188] at different temperatures with a modified TIP5P model with different
methods are shown with closed symbols: (circles): Widom's test particle insertion method,
(upward-pointing triangles): Widom's test particle deletion method, (squares): Theodorou
deletion method [183]. Excess chemical potentials of different water models using CFCGE
MC simulations are shown with open symbols: (downward-pointing triangles): TIP5P-EW
water model, (circles): SPC water model, (upward-pointing triangles): TIP3P/EW water
model, (squares): TIP4P/EW, (dashed line): based on the empirical Helmholtz equation of
state [143] provided by NIST, REFPROP [144]
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2.5 Conclusions

Despite the lower molecule exchange efficiency of the GE simulations,
equal densities from CFCGE MC and GE simulations were obtained for all
systems in this study. Computed chemical potentials using CFCGE MC
for all systems in study are equal in both phases at coexistence. This is
not the case for computed chemical potentials of water and methanol in the
two phases using the WTPI method. However, for all cases the chemical
potential of the gas phase using the WTPI method agrees well with the
chemical potentials computed using the CFCGE MC method. Therefore, it
is concluded that WTPI method is unable to compute the chemical poten-
tial of water and methanol accurately in the liquid phase. Since all densities
computed in CFCGE MC are in very good agreement with the GE simu-
lations in this study, any inefficiency of the WTPI method originates from
sampling the excess part. By gradual molecule insertion and removal during
the MC simulations, the CFCGE MC method has resolved the sampling
issue of the WTPI method. Using the CFCGE MC method, one would be
able to compute the chemical potentials of the two phases directly without
any further calculations which provides an independent check for the condi-
tion of chemical equilibrium. Computed chemical potentials of water using
three-site models are in better agreement with TAPWS empirical EoS [143,
145]. The importance of using models capable of accurately predicting the
chemical potential of water is highlighted in chapter 8. Chemical potentials
of methanol computed using both TraPPE and OPLS-UA force fields and
hydrogen sulfide force fields are in excellent agreement with the empirical
EoS [145, 231]. Slight deviations in the chemical potential of carbon diox-
ide relative to the experimental EoS [232] are observed. The inefficiency
of the WTPI method in water with a strong hydrogen bonding network
is independent on the the number of hydrogen bonds the test molecule
forms with its surrounding molecules. For all systems in this study, it is
shown consistently that efficiency of the WTPI method strongly depends on
the void fraction of the system and reduces significantly for void fractions
smaller than 0.50. More data may be needed to determine a more accurate
limit for void fraction where the WTPI works correctly.



Chapter 3

Improving the Accuracy of
Computed Chemical

Potentials in CFCMC
Simulations

This chapter is based on the following paper: Rahbari, A.; Hens, R.; Dubbel-
dam , D.; Vlugt, T. J. H., Improving the accuracy of computing chemical
potentials in CFCMC simulations, Molecular Physics, 2019, 117 ,3493-3508,
Ref. [41]
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3.1 Introduction

In the previous chapter, the CFCMC method was introduced and the
advantages of combining CFCMC with the GE were demonstrated for water,
methanol, carbon dioxide and hydrogen sulfide at low temperatures. As
was shown in chapter 2, one of the key aspects of this method is the direct
calculation of the chemical potential by binning of the coupling parameter A
and using the probabilities p(A = 0) and p(A = 1), which require extrapola-
tion [38]. In this chapter, we show that that performing extrapolation leads
to systematic errors when p(\) is steep. To eliminate this systematic error,
we propose an alternative binning scheme which improves the accuracy of
computed chemical potentials. We also investigate the difference between
CFCMC averages (uncorrected for the bias) and Boltzmann averages in-
cluding multiple fractional molecules. In addition, we investigate the use of
multiple fractional molecules needed in simulations of multiple components,
and show that these fractional molecules are very weakly correlated and
that calculations of chemical potentials are not affected.

The main new element of the CFCMC method by Shi and Maginn
is that A has been changed from a discrete parameter into a continuous
parameter [45, 141]. In principle, the intermediate A\ states can be either
continuous or discrete. Continuous and discrete intermediate stages for
A are both commonly used in expanded ensembles [45, 141, 197]. The
advantage of having a continuous A is that changes in A (denoted by AM)
can be adjusted to facilitate transfers between intermediate A states. This
eliminates the guesswork about how many intermediate stages are needed.
When the number of intermediate stages is close to optimal, we do not
expect much differences in the accuracy of the computed chemical potentials
between continuous and discrete staging.

Since in CFCMC simulations, insertions/deletions are performed with
fractional molecules, biasing of A is used to improve molecule transfer ef-
ficiency [38, 45, 141, 142]. Adaptive computation of the weight function
W (A) is performed iteratively to obtain a flat distribution of A [199, 200].
This significantly improves the efficiency of CFCMC simulations. Using
an optimum weight function in the simulations ensures smooth transitions
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between A = 0 and A = 1. In CFCMC simulations, ensemble averages of
thermodynamic properties can be computed, either Boltzmann averages or
biased averages (uncorrected for the bias introduced by the biasing potential
W(A)). The Boltzmann average of any observable X is obtained from [38,
142]:

<X> _ <X eXp [_W )‘)]>Biased (31)

(
Boltzmann = foxp [ W (A\)]) Biased

Eq. 3.1 is used to transform the averages back from CFCMC simulations in
which biasing is applied [38, 142]. Biased averages are obtained by taking
the normal averages without correcting for the bias:

Ns

X

=
<X>Biased =" NS

(3.2)

where Ng is the number of times the observable X is sampled. The NPT
ensemble and an expanded version of this ensemble, the Continuous Frac-
tional Component NPT (CFCNPT) ensemble, are used. Our conclusions
for this ensemble can be easily extended to other ensembles. For simula-
tions in the CFCNPT ensemble, the averages of Eq. 3.2 may be considered
as approximations for averages in the CFCNPT ensemble, which in turn
are approximations for averages in the conventional NPT ensemble. As
the CFCNPT and conventional NPT ensemble have a different number of
degrees of freedom [14, 20], ensemble averages in both ensembles are in
principle different, but in practice these differences are small [38, 142].

As explained in chapter 2, the excess chemical potential can be com-
puted by sampling the Boltzmann probability distribution of the coupling
parameter, p(A). See appendix A.1.3 for derivation of the excess chemical
potential in the CFCNPT ensemble. However, in the 2016 version of the
CFCMC method [38] (as used in chapter 2), it is not possible to directly sam-
ple p(A = 0) and p(\ = 1). Instead, one relies on extrapolation (A ] 0 and
AT 1) to compute the excess chemical potential. Therefore, it is necessary
to use a binning scheme to sample the distribution p(\) which may affect



48 IMPROVING THE ACCURACY OF CFCMC

the accuracy of the method. In Ref. [38] it was proposed that in practice
linear extrapolation of p(\) is sufficient to calculate the excess chemical po-
tential using Eq. 2.9. A clear distinction needs to be made between “precise”
and “accurate” computation of the excess chemical potential. The values
for the computed excess chemical potential may be systematically wrong
(inaccurate) with small error bars (precise). This leads to a false impression
of precision while missing accuracy (large difference from the actual value).
This sampling issue appears especially for systems in which the number of
bins, Ny, is insufficient to capture the steepness of distribution p()\), leading
to inaccurate extrapolation results. One could increase N}, to improve the
accuracy of the extrapolation, however this leads to poor sampling of p(\)
(less statistics per bin) and therefore loss of precision of the extrapolation.
Therefore, it is not a priori clear which value to select for Ny, for different
systems. In this chapter, we investigate how the accuracy of the extrapola-
tion scheme changes with V},, and we develop a much more accurate scheme
that allows a continuous coupling parameter A € [0, 1] without having to use
extrapolation for chemical potential calculations. The new scheme allows
sampling a continuous coupling parameter including the states A = 0 and
A = 1. This means that the chemical potential is obtained independent
of any extrapolation scheme since the states A = 0 and A = 1 are directly
sampled. We will show that this significantly improves the accuracy of
computed values of pu® for systems with strong intermolecular interactions.

The effect of N}, on the accuracy and precision of our new binning
scheme is also investigated. Simulations in the CFCMC ensemble with
multiple fractional molecules may be used to study complex systems e.g.
the multicomponent Gibbs ensemble chapter 8, the reaction ensemble chap-
ter 5, and the reaction ensemble combined with phase equilibria [142, 173,
175, 176]. It is not recommended to include more fractional molecules in
the system than required. However, in many cases it is necessary to use
multiple fractional molecules [142]. Therefore, it is important to under-
stand how multiple fractional molecules influence computed properties. For
dense systems or systems in which Ny, fractional molecules are present,
the multidimensional weight function W (A1, Ag, ..., An,,.) becomes steeper
with increasing Nf.,.. This results in difficulties when sampling Boltzmann
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averages (Eq. 3.7). In principle, Ng,. is the number of fractional molecule
types in the simulation. This is important to consider when performing
simulations in the reaction ensemble as fractional molecule types of reac-
tants and reaction products are different [142]. For the rest of this chapter,
all fractional types are considered the same, however the conclusions are
transferable to the reaction ensemble [142].

Another drawback is the difficulty of computing the multidimensional
weight function using an adaptive scheme such as the WL algorithm [199,
200]. To calculate the biasing function, a multidimensional histogram has
to be filled until some flatness criterion is met, which can be difficult com-
putationally. We find that splitting the multidimensional weight function
into a sum of one dimensional weight functions can improve the calculation
of the biasing function W () and sampling of Boltzmann averages. To the
best of our knowledge, the effect of having multiple fractional molecules on
the statistics of Boltzmann averages and biasing in CFCMC simulations are
not systematically investigated/reported in literature.

In this chapter, three important points relevant to systems with multiple
fractional molecules are investigated: (1) The correlation between \’s of
different fractional molecules are investigated. (2) Sampling of Boltzmann
averages using Eq. 3.1 is numerically difficult if the weight function is
large. Due to this, sampling of the biased averages, Eq. 3.2, is an attractive
alternative to Boltzmann averages in CFCMC simulations. Therefore, it is of
interest to study the difference between the Boltzmann and biased averages
for different systems. (8) The excess chemical potential is a thermodynamic
property for any system state, independent of the number of the fractional
molecules, Ngae. Therefore, it is important to check whether the value of
the computed chemical potentials varies with Ng,c.
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3.2 Theory and Computational Methods

In chapter 2, a continuous coupling parameter A € (0, 1), for each
fractional molecule type was used in the partition function, corresponding
to the 2016 version of the CFCMC [20, 38, 59, 142, 163, 233|, and LJ
interactions were scaled with A (i.e. according to Eq. 2.10). Scaling of
electrostatic interactions with A is explained in detail in chapter 4. Using the
2016 version of CFCMC in chapter 2, it was not possible to directly sample
the system states in which exactly A = 0 or A = 1. Here, we introduce
a coupling parameter \*(\) € [0,1] to calculate the atomistic/molecular
interactions, including system states when the interactions of the fractional
molecule are completely switched on or off. FE.g. for LJ interactions, this
means that A in Eq. 2.10 is replaced by A\*, which is a function of A. \*(\)
is obtained from linear transformation of A:

* _ (J)\;b)\fl 1 A %fgfl
AN = Np—2°' Ny < A< Ny, (3.3)
1, A> Mt

in which NV}, is the number of the bins. The transformation of Eq. 3.3 is also
used for scaling the electrostatic interactions of the fractional molecule. It
is important to note that the extended parameter in the partition function
is still A € (0,1). Using the transformation of Eq. 3.3, only the interactions
of the fractional molecule are scaled with A*(\) € [0, 1] in an extra step. It
follows directly from Eq. 3.3 that A*(\) is a continuous function at A = Nib
and \ = Nk,;l. Scaling the interactions of the fractional molecule using
A*(A\) means that there are now two bins in A space where interactions
are completely switched on or off. Therefore, one can directly sample the
probability of \* (\) = 0 in the first bin, and the probability of \* (\) =1
in the last bin. The linear transformation of Eq. 3.3 is illustrated in Fig. 3.1
for p(\) and p(A*(\)). The inset of this figure shows the function \*(\)
in Eq. 3.3.
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Figure 3.1: Linear transformation of the scaling parameter from X (subfigure a) to A* (subfigure
b). Based on the transformation of Eq. 3.3, the value A\*()) is set to zero for the first bin
of p(A), and the value A*()) equals one for the last bin. When the interaction parameter
A*(A) = 0, the fractional molecule behaves as an ideal gas, and when A*(\) = 1, the
fractional molecule behaves exactly as a whole molecule. The inset shows how \* depends
on A (Eq. 3.3).
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As shown in Fig. 3.1(a), p(\) is constructed by sampling the probability
of X\ where the X space is binned at equal distances; [%, %, %, e, Ny — %, Ny —
%, Nyp— %} in units of Nib The width of each bin, A\, equals N%, and value of A

i_]\lfé 2 Therefore, the
value of X in the first and last bins correspond to A = ﬁ and A = %,
respectively, and not to 0 or 1. To calculate u®* from p()) instead of
p(A*(N)), one needs to perform a linear extrapolation on the first/last few
points of p(A) [38]. The distribution p(A* (A\)) can be directly reconstructed
from p(A) in a single step using Eq. 3.3. As shown in Fig. 3.1(b), p(\*) is
constructed using bins with the values of [0, %, %, ey, Ny — %, N, — %, 1] in
units of ﬁ . This grid is continuous but non-equidistant. Using the new
binning scheme, p®* can be obtained directly using the probabilities of the

first and the last bin, as shown in Fig. 3.1(b):

w1 () =1)
W =5l (pww:m) (3.4)

In principle one could directly sample p(A = 0) and p(A = 1) without any
biasing (and hence no binning is required). However, it is well-known that
not applying a biasing function W (\) significantly reduces the efficiency
of the simulation [38, 142]. In this chapter, we compare the differences
between extrapolation, and direct sampling for calculating the chemical
potential for different systems. The linear transformation of A (Eq. 3.3) can
be easily implemented in the original CFCMC algorithm. For instance, the
partition function of a mixture of S different monoatomic components in
the NPT ensemble expanded with a fractional molecule equals [20]

assigned to each bin equals the middle of the bin, i.e.

S

1 1t
i=1 Y AVi 0

x / ds™ exp[—pU(s", V)] / dac €XP[=BUfac(Sfracs 5™ s (), V)]

QcronpT = BP

(3.5)

in which NV is the total number of whole molecules which are distinguishable
from the fractional molecule, S is the number of components, A; is the
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thermal wavelength of component i, A is the thermal wavelength of the
fractional molecule, U is the total potential energy of the whole molecules,
and Uf?ac is the interaction potential of the fractional molecule with the
surrounding molecules scaled with A*(A). No further changes are required
for calculating the weight function W (\) and p(A) during the simulation |20,
59, 142]. Only at the end of the simulation, p(\) is transformed into p(A*(\))
in a single step using Eq. 3.3. Note that the CFCNPT ensemble is used
here as an example to explain the method. The linear transformation of the
A can be implemented in open ensembles in a similar manner. The linear
transformation of A*(\) has several advantages: (1) The first bin of p())
corresponds to system states where the interaction potential is completely
switched off (\*(A\) = 0). At A\*(\) = 0, reinsertions of the fractional
molecule at a randomly selected position [20] are always accepted since
the energy difference between the old and new configurations is zero. It
is important to note that the fractional molecule is part of the ensemble
partition function and is never deleted from the system even when A*(\) = 0.
(2) The last bin of p(\), (\*(A) = 1), corresponds to system states where the
fractional molecule is interacting as a whole molecule. For A* = 1, identity
changes of the fractional molecule [20] with a whole molecule are always
accepted as the energy difference between the old and new configurations is
zero. In the identity change trial moves, the fractional molecule is changed
into a whole molecule of the same type, and a randomly selected whole
molecule of the same molecule type is changed into a fractional molecule,
while keeping the value of A, positions and orientations of the molecules
unchanged [20, 38, 142]. The identity change trial move can also serve as
an independent check of the correctness of the simulation code and the
bookkeeping. Essentially, the transformation of Eq. 3.3 allows rigorous
sampling of the states p(A*(A) = 0) and p(A*(\) = 1) during the simulation
without performing extrapolation. This method combines the benefits of
free energy calculations in the CFCMC simulations with rigorous sampling
of states in which A* =0 and \* =1 [20, 38, 197].

It is straightforward to extend the partition function of Eq. 3.5 to
systems with multiple fractional molecules [20]. In CFCMC simulations
with multiple fractional molecules, the biasing function W is a multidi-
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mensional weight function [142] used to improve the efficiency of molecule
insertions/removals and smooth transitions between A = 0 and A = 1 for ev-
ery fractional molecule. However, calculating a multidimensional adaptive
biasing function requires filling and flattening a multidimensional histogram
during a random walk in (A1, A2, - - - ) space, using a certain flatness criterion.
Filling multidimensional histograms can be difficult with many fractional
molecules in the system, e.g. using the WL algorithm [199, 200]. One could
split the multidimensional biasing function into a series of one dimensional
biasing functions. For a system in which Np.,. fractional molecules are
present, this leads to

Nfrac
W (A1 A2, Avga) & > Wi (M) (3.6)
=1

Filling multiple independent one-dimensional histograms is computation-
ally more straightforward than filling a single multidimensional histogram.
The biasing is then calculated for each A; independently. In Eq. 3.6, it is
assumed that the A;’s are independent coupling parameters. If there would
be a strong correlation between \’s, the computed Boltzmann averages are
still correct. However, the sampling of the distributions p();) may be very
inefficient due to neglected correlations between A’s (Eq. 3.6). By combin-
ing Fgs. 3.1 and 3.6, the Boltzmann average of any observable X is obtained
as follows

<X exp [— Nﬁfw Wi (Ai)] >
(X) — =1 CFCNPT (3.7)

Boltzmann — Nivac
=1 CFCNPT

In many systems with strong intermolecular interactions or with multiple
Nfrac

fractional molecules, the weight function > W;();) is a large number,
i=1

typically between 10! to 102 [20, 222]. This means that the exponents
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in Eq. 3.7 are very small for such systems. This results in averaging over
very small numbers, numerically close to zero, when sampling Boltzmann
averages of Eq. 3.7. Therefore, taking Boltzmann averages for these systems
may mostly lead to a 8 numerical problem for ensemble averages like volume
and energy. Except for excess chemical potentials, most ensemble averages
hardly depend on the instantaneous values of A’s. In Refs. [38, 233], it was
shown that the presence of multiple fractional molecules hardly influences
the thermodynamic properties of the system however, the statistics of the
Boltzmann averages are affected. To avoid the % sampling problem of the
Boltzmann averages, a possible solution is to sample biased averages as
shown in Eq. 3.2. Here, we investigate how computed averages change
with the number of fractional molecules. Preferably, one should use as
few fractional molecules as possible in production runs. If no fractional
molecules are required, it is recommended to use conventional ensembles
instead of expanded ensembles.

It is not a priori clear whether fractional molecules are weakly or strongly
correlated. The requirement for efficient splitting of the biasing, Eq. 3.6,
is that \;’s are independent. To validate this, we compute the pairwise
correlation between different A;’s as a function of the number of fractional
molecules in the system, while keeping the number of whole molecules
constant. The pairwise correlation between two (randomly) selected \;’s in
a simulation can be calculated by computing the correlation [234]:

(A1A2) = (A1) {A2)
Y109 = ] [08) - 0]

where A1 and A9 are the instantaneous values of two randomly selected
coupling parameters during the single simulation. Eq. 3.8 can be applied
to systems with and without biasing. In addition, we investigate how the
presence of multiple fractional components influences the computed values
of u® and other thermodynamic properties such as the average volume,
density and energy.

Corr (A1, A2) =

(3.8)
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3.3 Simulation Details

As a proof of principle, the performance of the original binning scheme
and the binning scheme of Eq. 3.3 are compared for a 2-atom model sys-
tem consisting of two LJ molecules in one-dimensional phase space. Here,
reduced units are used, so € = 1 and ¢ = 1. The 2-atom model system
has two degrees of freedom, namely the interatomic distance  and A. The
partition function for this ensemble equals:

1 L 1
Q= L/o dr/o dX\exp[—BU (r, \)] (3.9)

where we selected L = 3, in units of o, 5 = 1/T* in reduced units, and T™* is
the reduced temperature. The interaction potential U(r, \) is a function of
the distance r € [0, 3] and A € (0, 1), obtained from Eq. 2.10. By performing
long simulations, we can compute p(A) with brute-force sampling of A and
r. From the original binning scheme it follows that:

o) = o4 g AN explBU(r X)I6( = X)
[ dr [} AN exp[-BU (r, )]

In the new binning scheme of Eq. 3.3, the term —SU(r, \) is replaced by
—BU(r,\*()\)) and after the simulation the distribution p()) is converted
to p(A*(A\)). Simulations are carried out at different temperatures between
T* = 0.005 and T* = 2 in reduced units. For both binning schemes, the
simulations at every temperature are repeated with different values of Ny,
ranging from 10 to 500. In each cycle, r and A are randomly selected from
uniform distributions, and the probability of A is sampled using Eq. 3.10.
To compare the simulation results, a reference value of p(A* = 1) is obtained
from direct sampling of the last bin from simulations carried out 10 times
longer. Since the value of the last bin is directly sampled, no systematic
errors are present in this reference value. To obtain p(A 1 1) in the original
binning scheme, linear extrapolation is carried out using the last 3 points
of the A grid. p(A*(\) = 1) is obtained by directly sampling the last bin

(3.10)
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in the new binning scheme. For all the simulations, 10® random states of
(r, \) were generated to sample the probability of A. To obtain the reference
values for p(A\) = 1, 10 random states of (r, \) were generated.
Simulations of SPC/E [235] water and TraPPE methanol [207] are per-
formed in the CFCNPT ensemble [20] at T = 323.15 K and p = 1 bar. Both
the original and the new binning scheme are used to compute excess chem-
ical potentials. To investigate the effect of binning on chemical potential
calculations, simulations are performed with different values of the number
of bins, NV, ranging from 5 to 100, for both binning schemes. All molecules
are modelled as rigid objects, and the intermolecular potential consists only
of LJ and Coulombic interactions. A cutoff radius of 14 A is used for LJ
interactions, and the DSF version of the Wolf method [149, 236-239] is
used for handling electrostatic interactions. R. and o were set to 14 A and
0.12 A™". For details on selecting R. and « for water and methanol, the
reader is referred to chapter 4 or Refs. [163, 222]. The LJ interactions of the
fractional molecules are scaled using Eq. 2.10. The scaling of the Coulombic
interactions of fractional molecules is described in chapter 4 or Ref. [222].
To protect the charges from overlapping, the LJ interactions of the frac-
tional molecules are switched on before the electrostatics [224], see Fig. 2.3.
Analytic tail corrections and periodic boundary conditions are applied [15].
The Lorentz—Berthelot mixing rule [14, 15] is used to calculate cross inter-
actions. Force field parameters for SPC/E water and TraPPE methanol are
provided in Tables 4.1 and 4.2. In CFCNPT ensemble simulations, beside
thermalization trial moves [14] (volume changes, translations, rotations etc),
three additional trial moves involving the fractional molecule were used to
facilitate the gradual insertion/removal of molecules during the simulation:
(1) Changes in A: the coupling parameter \ is changed while keeping the
positions of all molecules including the fractional molecule constant [142].
For changes in A, it is required that A is confined to the interval [0, 1] [38,
142]. (2) Reinsertions: the fractional molecule is reinserted at a randomly
selected position while keeping the positions of all the whole molecules and
the value of X constant [142]. (3) Identity changes: the fractional molecule
is changed into a whole molecule of the same component, and a randomly
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selected whole molecule of the same component is changed into a fractional
molecule while keeping the value of A constant [142]. These trial moves are
accepted or rejected based on Metropolis acceptance rules (and automati-
cally rejected when the new value of A is outside the interval [0, 1]) [14]. It
is efficient to combine trial moves (2) and (3) into a single hybrid trial move,
as trial move (2) has a high acceptance probability only at low values of A,
and trial move (3) has a high acceptance probability only at high values of
A. It is possible to define a hybrid trial move in which trial moves of type
(2) are only selected at low values of A, and trial moves of type (3) are only
selected at high values of A\. Therefore, trial moves (2) and (3) are only
selected when the acceptance probabilities are high. In Refs [20, 142], it is
shown that such a hybrid trial move obeys detailed balance. In practice, one
uses a switching point at A = s to select either a trial move of type (2) or
(3). To facilitate the sampling of A\, a weight function (W (\)) was used to
ensure that the sampled probability of A is flat [45, 141]. In all simulations,
maximum molecule displacements, maximum rotations, and maximum vol-
ume changes were adjusted to achieve on average 50% acceptance. We
found that the hybrid trial moves significantly improve the sampling and
reduce the error bars of the computed chemical potentials. Simulations in
the CFCNPT ensemble of the SPC/E water [235] are started with with
10° equilibration cycles, followed by 4 x 10° production cycles. In each
MC cycle, the number of trial moves equals the total number of molecules,
with a minimum of 20. The trial moves are selected with the following
probabilities: 1% volume changes, 35% translations, 30% rotations, 17%
A changes, 8.5% reinsertions of fractional molecules at randomly selected
positions, and 8.5% identity changes of fractional molecules.

Simulations of LJ color mixtures (¢ = 1 and € = 1) are carried out in the
CFCNPT and NPT ensembles, at T* = 2 and pressures between P* = 0.5
and P* = 0.6. For these systems, the LJ interactions were truncated and
shifted at 2.50. In the CFCNPT simulations, 800 whole molecules are
present. For every temperature and pressure, the simulations are repeated
with different number of fractional molecules, 3 < Nga. < 50 while keep-
ing the number of whole molecules constant. In practice, when studying
complex molecular systems, Ny, is nearly always below 5 [20, 38, 59, 142,
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158, 163, 177, 222, 240]. Larger values of Ng,. can be considered as an
extreme situation to test the limits of the CFCMC method. The percentage
of the fractional molecules in the CFCNPT simulations pr¢, changes be-
tween 0.125% to 6.25%. At each temperature and pressure, simulations are
carried out with 10° equilibration cycles to equilibrate the system. From the
equilibrated configurations, 10 productions runs are carried out to sample
both Boltzmann averages, Eq. 3.7, and biased averages, Eq. 3.2. For the
CFCNPT simulations, the trial moves in every MC step are selected with
the following probabilities: 1% volume changes, 49% translations, 20% A
changes, 15% reinsertions of fractional molecules at a randomly selected
position, and 15% identity changes of fractional molecules. The trial moves
in simulations in the conventional NPT ensemble (i.e. without fractional
molecules) are selected with probabilities: 1% volume changes and 99%
translations. All trial moves are accepted or rejected based on the Metropo-
lis acceptance rules [14].

3.4 Results

MC simulations are performed for the 2-atom model system in the
ensemble of Eq. 3.9, between 7™ = 0.005 and 7™ = 2. The distributions p(A)
and p(\*) are sampled using Eq. 3.10. Linear extrapolation is performed
on the last 3 bins of p(A\) to calculate p(A T 1). The value of p(A*(\) =
1) is obtained by the direct sampling scheme. The results obtained for
temperatures between 7" = 0.005 and 7™ = 0.05 are shown in Table 3.1,
and the raw data for temperatures between 7% = 0.1 and T* = 2 are
provided in the Supporting Information of Ref. [41]. In Table 3.1, it is
shown that the reference values obtained from the direct sampling of the
last bin are very similar, independent of the number of bins Ny,. The results
from the extrapolation scheme systematically deviate from the reference
values for small N}, while the uncertainties (standard deviation of the mean)
are very small. This leads to a false impression of accuracy. Good agreement
between the results based on the extrapolation scheme and the reference
values is found with increasing Ny,. However, a larger value of IV}, leads to a
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Table 3.1: Comparison of p(A = 1) for the 2-atom model system in the temperature range
between 7" = 0.005 and T = 0.05, using different number of bins ranging from 10 to
500. Ny, is the number of bins, pext(A T 1) is obtained using the extrapolation scheme, and
pair(A = 1) is obtained using direct sampling. The reference values (i.e. from very long
simulations) are denoted with pres(A = 1). Numbers in brackets are uncertainties in the last
digit, i.e., 88.9(6) means 88.9 £ 0.6.

Ny ‘ Pext(A T1) ‘ pair(A = 1) ‘ Pref(A = 1)
T = 0.005
) 5.4167(0) 199(3) 199.41
10 10.8333(0) 199(2) 199.50
20 21.6660(0) 200(2) 199.38
40 43.127(3) 199(2) 199.60
80 81.32(6) 199(3) 199.47
100 96.8(1) 200(3) 199.46
200 145.0(7) 199(3) 199.45
500 | 184(3) 200(4) 199.49
T =0.01
) 5.41670(0) 99.4(8) 99.46
10 | 10.83300(0) 99.3(7) 99.50
20 | 21.5620(8) | 99.4(8) 99.50
40 40.64(2) 99.4(8) 99.43
80 | 65.2(1) 99.6(1) 99.55
100 72.4(2) 99(1) 99.41
200 | 88.9(6) 100(1) 99.51
500 97(2) 100(2) 99.54
T =0.05
5) 5.3357(2) 19.41(5) 19.41
10 9.605(3) 19.41(5) 19.41
20 14.27(1) 19.40(5) 19.41
40 17.38(4) 19.41(6) 19.41
80 18.75(8) 19.41(1) 19.41
100 18.95(9) 19.4(1) 19.41
200 19.3(2) 19.4(1) 19.41
500 19.4(2) 19.4(2) 19.41
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significant increase of the uncertainty of the results (between 1 to 4 orders
of magnitude) for the extrapolation scheme. Therefore, it is difficult to a
priori know what a sufficient IV}, is for the extrapolation scheme. In sharp
contrast to the extrapolation scheme, the magnitude of uncertainty does
not change significantly with Ny, for the direct sampling scheme. Excellent
agreement is found between the results obtained from the direct sampling
scheme and the reference values, independent of /V},. The simulation results
clearly show that the direct sampling scheme is far less affected by the
sampling issues pronounced in the extrapolation scheme. Therefore, the
direct sampling scheme is recommended as the best method.

To map all results in a single plot, the corresponding bin size AX = 1/ Ny,
is used as a scaling factor to scale p()\) at every temperature. The scaled
probabilities are shown in Fig. 3.2. The advantage of this representation
is that the results obtained at multiple temperatures can be shown in a
single plot. As an alternative, a plot of p(A = 1)/pret(A = 1) versus Ny,
for different temperatures is provided in the Supporting Information of
Ref. [41]. From Fig. 3.2, it is clear that the extrapolation scheme reaches its
limitation for AX-p(A =1) < 1. In Fig. 3.2 it is observed clearly that the
performance of the extrapolation scheme depends both on A\ = 1/N}, and
the steepness of the distribution p(A). This means that in sharp contrast
to the direct sampling, the accuracy of the extrapolation scheme strongly
relies on A\ - p(\), especially when p(\) is steep. As shown in Fig. 3.2,
the values for A\ - p(\ = 1) obtained from direct sampling scheme are in
excellent agreement with the reference values.

The relative uncertainties of p(A = 1) obtained from the simulations of
the 2-atom model system are shown in Fig. 3.3, as a function of number of
the bins. o is the uncertainty of p(A = 1). It is clear that for small N}, the
relative uncertainties obtained using the extrapolation scheme are smaller
compared to those obtained from the direct sampling. This indicates that
the results obtained from the extrapolation scheme may be more precise
but less accurate. For large N}y, the relative uncertainties for both methods
are very similar. Very similar results for p(\) = 1 are obtained for both
methods when NV, is large. Based on the results obtained from the 2-atom
model system, it is obvious that the direct sampling scheme is the best
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Figure 3.2: Comparison of scaled p(A = 1) for the 2-atom model system in the temperature
range between T = 0.005 and T = 2, using different number of bins ranging from 10 to 500.
To map all results for all temperatures in a single plot, for each system, the corresponding bin
size A\ is used as a scaling factor for p(A = 1). Alternatively, a plot of p(A = 1)/pref(A = 1)
versus N, for different temperatures is provided in the Supporting Information of Ref. [41].
The vertical axis is used for the scaled probabilities obtained based on the extrapolation scheme
(squares), and direct sampling (circles). The horizontal axis is used for the reference scaled
probabilities AApyet(A = 1) obtained from very long MC simulations, using direct sampling
(thereby eliminating systematic errors). Raw data are listed in the Supporting Information of
Ref. [41].

method with the least dependence on N},. This is an important advantage
as it may be difficult to a priori know the best value for IV, for the other
schemes.

As an example of a system with strong L.J and electrostatic interactions,
the excess chemical potential of SPC/E water is computed at T = 323.15
K and P =1 bar, in the CFCNPT ensemble. The probabilities p(A | 0)
and p(A 1 1) are computed using extrapolation scheme, and p(A* = 0) and
p(A* = 1) are obtained from the direct sampling. The excess chemical
potential of water is computed by performing extrapolation using Eq. 2.9,
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Figure 3.3: Relative uncertainty computed for the sampled p(A = 1) for the 2-atom model
system, opx=1)/(p(A = 1)), using (a) linear extrapolation, Eq. 2.9, and (b) the direct sampling
scheme, Eq. 3.3 as a function of number of the bins. The simulations are performed at reduced
temperatures: T = 0.05 (filled triangles), 7" = 0.5 (upward-pointing triangles), T* = 1.0
(squares) and T = 1.5 (down-ward pointing triangles).
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and Eq. 3.4 for the direct sampling. The simulations in the CFCNPT
ensemble are repeated for different N}, ranging from 5 to 100. The distribu-
tions p(A) are scaled with A\ = 1/Np, and the results are shown in Fig. 3.4.
Alternatively, plots of p(\)/pret(N) versus Ny, for p(A = 0) and p(A = 1) are
provided in the Supporting Information of Ref. [41]. Raw data for Fig. 3.4
are also provided in the Supporting Information of Ref. [41]. In Fig. 3.4(a),
overall good agreement between all methods is observed except for one
outlier for the extrapolation scheme for very few bins (N, = 5). This means
selecting 5 bins for the entire A space is not sufficient even for extrapolation
to A — 0 where p()\) is relatively flat. The distributions p(\) and p(A*) for
water are shown in the Supporting Information of Ref. [41]. The choice of
5 bins may not be practical for CFCMC simulation, but it is considered
here only to investigate the limitations of Eqgs. 2.9 and 3.4. The scaled
probabilities of A = 1 are shown in Fig. 3.4(b). The performances of both
methods to obtain p(A = 1) for water are very similar to what is observed
for the 2-atom model system, as shown Figs. 3.2 and 3.4. The results of the
extrapolation scheme deviate significantly from the reference values when
AX-p(A =1) > 1. The direct sampling scheme is clearly the best method to
calculate p(A = 0) and p(A = 1). The excess chemical potential of water is
calculated based on the extrapolation scheme using Eq. 2.9, and the direct
sampling using Eq. 3.4.

The computed excess chemical potentials of water are compared to a
reference simulation, 10 times longer, where the excess chemical potential
is obtained from Eq. 3.4. The relative difference between both methods
and the reference are shown in Fig. 3.5. It can be seen in Fig. 3.5 that the
accuracy of the extrapolation scheme improves with increasing NVy,, while
the accuracy of direct sampling scheme is hardly influenced by a change in
Ny. However, very large values of Ny, makes computing p“ more difficult as
the statistics of the computed occupancy of the bins of p(A) are reduced. As
shown in the Supporting Information of Ref. [41], the free energy barrier as a
function of A that the system needs to overcome is about 12 kg7 at T' = 323
K. Using fewer bins for the weight function increases the free energy barrier
between adjacent A\ bins, which affects the statistics. Increasing the number
of bins results in decreasing the free energy barrier between adjacent bins.
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Figure 3.4: Comparison of the scaled probability distributions (a): p(A) = 0 and (b): p(A = 1)
for the SPC/E water at T = 323 K and P = 1 bar, using different number of bins ranging from
5 to 100. To map all results in a single plot, for each system, the corresponding bin size A\ is
used as a scaling factor for p(A = 0) and p(A = 1). Alternatively, plots of p(\)/prer(\) versus
N for p(A = 0) and p(\ = 1) are provided in the Supporting Information of the Ref. [41]. The
vertical axis is used for the scaled probabilities obtained based on the extrapolation scheme
(squares), and direct sampling (circles). The horizontal axis is used for the reference scaled
probabilities pres(A = 0) and AApyet(A = 1) obtained longer MC simulations, using direct
sampling. Raw data are listed in the Supporting Information of Ref. [41].
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Figure 3.5: Relative difference (in percent) in the computed excess chemical potential of
SPC/E water at 7' = 323 K and P = 1 bar using the extrapolation scheme Eq. 2.9 (squares),
and the direct sampling Eq. 3.4 (circles). The chemical potential obtained using direct
sampling from longer MC simulations is considered as the reference value for the chemical
potential. The raw data are provided in the Supporting Information of Ref. [41].
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However, increasing the number of bins also decreases the statistics of the
computed occupancy of bins. The relative difference with respect to the
reference values observed for the direct sampling scheme is about one to two
orders of magnitude smaller compared to those for the extrapolation scheme.
The results clearly show that the direct sampling scheme outperforms the
extrapolation scheme. The Boltzmann probability distribution of p(\) for
water and methanol in equimolar water-methanol mixture at 7' = 323.15 K
and P = 1 bar are also shown the Supporting Information of Ref. [41].

To investigate the correlation between the fractional molecules, simula-
tions in the CFCNPT ensemble of LJ color mixtures with multiple fractional
molecules are carried out at a reduced temperature of 7% = 2 and a reduced
pressure of P* = 6. The simulations are repeated by keeping the number
of whole molecules constant (800) while changing Ng,. between 3 and 50.
The instantaneous \’s for two randomly selected fractional molecules are
recorded every 100 MC cycles. Simulations are performed both with and
without biasing. Calculation of the optimal biasing leads to a flat distribu-
tion in A space during the simulation, the so-called observed distribution
denoted by pobs(Ai). It is expected that the average (\;) is close to 0.5 when
an optimum biasing is used. Eq. 3.8 is used to calculate the covariance
between the two randomly selected coupling parameters and the results
are shown in Table 3.2. The correlation between A\; and Ag is very weak
independent of the biasing. The averages (A1) and (\2) are around 0.5 for
the simulations when biasing is used. The correlation between for Ay and Ao
is very weak for all the systems studied, independent of the number of the
fractional molecules present in the system. The changes in the correlation
between A\; and A2 appear to be very small and random with respect to
changes in Ngac. A1 and Ay are also weakly correlated when no biasing is
used (W(A) = 0), as shown in Table 3.2. Obviously, the average (\;) # 0.5
when no biasing is used (except for ideal gas). It is clear that the coupling
parameters are not correlated in simulations in the CFCNPT ensemble,
independent of the weight function W (A). No significant change in the
correlation between A\; and Ao is observed when varying Ng.,c.

As an example of an atomistic system with electrostatic interactions,
in an equimolar water-methanol mixture of water-methanol the correlation
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Table 3.2: Correlations between two randomly selected fractional molecules in a LJ color
mixture at 7" = 2 and P* = 6. The system has a constant number of 800 whole LJ molecules,
and Ngac is the number of the fractional molecules in each simulation. In simulations with
non-zero biasing, an independent biasing is calculated for each fractional molecule. The
biasing is set such that the observed probability distribution of every fractional molecule,
Dobs (), is flat.

Niae | (A1) [ o) [ (D) | (8) | () [[Corr (A1, Do) |
when pops(N) is flat
3 0.520 | 0.496 | 0.355 | 0.329 | 0.254 0.046
5 0.512 | 0.499 | 0.341 | 0.331 | 0.254 0.010
8 0.522 | 0.500 | 0.353 | 0.333 | 0.257 0.048
10 0.495 | 0.502 | 0.327 | 0.338 | 0.253 0.061
20 0.518 | 0.488 | 0.353 | 0.323 | 0.252 0.014
50 0.514 | 0.528 | 0.347 | 0.359 | 0.273 0.019
W(\) =0

3 0.160 | 0.157 | 0.073 | 0.069 | 0.026 0.010
5 0.138 | 0.145 | 0.057 | 0.062 | 0.020 0.010
8 0.144 | 0.152 | 0.057 | 0.063 | 0.023 0.042
10 0.159 | 0.145 | 0.072 | 0.061 | 0.022 0.027
20 0.154 | 0.144 | 0.065 | 0.060 | 0.021 0.019
50 0.151 | 0.153 | 0.067 | 0.065 | 0.023 0.007

between the fractional molecules of water and methanol is studied. The
results are obtained by performing simulations in the CFCNPT ensemble.
Coupling parameters A\; and Ao are assigned to the fractional molecules
of water and methanol, respectively. It is clear from Table 3.3 that the
coupling parameters for water and methanol are very weakly correlated or
essentially uncorrelated. In the simulation of water-methanol with non-zero
biasing, the averages (A1) and (\2) are close to 0.5. This is due to the
fact that the observed p(\) for water and methanol is flat. The values
for (A1) and (\2) are very close to 1 when the weight function W(\) is
zero. This is due to the fact that the interactions between the fractional
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Table 3.3: Correlations between the fractional molecules of SPC/E water and TraPPE
methanol at 7' = 323.15 K and P = 1 bar. )y is the fractional molecule of SPC/E wa-
ter, and A2 is the fractional molecule of TraPPE rigid methanol. In simulations with non-zero
biasing, an independent biasing is calculated for each fractional molecule. The biasing is set
such that the observed probability distribution of every fractional molecule, pobs()), is flat.

Niae | (A1) | N9) | (A]) | (A5) | (Mdg) | [Corr (Mg, Ng) |
when pops(A) is flat

2 [0.514]0.458]0.350 | 0.295 | 0.237 |  0.020
W) =0
2 10989 ]0.980 | 0.978 [ 0.961 [ 0.969 [  0.039

molecules and the whole molecules are most favorable when the value of
the coupling parameters are close to 1. Figures for p(\) and W(A) for
water-methanol simulations are provided in the Supporting Information of
Ref. [41]. Since the fractional molecules are not correlated, we can verify
that the approximation of Eq. 3.6 is valid.

To investigate the effect of biasing on sampling Boltzmann averages
(Eq. 3.7) two LJ color mixtures are considered in which 1 and 5 fractional
molecules are present, respectively. The optimum biasing is calculated

using the Wang-Landau algorithm at P* = 6 and T* = 2. During the
Nerac

simulations, the instantaneous weight factor exp [— > W; (\;)| for both
i=1

systems is recorded every 100 cycles and the results are shown in Fig. 3.6.
The instantaneous weight factor is the statistical weight of a sample system
state. It is shown in Fig. 3.6 that the statistical weight for the system
including 5 fractional molecules fluctuates mostly between 10~ and 1074,
and quite rarely, between 10~% and 10~2. Multiplying any observable X by
such a small number (weight) results in very small numbers, or practically
“zero”, resulting in poor statistics for (X)poltzmann. 1he sum of weights in
the denominator of Eq. 3.7 is also a very small number close to zero. This
is the aforementioned numerical problem of % when computing Boltzmann
averages using Eq. 3.7. For the system including a single fractional molecule,
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Figure 3.6: Instantaneous weight factor, exp [— S W ()\,)] , for a LJ system with 1 fractional
i=1

molecule (triangles) and 5 fractional molecules (circles), at T = 2 and P* = 6. W; (\;) is
set such that pobs(As) for every fractional molecule is flat.

the weight fluctuates between 1072 to 10° during the simulation. Based
on Fig. 3.6, it can be concluded that the uncertainty in the Boltzmann
average of any observable X increases with the increase in the number of
fractional molecules.

One possible solution to circumvent the sampling of Boltzmann averages
in simulations with multiple fractional molecules, is to directly sample the
averages without removing the biasing (Eq. 3.2). (X)pjased is the average
of observable X in simulations in the CFCMC ensemble. To compare the
statistics of the Boltzmann and biased averages, we have selected the average
volume of the system in the CFCNPT simulations. The Boltzmann and
biased ensemble averages of volume obtained from the CFCNPT ensemble
simulations, with pr¢ between 0.125% and 6.25%, are calculated for P* =1
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and P* = 6. pry is the ratio between the number of the fractional molecules
with respect to the number of the whole molecules, expressed as a percentage.
The Boltzmann average of volume in the NPT is computed for the same
number of whole molecules at the same temperature and pressure as a
reference value. The relative uncertainty of the volume of every system
is shown in Fig. 3.7 as a function of pr;. The normalized uncertainty
of the volume obtained from the NPT ensemble simulations is shown on
the vertical axis. It is shown in Fig. 3.7(a) that at a number density
(p*) npr = 0.43, the normalized uncertainties of the Boltzmann and biased
averages of the volume are very similar for pry < 1.25%. Good agreement
is observed with the results from the NPT ensemble simulations. However,
poor statistics are observed for increasing pr¢. As shown in Fig. 3.7(b), the
differences between the averages obtained from Egs. 3.2 and 3.7 are more
pronounced at higher densities ((p*) ypr = 0.80). It is observed in Fig. 3.7(b)
that the sampling of the Boltzmann average of the volume is significantly
affected with increasing pry, in sharp contrast to the biased averages. The
uncertainty of the biased average of volume does not change significantly
for increasing pre. This is due to the aforementioned % sampling problem.
Excellent agreement is observed between the relative uncertainties of biased
averages of volume and the results obtained from the NPT ensemble. Raw
data for Fig. 3.7 are provided in Tables 3.4 and 3.5.

The results in Fig. 3.7 show that the biased average of volume in the
CFCNPT ensemble simulations can be statistically more precise compared
to the Boltzmann average of the volume. Therefore, it is instructive to inves-
tigate the difference between the Boltzmann and biased averages obtained
from the CFCNPT simulations, with multiple fractional molecules, and the
Boltzmann averages obtained from the conventional NPT ensemble. This
may provide guidelines for how many fractional molecules are allowed before
the Boltzmann/biased averages significantly deviate from those obtained
from the conventional NPT ensemble simulations. Note that by increasing
the number of fractional molecules, we are investigating the performance of
the CFCMC method in extreme cases. In most practical applications N,
is usually smaller than five which means that pr¢ is significantly smaller
than 1% [20, 38, 59, 142, 158, 163, 177, 181, 222, 240]. For this percentage
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Figure 3.7: Relative uncertainty of the Boltzmann averages of the volume, o/(V) , (circles)
and the biased averages of volume (triangles) in the CFCNPT ensemble, at (a) 7" = 2,
P* =1 and (b) T" =2, P* = 6. pr¢ is the ratio between the number of the fractional
molecules with respect to the number of the whole molecules (constant 800), expressed as
a percentage. The relative uncertainty of V is defined as the ratio of the uncertainty of the
volume oy to the mean volume (V). The arrows on the left indicate the value of the relative
uncertainty of volume obtained from the NPT simulations, on the vertical axes. Raw data
are provided in Tables 3.4 and 3.5
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Table 3.4: Relative difference between the biased averages obtained from the CFCNPT
simulations and Boltzmann averages obtained from the NPT simulations of different LJ
color-mixtures, at T = 2 and reduced pressures between P* = 0.5 to P* = 6. pr¢ is the
ratio between the number of the fractional molecules with respect to the number of the whole
molecules (constant 800), expressed as a percentage. The ensemble averages for energy and
volume obtained from the NPT ensemble simulations, in reduced units, equal —1130.7(8)
and 3037(2) for P* = 0.5, —1820(1) and 1850(1), for P* = 1, —3127.7(8) and 998.6(8)
for P* = 6, respectively. In the table below, nx is the difference of the biased average
(X)cronpT with respect to (X)npr, expressed as a percentage. Numbers in brackets are
uncertainties in the last digit, i.e., -0.37(3) means -0.37 £ 0.03.

pre | (E)crener | (Vicrener | ne | no | nv
P*=0.5
0.125 | -1130(1) | 3042(3) ] 0.07 ] 0.15 | 0.1
0.375 | -1128.9(8) 3051(2) 0.15 | 047 | 0.47
1 1126(1) | 3075(3) | 0.41 | 1.23 | 1.25
125 | -1124.3(3) | 3086(2) | 0.56 | 1.58 | 1.61
6.25 -1103.4(7) 3276(2) 2.41 | 7.31 | 7.88
P =
0.125 | -1819(1) | 1853(1) ] 0.06 | 0.17 | 0.17
0.375 -1819(1) 1857.4(9) | 0.10 | 0.40 | 0.40
1 (1816(1) | 1869.4(9) | 0.24 | 1.03 | 1.04
1.25 -1814.1(7) 1874.9(7) | 0.35 | 1.33 | 1.34
6.25 -1791(1) 1975.5(9) 1.61 | 6.35 | 6.78
P =
0.125 -3126(1) 998.9(2) 0.04 | 0.03 | 0.03
0.375 -3127(1) 1001.2(2) | 0.02 | 0.26 | 0.26
1 “3126(1) | 1005.7(2) | 0.07 | 0.71 | 0.71
1.25 -3125(2) 1007.6(3) | 0.10 | 0.89 | 0.90
6.25 | -3117(1) | 1043.4(2) | 0.36 | 4.29 | 4.49
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of fractional molecules, very good estimations for conventional ensemble
averages are obtained from CFCMC simulations [20, 38, 59, 142]. For in-
stance, CFCGE simulations of binary or ternary mixtures include at most
two or three fractional molecules. For a reactive system of A + B =
C + D in the liquid phase where component A is volatile, three fractional
molecules are required i.e. two fractional molecules of reactant molecules
(A and B) or reaction products (C and D) and a fractional molecule of
the type A in the gas phase. We also investigate how the excess chemical
potential calculations are affected when pr; increases. For these systems,
the excess chemical potential of a randomly selected fractional molecule,
1§* and the average of all the chemical potentials of all fractional molecules,
(u5*) are shown in Table 3.5. As shown in this table, the uncertainty of u§*
increases as the number of the fractional molecules in the system increases.
This is because the simulation time is divided to perform random walks
multidimensional A space. However, the statistics of the chemical potential
averaged over all fractional molecules (u$*) does not depend strongly on
the number of fractional molecules in the color mixture. This is due to the
fact that all the intermolecular interactions in the color mixture are similar.
Therefore, the chemical potentials of all the LJ molecules in this simulation
are equal.

The relative difference for ensemble averages of the energy, density
and the volume in the CFCNPT simulations are compared to Boltzmann
averages obtained from the NPT simulations. The results are provided
in Tables 3.4 and 3.5. At p* = 6, the relative difference for the Boltzmann
average of energy increases significantly with the increase in pr¢, in sharp
contrast to the error associated with the biased average of energy. This
shows once more that the sampling issue of Boltzmann averages in dense
systems with multiple fractional molecules is more pronounced (because of
larger biasing). It can be seen in Table 3.5 that the Boltzmann averages
obtained from the CFCNPT ensemble where pry < 1% are very similar
to those obtained from the NPT ensemble. For pry = 1%, the relative
difference for the Boltzmann averages density and volume in the CFCNPT
ensemble are about 1% or smaller. We consider 1% as a typical uncertainty
from simulations (also differences between experimental data and force
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Table 3.5: Relative differences between Boltzmann averages obtained from CFCNPT simula-
tions and Boltzmann averages obtained from NPT simulations of different LJ color-mixtures,
at T* = 2 and reduced pressures between P* = 0.5 to P* = 6. pr¢ is the ratio between
the number of the fractional molecules with respect to the number of the whole molecules
(constant 800), expressed as a percentage. The ensemble averages for energy and volume
obtained from the NPT ensemble simulations, in reduced units, equal —1130.7(8) and 3037(2)
for P* = 0.5, —1820(1) and 1850(1), for P* =1, —3127.7(8) and 998.6(8) for P* =6, re-
spectively. In the table below, nx is the difference of the Boltzmann average (X)cronpt With
respect to (X)npr, expressed as a percentage. For color-mixtures with multiple fractional
molecules, u* is the excess chemical potential of a randomly selected fractional molecule, in
reduced units, and (u§*) is the excess chemical potential averaged over all the fractional
molecules. Numbers in brackets are uncertainties in the last digit, i.e., -0.37(3) means -0.37
+ 0.03.

pre | (E)crener | (Vicrener | ne | np | ov | pf | (i

P*=0.5

0.125 | -1130.2(9) (2) [0.04[0.15 [ 0.15 | -0.37(3) (3)
0.375 | -1129.4(6) (2) | 0.11 | 0.45 | 0.45 | -0.40(2) (2)
1.00 | -1127.1(6) | 3074(2) | 0.32 | 1.22 | 1.23 | -0.37(5) | -0.38(3)
1.25 | -1125.5(5) (2) | 046 | 1.55 | 1.58 | -0.37(5) (3)
6.25 | -1109.1(9) (2) | 1.95| 718 | 7.74 | -0.4(2) | -0.34(1)

Pr=1

0.125 | -1820(2) 1852(1) | 0.03 ] 0.13 [ 0.13 | 0.07(2) | 0.07(2)

0.375 | -1818(1) 1857(1) | 0.09 | 0.40 | 0.40 | 0.08(2) | 0.07(3)

1.00 | -1816(1) 1869(1) | 0.22 | 1.04 | 1.05 | 0.07(6) | 0.07(2)

1.25 | -1816(1) 1873(1) | 0.23 | 1.25 [ 1.26 | 0.0(1) | 0.07(2)

6.25 | -1800(2) 1970(1) | 1.14 | 6.08 | 6.48 | 0.1(1) | 0.08(2)
P =6

0.125 | -3126.7(9) | 998.9(2) | 0.03 ] 0.03]0.03 ] 6.39(5) | 6.39(5

) (5)
0.375 | -3125(2) 999(1) | 0.07 | 0.09 | 0.09 | 6.41(5) (3)
1.00 | -3113(13) | 1002(3) | 0.47 | 0.30 | 0.30 | 6.32(6) | 6.41(3)
1.25 | -3126(13) | 1001(3) | 0.06 | 0.24 | 0.24 | 6.32(6) (3)
6.25 | -3085(42) | 1033(7 (2)

) | 1.38 330342 | 6.4(2) | 6.38(2
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field-based simulations are typically also of that order). This applies to
normal averages e.g. density, volume etc, but not chemical potentials. The
chemical potentials computed by CFCMC and without fractional molecule
are usually identical [38]. The relative error for the Boltzmann averages
density and volume decreases to 0.3% by increasing the pressure to P* = 6.
As shown in Table 3.4, good agreement is observed between the biased
averages from the CFCNPT simulations and the Boltzmann averages from
the NPT simulations for pry < 1% (typical differences are around 1%). The
relative difference between the biased averages density and volume obtained
from the simulations at P* = 1 and P* = 6 are smaller than 1%. For
P* = 0.5, relative difference smaller than 1% are obtained for pry < 0.375%.
It can be seen from Tables 3.4 and 3.5 that the errors associated with the
biased averages are smaller compared to the Boltzmann averages, especially
at high densities. Therefore, it is possible to use biased averages in systems
where pry < 1%. The advantage is that the statistics of biased averages
may be better, depending on the system density, compared to Boltzmann
averages. In practice, Np,c is nearly always below 5 even for studying
complex molecular systems [20, 38, 59, 142, 158, 163, 177, 222, 240]. This
means that for a system of 500 molecules (a relatively small system size),
pre would nearly always be smaller than 1%.

3.5 Conclusions

An alternative binning scheme is presented to compute the excess chemi-
cal potential in CFCMC simulations. This scheme is developed to overcome
sampling issues of the excess chemical potential associated with the linear
extrapolation to A | 0 and A 1 1 used in CFCMC simulations in chapter 2.
The drawback of linear extrapolation is that precise values obtained for
the excess chemical potential may provide a false impression of accuracy.
Increasing the number of bins may improve the accuracy of the extrapola-
tion scheme, however, this leads to poor sampling (larger uncertainty) of
p(A) for a fixed simulation time. It is a priori unclear what the optimum
number of bins should be for a certain system. In the alternative binning
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scheme, the first and the last bins are directly used to sample the proba-
bility of the interaction parameters \* = 0 (ideal gas behavior) and \* =1
(fully scaled interactions), respectively. The excess chemical potential is
computed by sampling the beginning and end states of A rigorously (the
direct sampling scheme). This method can be implemented in a single step
in existing CFCMC codes by performing linear transformation of A (Eq. 3.3)
when calculating the interaction potential of the fractional molecule with
the surroundings. In sharp contrast to linear extrapolation, the accuracy
and precision of this alternative binning scheme does not strongly depend
on the number of the bins. As an example of a system with strong inter-
molecular interactions, we have computed the excess chemical potential of
SPC/E water using both methods. We observed that the excess chemical
potential is underestimated for SPC/E water using linear extrapolation
to A — 0 and A — 1, since p(\) is steep close to A = 1. Generally, this
steepness is observed for dense systems or systems with large molecules or
with strong intermolecular interactions. We found that the direct sampling
scheme is the best method for chemical potential calculations. Very weak or
no correlation was found between the fractional molecules in multicompo-
nent systems. This allows one to effectively split a multidimensional weight
function into a series of one dimensional weight functions for every frac-
tional molecule. Using this approach, filling a multidimensional histogram
of the weight function is avoided, which is computationally not efficient,
and a flatness criterion can be applied to each histogram separately. In
systems where multiple fractional molecules are present, the weight function
is typically large, which leads to the aforementioned % numerical prob-
lem associated with poor sampling of Boltzmann averages. Our solution
is to use biased averages instead of Boltzmann averages. To have similar
ensemble averages compared to those obtained from the conventional en-
sembles, it is recommended that the number of the fractional molecules
does not exceed 1% of the total number of molecules. The threshold may
be system dependent. In may practical applications, the percentage of frac-
tional molecules is much lower than 1%. To investigate the limits of the
CFCMC method, systems with higher percentage of fractional molecules
were considered in this work. We have shown that increasing the number
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of the fractional molecules does not affect the value/accuracy of the excess
chemical potential of each fractional molecule.



Chapter 4

Truncating Long-Range
Interactions in Aqueous
Methanol Solutions

This chapter is based on the following paper: Rahbari, A.; Hens, R.; Jamali,
S. H.; Ramdin, M.; Dubbeldam , D.; Vlugt, T. J. H.; Effect of truncating
electrostatic interactions on predicting thermodynamic properties of water-
methanol systems, Molecular Simulation, 2019, 45, 336-350, Ref. [222].
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4.1 Introduction

In chapters 2 and 3, the CFCMC technique was introduced as an efficient
way of solving the problem of low insertion/deletion acceptance probabilities
and efficiently computing the chemical potential. In chapter 3, we developed
an alternative binning scheme to improve the accuracy of computed chemi-
cal potentials. In this chapter, we use the CFCMC method to compute the
chemical potentials and activity coefficients for aqueous methanol solutions.
Mixing enthalpies for aqueous methanol solutions are also calculated from
simulations in the conventional NPT ensemble. We have chosen aqueous
methanol solutions since water and methanol are very common compounds
in the chemical industry. Aqueous mixtures of methanol are investigated
frequently in academia [27, 85-103] and are of practical importance in in-
dustrial applications [104-112]. Depending on the application, different
mixture properties are required for process design. To compute the mixture
properties at different conditions, different force field combinations of water
and methanol are considered in few molecular simulation studies [27, 79, 85,
86, 88-91, 99, 103]. To the best of our knowledge, chemical potentials and
activity coefficients of water and methanol are not reported in molecular
simulation studies for different/recent force field combinations of water and
methanol. Because of the low vapor pressures of water and methanol at
ambient conditions, it is also experimentally challenging to determine the
activity coefficients. Water is a flexible and polarizable molecule [241-243].
This means that the electronic structure of the water molecule undergoes
deformation due to the electric field induced by the surrounding water or
other polar molecules [244]. To account for polarization effects in the recent
years, polarizable force fields for water have been developed [241, 243-251].
Some properties of water, such as vapor pressure, critical properties, di-
electric constant, and virial coefficient are most accurately predicated by
considering polarization effects [243]. However, the performance of different
polarizable force fields to compute chemical potentials and activity coeffi-
cients of water is not fully investigated in literature. Although the water
molecule is flexible and polarizable [241], including polarization effects in
MC simulations significantly increases the computational costs [252-254].
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In many studies, water is considered as an explicit solvent/medium and
is not the main focus. Therefore, the majority of water models in litera-
ture are rigid with point charges, and polarization is ignored [76-78, 241].
These simplified models for water are computationally advantageous and
the reproduced bulk properties of water are usually in good agreement with
experiments at ambient conditions [76, 241]. Since water models are usually
fitted to a limited set of experimental data, no water model can simulta-
neously reproduce all thermophysical properties in good agreement with
experiments [76-78]. Therefore, reproducing thermophysical properties of
water depends strongly on the choice of experimental data used to fit the
intermolecular interaction parameters [255]. Deviations from experimental
data may also arise because of inherent limitations in the molecule models
of water [77, 78, 256, 257]. The most popular classical force fields of wa-
ter include three-point site interaction models [235, 258, 259], four-point
interaction site models [77], five-point interaction site models [205, 260].
In this chapter, we focus on popular rigid non-polarizable models of wa-
ter including: TIP3P [259], SPC/E [235], OPC [256], TIP4P /2005 [255],
and TIP4P/EW [261]. These models are frequently used in benchmark
studies [76-78, 256]. For methanol, we have chosen the TraPPE [207] and
OPLS/2016 [262] force fields. The TraPPE force field is widely used, and
the OPLS/2016 force field is recently published. The OPLS/2016 force field
it is claimed to be a more accurate force field for methanol [262]. The force
fields for methanol are rigid and non-polarizable. These models are differ-
ent in bond geometries and/or point charge distributions, and predicting
different properties of the mixture depends on different combinations of
these force fields [86, 87]. In this chapter, we compare the performance of
the spherical cutoff methods in MC and MD simulations to the Ewald sum-
mation [146]. The advantage of spherical cutoff methods compared to the
Ewald summation is the reduced simulation time. However, we show that
numerical artifacts may appear (in the molecular structure of the system
around the cutoff) due to truncating long-range electrostatic interactions.
For a system of rigid molecules with point charges, the potential energy is
the sum of pairwise interaction potentials consisting of LJ and Coulombic
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interactions:

1 e\ <Uij>6 L qgig;
E = z;; [4% [(sz) - T e s (4.1)
where the double summation is over all the interaction sites. r;; is the
distance between atoms ¢ and j, €y is the dielectric constant, g; is the partial
charge of atom ¢, 0;; and ¢;; are the LJ parameters between atoms ¢ and j,
obtained from o3, 0, €; and €;. Proper treatment of LJ and Coulombic inter-
actions are essential for an accurate description of molecular structure, and
thermodynamic properties of water and methanol [14, 15, 146, 147, 149, 163,
236, 237, 263, 264]. In molecular simulation, periodic boundary conditions
are applied to simulate bulk phases and compute structural and thermody-
namic properties [14]. In systems with periodic boundary conditions, the
long-range electrostatic interactions decay slowly with r—!, and the treat-
ment of the electrostatic interactions becomes computationally demanding.
Direct summation of Coulombic interactions is conditionally convergent
which means that the results depend on the order of summation [15, 265].
Various molecular simulation studies investigated the accuracy and scalabil-
ity of different methods for treating long-range Coulombic interactions [147,
266, 267]. These methods can be divided into Ewald-based and cutoff-based
methods. In this paper, we investigate to what extent different electrostatic
methods influence thermophysical properties of water-methanol mixtures,
and whether numerical artifacts are observed. First, a brief description on
electrostatic methods is provided. The Ewald summation [14, 15, 146-148]
is the most widely used and accepted method to compute electrostatic inter-
actions in molecular simulation. In the Ewald summation, the electrostatic
interactions are split into effective short-range interactions, evaluated in
real space, and a Fourier series to account for the long-range contribution
of the electrostatic interactions, evaluated in reciprocal space [14, 15, 146,
264]. The high computational costs of the Ewald summation have lead to
efforts to develop faster alternatives [163, 236, 238, 264, 265, 267]. In the
past decades, more Ewald-based algorithms have been developed to reduce
the time complexity to O(N log N') by optimizing the reciprocal space sum-



4.1 INTRODUCTION 83

mation [268, 269]. Particle mesh algorithms such as Staggered Mesh Ewald
method (StEM) [268], Particle-Particle Particle-Mesh (PPPM) [270], and
Particle-Mesh Ewald (PME) [269] are based on the Ewald method and scale
as O(Nlog N) [147, 271]. These algorithms allow efficient parallel imple-
mentations, and are especially advantageous to use in MD simulations [147].
When the Ewald summation is used in Monte Carlo (MC) simulations, one
only need consider the charged atoms that are changed in a trial move.
This can be achieved by storing the Fourier part in memory in an efficient
way [265, 272]. For a faster computation of the electrostatic interactions,
truncation or spherical cutoff-based methods are proposed as an alterna-
tive to the Ewald-type methods [149, 236, 267, 273-275]. Cutoff-based
methods are based on the idea that the effective electrostatic potential of
condensed phases has rather short-ranged behavior [149, 163, 236, 238, 265,
267, 276, 277], and the effect of the long range interactions beyond the
cutoff radius becomes negligible due to the screening of charges [147, 149,
238, 274, 278]. In the gas phase, the screening of charges is weak compared
to the liquid phase [149, 163, 236, 238]. Compared to the Ewald-type meth-
ods, the cutoff-based methods are much simpler to implement and scale as
(O(N)). The performance of the cutoff-based methods are promising espe-
cially for bulk homogeneous systems, while in systems with an interface,
severe numerical problems may be expected [264]. A common criticism
about cutoff-based methods is that numerical artifacts may arise due to
the truncation of long-range interactions [147, 264, 266, 279-281]. These
numerical artifacts can affect the structure of the liquid. For example, two
atoms of opposite charges (positive-negative) prefer to be located within
the cutoff radius, while two atoms with the same charge (positive-positive
or negative-negative) are preferentially located outside the cutoff radius. As
the concept of using a cutoff radius for electrostatic interactions is due to
simulation efficiency reasons rather than a physical effect, changes in the
liquid structure due to an imposed cutoff radius are nonphysical and should
be avoided. To observe whether anomalies occur in the liquid structure, the
Radial Distribution Function (RDF) of the liquid can be studied. Depend-
ing on the extent of the numerical artifacts, energy calculations are affected.
Mark et al. [278] reported artificial structuring of water when using atom-
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based cutoff methods developed by Steinbach et al. [274] to compute the
electrostatic interactions. The slow convergence issue appeared especially
in truncation and shifting schemes in which the truncation sphere inside the
cutoff was not electroneutral [147, 236, 237]. Wolf et al. realized that the
error in computing the intramolecular electrostatic interactions was related
to the net charge inside the cutoff sphere and enforced charge neutrality
within the cutoff radius [236, 264]. By using a charge-neutralized damped
pair potential, fast convergence is achieved and effects of possible artifacts
due to the truncation of electrostatic interactions are minimized [149, 236
238, 264]. Using the so-called Wolf method, the damped shifted pairwise
electrostatic potential for a system of N charges is obtained from [163, 236,
238, 265]

N N
1 erfe (ar;; erfc (aR,
[ Wolf 252 Z%‘Qj [ : ij) _ é c):| _
i=1 j=1 R ¢
J#i
rij<Rec (4'2)

N
erfc (aR.) « 9
[ 2R, \/7?} ;qi

where r;; is the distance between the partial charges ¢ and j, erfc(z) =
1 — erf(x) is the complementary error function. In principle, other damping
functions may be used [236, 263]. R, is the cutoff radius, « is the Wolf
damping parameter, and its value determines how fast the complementary
error function approaches zero with increasing r;;. The second term on
the right hand side of Eq. 4.2 is the energy associated with the so-called
self term [236, 238]. The Wolf method has been used in different studies
including water and ionic systems [267, 282-284]. For a nice and readable
derivation of the Wolf method for molecular systems, the reader is referred
to the paper by Waibel and Gross [238]. Applying the Wolf method to
a molecular system, the charge-charge interactions within each molecule
should be excluded from the total sum of the electrostatic energy [238]
because these are not part of intermolecular interactions. Initially, we



4.1 INTRODUCTION 85

consider a system without intramolecular Coulombic interactions, e.g. for
rigid molecules. The total electrostatic energy equals [142, 163, 265]:
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In Eq. 4.3, Ny, is the number of molecules, N! is the number of atoms in
molecule 4, indices 7 and j are used to count the number of molecules, indices
a and b are used to count atoms within molecules. ¢;, is the partial charge
of atom a in molecule ¢, r;,; is the distance between interaction sites a and
b. The first and second terms on the right hand side of Eq. 4.3 are used to
compute the pairwise electrostatic interactions between all partial charges
in the system, which are screened electrostatic interactions between different
molecules and electrostatic interactions inside molecules, respectively. For
rigid molecules, we are only interested in intermolecular interactions, and
therefore we have to exclude electrostatic interactions within molecules, i.e.
charge-charge interactions between the atoms within the molecules. This is
achieved by the third term on the right hand side of Eq. 4.3, the so-called
exclusion term, similar to the exclusion term in the Ewald summation [285].
The fourth term on the right hand side of Eq. 4.3 is the self-interaction term
which is similar to that of an atomic system Eq. 4.2. For non-rigid molecules,
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the intramolecular Coulombic interactions should be added to Eq. 4.3 by:

1 N Ni
Qiaqib
EIntra = 5 Z Z Z Cab ;a ‘l (44)
i=1 a=1 2;1 taib
a

in which ¢, is a scaling parameter for electrostatic interactions between
atom a and atom b. ¢4 equals zero if atoms a and b do not have any in-
tramolecular electrostatic interactions. Several force fields have intramolec-
ular interactions that are scaled [286-290], so the value of ¢4, can be non-
integer. Note that a cutoff radius is not applied for the intramolecular
interactions of Eq. 4.4, and that these interactions are not screened with
erfe@r) torm. The reason is that for a system consisting of an isolated
molecule with intramolecular interactions but no intermolecular interac-
tions, the correct result is obtained, i.e. a direct pairwise % summation over
the intramolecular Coulombic interactions. It is important to note that in
sharp contrast to the terms for intramolecular Coulombic interactions and
intramolecular Coulombic exclusions proposed by Gross et al. [238], in this
work no cutoff is imposed for these interactions. It is expected that this
avoids potential artifacts for systems including molecules larger than the
cutoff radius.
Fennell and Gezelter [149] found that the damped shifted potential
proposed by Wolf et al, Eq. 4.3, results in force discontinuity at the cutoff
radius in MD simulations. This is undesirable as it may lead to energy
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drifts [14]. To remove this discontinuity, the electrostatic potential proposed
by Fennell and Gezelter (the so-called DSF method) is calculated using
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Similar to Eq. 4.3, the intramolecular Coulombic interactions are not in-
cluded here, and these interactions need to be taken into account according
to Eq. 4.4. The shift in Eq. 4.5 (first summation on the right hand side) is
only applied to intermolecular interactions but not to intramolecular inter-
actions. For simplicity, Eqs. 4.3 to 4.5 are formulated for single-component
systems. Extending these equations to multicomponent systems is trivial:
(1) The summation in the first terms of Egs. 4.3 and 4.5 should be over
all intermolecular interactions between all the atoms of all molecules; (2)
the summations in other terms of Eqgs. 4.3 and 4.5 (and the summation
in Eq. 4.4) should be over all molecules. The extra term on the right
hand side of Eq. 4.5 compared to Eq. 4.3 makes both the potential and its
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first derivative (the force) continuous at the cutoff radius [149]. Although
the continuity of the force at the cutoff radius is of primary interest in
MD simulations, the electrostatic potential derived in Eq. 4.5 is slightly
different compared to the original Wolf method. This small difference in
the electrostatic interaction potential can potentially change the computed
structure and/or other properties of the system. In different studies of ionic
liquids [149, 240, 269, 291, 292], it was found that the electrostatic ener-
gies and forces obtained using the DSF method are in excellent agreement
with the conventional Ewald/smooth PME method. Instead of using an
atom-based spherical cutoff method, one could also apply a group-based
or charge-group cutoff method [147, 149, 274]. In this method, atoms are
assigned to charge-neutral groups. If the distance between the geometric
centers of the charge-neutral groups is smaller than a certain cutoff, all
atoms belonging to the charge-neutral groups interact, otherwise no atomic
interaction between the two groups is taken into account. Therefore the
computational time is reduced by ignoring the pairwise electrostatic inter-
actions between charge-neutral groups which are further away from the
cutoff radius. Another advantage is that the leading % term for Coulombic
interactions reduces to a higher order term that decays faster [274]. Gross
et al. [238] found no differences between a group-based cutoff radius and an
atom-based cutoff radius for the Wolf method, and therefore we have not
considered this further in this paper.

This chapter is organized as follows. In Section 4.2, expressions to
compute the following thermodynamic properties: excess mixing enthalpy,
chemical potentials and activity coefficients are described. Simulation de-
tails, force field parameters, and scaling of the intramolecular interactions
are described in Section 4.3. Simulation results are presented in Section 4.4.
It is shown that the liquid structure obtained using the Wolf method, Eq. 4.3,
and the DSF method, Eq. 4.5, is different especially near the cutoff radius.
However, computing the excess chemical potentials of water and methanol
obtained using the Wolf method and the DSF method yield very similar
results. It is also shown that the activity coefficients of water and methanol
in water-methanol mixtures computed based on TIP4P /2005 and TraPPE
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force fields show the best agreement with experimental data. Our conclu-
sions are summarized in Section 4.5.

4.2 Theory

The enthalpy of a system (pure component or a mixture) can be directly
computed from simulations in the NPT ensemble [14, 15]

H = (U)npr+ P{V)npr (4.6)

(U) ypr s the ensemble average internal energy of the system, and (V') yppis
the ensemble average volume in the NPT ensemble. For the water-methanol
mixture, the excess enthalpy of the mixing is obtained from

ix = hmix — (1 = 2Meon) PH,0 — TMeOnAMeOH (4.7)
h®* is the excess enthalpy of mixing with respect to pure liquid, hpyix is
the enthalpy of the water-methanol mixture, hyeon is the enthalpy of pure
methanol, hy,o is the enthalpy of pure water, and z\eon is the mole fraction
of methanol. The Continuous Fractional Component NPT (CFCNPT)
ensemble is used [20] to compute the chemical potentials of water and
methanol (see Eq. 2.9). The expression for the partition function of this
expanded ensemble is provided in Eq. 3.5. Expressions for the chemical
potential and derivatives of the chemical potential in the CFCNPT ensemble
are provided in appendix A.l. For improved accuracy of the computed
chemical potentials, the reader is referred to chapter 3. In appendix A.10,
it is shown that the activity coefficient of component A, 4, in a mixture is
obtained according to [293, 294]

ya = A exp [B (S — uGh)] (4.8)

B TAPOA
pa and poa are the number densities of component A in the mixture and
the reference number density of the pure solvent, respectively. uf is the
excess chemical potential of component A in a mixture with mole fraction
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of za, and py is the excess chemical potential of A in the pure fluid A.
The excess chemical potentials in Eq. 4.8 are referenced with respect to the
ideal gas. The derivation of Eq. 4.8 is provided in appendix A.10.

4.3 Simulation Details

4.3.1 Monte Carlo Simulations

Different water-methanol mixtures with compositions ranging from
TMeoH = 0 to ymeon = 1 are simulated at P = 1 bar and T' = 298 K, both
in the conventional NPT ensemble [14, 15] and the CFCNPT ensemble [20].
All MC simulations were performed using our in-house code which is
verified to produce the same results as the RASPA software package [219,
220] in various works [142, 163]. For water, the TIP3P [258], SPC/E [235],
OPC [256], TIP4P /2005 [255], and TIP4P/EW [261] force fields, and for
methanol the TraPPE [207] and OPLS/2016 [262] force fields are used.
All force field parameters are provided in Tables 4.1 and 4.2. For every
mixture composition and every water-methanol force field combination, the
Wolf and the DSF methods, Eqgs. 4.3 and 4.5, were both used to compute
the electrostatic interactions. To obtain the parameters for the Wolf
method for pure water and pure methanol, independent simulations were
performed in the NVT ensemble, using SPC/E [235] and OPLS/2016 [262]
force fields, close to the experimental densities at 7' = 298 K [3, 295]. For
dense liquids such as water and methanol at ambient conditions, it is
sufficient to plot Fig. 4.1 for a single configuration [163]. For the single
equilibrated configuration, the electrostatic energies were calculated for
different values of cutoff radii ranging from R. = 10 A to R, = 15 A,
as a function of a. The relative difference in electrostatic energies, for
water and methanol, were compared to the results obtained from the
Ewald summation, and the results are shown in Fig. 4.1. It is shown
in Fig. 4.1 that the relative difference between the electrostatic energies
between these methods is within 0.5% for the cutoff radii ranging from
10 A to 15 A, and o ranging from 0.1 A" t0 0.15 A7, This means
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Table 4.1: Force field parameters for water used in this study. All molecules are considered
rigid. € is reported in units of K, o and r are reported in units of A.

Force field | TIP3P [258] | SPCE/E [235] | OPC [256] | TIP4P/2005 [255] | TIP4P/EW [261]

€00 76.500 78.175 107.036 93.196 81.899
000 3.1506 3.1660 3.1666 3.1589 3.1644
% -0.8340 -0.8476 -1.3582 - -

qu 0.41700 0.42380 0.67910 0.55640 0.52422
aL - - - -1.11280 -1.04844
ron 0.9572 1.0000 0.8724 0.9572 0.9572
roL - - 0.1594 0.1546 0.1250

Table 4.2: Force field parameters for methanol used in this study. All molecules are considered
rigid. € is reported in units of K, o and r are reported in units of A.

Force field | OPLS/2016 [262] | TraPPE [207]
€00 97.775 93.000
000 3.1659 3.0200

€CH;CHs 110.450 98.000
OCH;CH3 3.6449 3.75
qo -0.6544 -0.70000
qu 0.49980 0.43500
qCH; 0.1546 0.2650
roH 0.9450 0.9450
TCH30 1.43 1.43

that the results obtained from the Wolf method in this («,R.) range,
are consistent with the energetics from the Ewald summation. For all
simulations, Wolf parameters, R. and « were set to 14 A and 0.12 A_l,
respectively, and a cutoff radius of 14 A was used for LJ interactions. The
same parameters were used for the DSF method Eq. 4.5. All molecules
are rigid and the interactions between the molecules only consist of LJ
and Coulombic interactions. Periodic boundary conditions were used. LJ
potentials were truncated but not shifted, and analytic tail corrections and
the Lorentz-Berthelot mixing rules were applied [14, 15]. Simulations in the
NPT ensemble were performed to compute the excess mixing enthalpies
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of water-methanol mixtures (with respect to pure liquid) based on Eq. 4.7.
Simulations in the CFCNPT ensemble were performed to compute the
excess chemical potentials of water and methanol (with respect to ideal
gas phase) using Eq. 2.9. To improve the accuracy of the computed
chemical potentials, it is recommended to use the binning scheme developed
in chapter 3. The activity coefficients of water and methanol were obtained
using Eq. 4.8. Each simulation in the NPT ensemble was carried out with
10° equilibration cycles and 4 x 10% production cycles. In each cycle, the
number of MC steps equals the total number of molecules, and trial moves
were selected with the following probabilities: 1% volume changes, 49.5%
translations, and 49.5% rotations. Simulations in the CFCNPT ensemble
were performed to compute the chemical potentials and activity coefficients
of water and methanol at different mixture compositions. Each simulation
in the CFCNPT ensemble was carried out with 10° equilibration cycles
and 4 x 105 production cycles. To facilitate the sampling of A, a weight
function (W(\)) was used to make the sampled probability of A flat [45,
141]. During equilibration, the WL algorithm was used to construct the
weight function [199, 200]. In each MC step, trial moves were selected with
the following probabilities: 1% volume changes, 35% translations, 30%
rotations, 17% X changes, 8.5% reinsertions, and 8.5% identity changes.
Details on specific trial moves associated with the fractional molecules are
provided in Section 3.3.
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Figure 4.1: Relative differences in computed electrostatic energies between the Wolf
method, Eq. 4.3, and the Ewald summation for (a) water and (b) methanol. The parame-
ters for the Ewald summation are calculated based on relative precision of 1075 [163]. The
SPC/E [235] and OPLS/2016 [262] force fields were used to obtain the densities of water and
methanol at 7' = 298 K and P =1 bar. Individual configurations were obtained at constant
densities of 1000 kg.m ™2 and 748 kg.m ™2 for water and methanol, respectively.
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Scaling of the Lennard-Jones and Electrostatic Interactions

In CFCNPT simulations, the LJ interactions of the fractional molecule
are scaled using Eq. 2.10. The Coulombic interactions for the DSF potential
are scaled as
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where 7, = A(1 — )\Coul)2, and A = %A. ACoul 18 the coupling parameter
for Coulombic interactions as shown in Fig. 2.3. By ignoring the second
line in Eq. 4.9, a similar expression is obtained for the scaled Coulombic
interaction of the fractional molecule using the Wolf method (Eq. 4.3).

4.3.2 Molecular Dynamics Simulations

All MD simulations were performed with the LAMMPS software pack-
age [296]. Periodic boundary conditions were used. All molecules were
kept rigid using the SHAKE algorithm [15]. LJ potentials were truncated
and analytic tail corrections were applied to compute the energy and pres-
sure of the system [15]. The Lorentz-Berthelot mixing rules were used for
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non-bonded LJ interactions [14, 15]. To compute densities and enthalpies
of water-methanol mixtures, MD simulations are performed in the NPT
ensemble. The Nosé-Hoover thermostat and barostat are used in all MD
simulations performed in this work [15]. To calculate the RDFs, the en-
semble average densities obtained from NPT simulations were used to fix
the densities in the NVT ensemble simulations. The temperature of the
system is regulated by using the Nosé-Hoover thermostat [15]. The length
of each simulation for computing thermodynamic properties, i.e. densities
and enthalpies, and RDFs in the NPT and NVT ensembles are 5 ns and
10 ns, respectively. A time step of 1 fs is used to integrate the equations
of motion. The specifications of the force fields used in MD simulations
are the same as the specifications used in MC simulations. For the Ewald
summation method, long-range electrostatic interactions are computed with
a relative precision of 1076 [15].

4.4 Results

4.4.1 Electrostatics

The simplest way to characterize the structure of the liquid phase is
by calculating its RDF [4, 14, 15]. To investigate how different methods
for handling the electrostatics may influence the structure of the liquid,
a binary mixture of water-methanol (50%-50%) was considered as a rep-
resentative case. The RDF obtained using the Ewald summation, from
MD simulations, was considered as a reference case. For this comparison,
the TIP4P /2005 [255] and TraPPE [207] force fields were considered. The
densities of the binary water-methanol mixtures were obtained from in-
dependent MC and MD simulations, based on different treatments of the
long-range electrostatic interactions. The relative difference in densities
obtained from MD and MC simulations was below 0.2%, see the Supporting
Information of Ref. [222]. In Fig. 4.2, three different RDFs are shown for
water-water, water-methanol, and methanol-methanol, in a 50%-50% water-
methanol mixture. The oxygen atoms in water and methanol represent the
molecules. Excellent agreement between the RDFs in Fig. 4.2 shows that
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Figure 4.2: Radial distribution functions of water-methanol mixtures (50%-50%), at T = 298
K and P = 1 bar, for: (a) water-water (b) water-methanol (c) methanol-methanol. The
TIP4P /2005 [255] and TraPPE [207] force fields were used to compute the density of water-
methanol mixtures in MD and MC simulations. The relative difference in densities obtained
from MD and MC simulations was 0.2%. To compute the long-range electrostatic interactions,
the Ewald and DSF methods were used in MD simulations. In the MC simulations, the Wolf
and DSF methods (Egs. 4.3 and 4.5) were used.
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all electrostatic methods, both in MD and MC simulations can capture the
same probability distributions for the first and second coordination shells.
The small difference observed at the first coordination shells in Fig. 4.2(a)
to Fig. 4.2(c) is practically negligible. This can be due to the difference
in the computed densities obtained from independent simulations, and/or
statistical noise in the simulations [15]. As shown in Fig. 4.2, all the RDFs
have converged to unity after distance of 10 A. For systematic discussion
of the RDFs obtained from experiments and molecular simulations, the
reader is referred to Refs. [27, 86]. In all the RDFs obtained using the
Wolf method, a numerical artifact is observed at R, = 14 A. This Gaussian-
shaped artifact is most noticeable for g(Om,0-Omn,0) in Fig. 4.2(a), with
less than 5% deviation from 1. The artificial structuring at R, = 14 A
indicates a non-physical behavior at the cutoff [274, 278]. This is due to
the discontinuity in intermolecular electrostatic interactions between the
molecules inside and outside the cutoff sphere. To investigate to what extent
the numerical artifact of the Wolf method affects the computed thermo-
dynamic properties, excess mixing enthalpies of water-methanol mixtures
obtained from MD and MC simulations were compared based on different
treatments of electrostatics: the Ewald, DSF and the Wolf methods. The
water-methanol mixtures were defined based on the TIP4P /2005 [255] and
TraPPE [207] force fields. The results are compared in Fig. 4.3. From the
MD simulation results, it is clear that the Ewald and DSF methods yield
identical excess mixing enthalpies at different mole fractions of methanol,
xMeoH- Therefore, the excess mixing enthalpies based on the DSF method,
from MD simulations, were considered as reference. At zyeon = 0.9, excess
mixing enthalpies obtained from MD and MC simulations are equal within
statistical uncertainty. At mole fractions zyeon = 0.5 and zyeon = 0.7,
the computed excess mixing enthalpies using the Wolf method, from MC
simulations, are equal, within statistical uncertainty, to those obtained us-
ing the DSF method, from MD simulations. At mole fraction xneon = 0.3,
the results using the DSF method, from MC simulations are in excellent
agreement with the MD simulation results. Furthermore, the MD and MC
simulations yield marginally different results at zpeog = 0.1 and identical
results at xyeon = 0.9. This means that there is no clear distinction be-
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Figure 4.3: Excess enthalpies of mixing for water-methanol mixtures based on the
TIP4P /2005 [255] and TraPPE [207] force fields at 7' = 298 K and P =1 bar. To compute
the electrostatic energies, the DSF and Ewald [146] methods were used in MD simulations.
In MC simulations, the Wolf and DSF methods (Egs. 4.3 and 4.5) were used to treat the
electrostatic interactions. The solid line indicates experimental values for the excess mixing
enthalpy [95]. Dotted lines are a guide to the eye. Error bars are smaller than symbol sizes.
Raw data are listed in the Supporting Information of Ref. [222].
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tween the Wolf and DSF methods in calculating excess mixing enthalpies
of water-methanol mixtures. To further investigate the numerical artifact
of the Wolf method, excess chemical potentials and activity coefficients of
water and methanol are computed using the Wolf and DSF methods, in
MC simulations. The experimental values for activity coefficients of water
and methanol are taken from Ref. [117]. Experimental excess chemical
potentials of water and methanol, u®*, at different mole fractions were
calculated using Eq. 2.9. The experimental density data are provided in
Ref. [102]. The excess chemical potentials of pure water and pure methanol,
ues, were computed from empirical equations of state [145, 231, 232], using
the REFPROP software [297]. For this comparison, the TIP4P /2005 [255]
and TraPPE [207] force fields were used for simulations in the CFCNPT en-
semble. The computed chemical potentials and activity coefficients of water
and methanol are shown in Figs. 4.4 and 4.5, respectively. It is important
to note that at low concentrations of water and methanol, i.e. zpeon = 0.1
and 0.9, larger error bars are observed for the excess chemical potentials.
This is due to the smaller number of molecules of one of the species (either
water or methanol), limiting the number of identity changes of the fractional
molecule. Therefore, the sampling of the excess chemical potential becomes
more difficult. Since activity coefficients are computed directly from the
excess chemical potentials (Eq. 4.8), only at low concentrations of water and
methanol, the values of the activity coefficients display scatter. Considering
larger error bars at low mole fractions, it can be seen that the results from
the Wolf and DSF methods are in excellent agreement. This suggests that
the artifact of the Wolf method observed in the RDFs has a minor effect
on thermodynamic properties of water-methanol mixtures. For the rest of
the paper, the results based on the DSF method in MC simulations are
presented, and the raw data corresponding the DSF method are presented
in the Supporting Information of Ref. [222]. The results obtained based
on the Wolf method, Eq. 4.3 are not considered further in Section 9.4 due
to this artifact. The corresponding properties computed using the Wolf
method are listed in the Supporting Information of Ref. [222].



100 TRUNCATING ELECTROSTATIC INTERACTIONS

10— . | | |
jé MCpsr

%: ’!‘ MCwot

g -20f == |
]

=3

\F\ > T oo Y Woonnnnt Iy
5\&'30 POER I QTR I 2 & |
S ananani i

0 01 0.3 0.5 0.7 09 1
TMeOH
(b)

—-18 ; . . | |
—.H

| H

220

- - =

= ;, 4
ﬁ‘ vl oo I veens Yv. v - o3 .,‘____..V'V-......'vv. ...... =
T s e _
2

52

i _24 1 ! ) I I

0 01 0.3 0.5 0.7 09 1

TMeOH

Figure 4.4: Excess chemical potentials of: (a) water, (b) methanol, with respect to the
ideal gas phase, in water-methanol mixtures obtained from MC simulations in the CFCNPT
ensemble [20], at T = 298 K and P = 1 bar. The Wolf and the DSF methods (Egs. 4.3
and 4.5) were used to calculate the electrostatic interactions. The TIP4P /2005 [255] and
TraPPE [207] force fields were used. Error bars are smaller than symbol sizes. Raw data are
listed in Tables S5 and S15 of the Supporting Information of Ref. [222].
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Figure 4.5: Activity coefficients of: (a) water, (b) methanol in water-methanol mixtures
obtained from MC simulations in the CFCNPT ensemble, at T" = 298 K and P = 1 bar.
The Wolf [236] and the DSF [149] methods were used to calculate the electrostatic interac-
tions. The TIP4P /2005 [255] and TraPPE [207] force fields were used. The line indicates
experimental values for the activity coefficients [101]. Raw data are listed in the Supporting
Information of Ref. [222].
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4.4.2 Thermodynamic properties of water-methanol
mixtures

Few molecular simulation studies investigated the properties of water-
methanol mixtures using the OPLS/2016 force field [262] and popular rigid,
non-polarizable force fields for water [85-87]. In some cases, non-Lorentz-
Berthelot mixing rules [87] were applied to improve the predicted thermo-
dynamic properties of water-methanol compared to experiments. To the
best of our knowledge, a comparative analysis of these force field combi-
nations to compute the activity coefficients and excess chemical potentials
of water and methanol is missing. To compute the chemical potentials
and activity coefficients of water and methanol, TIP3P [258], SPC/E [235],
OPC [256], TIP4P /2005 [255], TIPAPEW [261] force fields for water, and
the OPLS/2016 [262] and TraPPE [207] force fields for methanol are con-
sidered. The excess mixing enthalpies of water-methanol mixtures were
computed for all water-methanol force field combinations, using the DSF
method (Eq. 4.5) to calculate the electrostatic interactions. The results are
shown in Fig. 4.6 as a function of xp\e0om, and the raw data are listed in the
Supporting Information of Ref. [222]. From Fig. 4.6, it is clear that com-
puting the excess mixing enthalpies for water-methanol mixtures using the
TraPPE force field for methanol provides considerably better results com-
pared to the OPLS/2016 force field. The sign of the excess mixing enthalpy
is predicted correctly and its parabolic shape is reproduced with partial
success for all four-site water force fields [86], for zpeon > 0.5. None of
the water-methanol force field combinations can precisely reproduce experi-
mental excess enthalpies and the location of the minimum for zyeon < 0.5.
Different experimental studies suggest that the unique thermodynamic be-
havior of water-methanol mixtures arises from incomplete mixing of the
species at molecular level [27-29]. Segregation of water and methanol, and
formation of clusters, is reported in neutron diffraction experiments [27-29]
and molecular simulation studies [86] for the whole concentration range. In
aqueous methanol solutions, it is observed that hydrophobic methyl groups
tend to cluster together, while the hydrophilic hydroxyl groups are pushed
further apart and oriented more towards water-rich regions [27]. This leads
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Figure 4.6: Excess mixing enthalpies for water-methanol mixtures defined by: (a) TraPPE [207]
and (b) OPLS/2016 [262] force fields at T = 298 K and P = 1 bar. The TIP3P [259],
SPC/E [235], OPC [256], TIP4P /2005 [255], TIP4P/EW [261] force fields were considered
for water. The DSF method (Eq. 4.5) was used to treat the electrostatic interactions. The
solid line indicates experimental values for the excess mixing enthalpy [95]. Dotted lines are
a guide to the eye. Raw data are listed in the Supporting Information of Ref. [222].

to a reduction in the extent of the methanol-methanol hydrogen bonding
network compared to pure methanol and an addition in the extent of the
water-methanol hydrogen bonding network [27, 28]. In contrast to methanol,
no significant change in the local structure of water is observed in neutron
diffraction studies [28]. These observations suggest that water-methanol
hydrogen bonding network has a strong influence on the behavior of the
excess properties of water-methanol mixtures. Based on the significant de-
viation between simulation results and experiments, for zyeog < 0.5, it
can be concluded that the selected force field combinations, cannot repro-
duce the actual clustering/orientation of methanol molecules in aqueous
mixtures. In this work, the TIP4P/2005-TraPPE potential outperforms
the other force field combinations in predicting the excess mixing enthalpy
and its shape. For water-methanol mixtures defined by the OPLS/2016
force field, the sign of the excess mixing enthalpy is not reproduced, except
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partially for the OPC-OPLS/2016 potential. A comparative analysis of the
TraPPE and OPLS/2016 force field parameters, in Table 4.2, shows that
partial charges on the oxygen and methyl sites are larger for the TraPPE
force field. Similarly, in Table 4.1, it is shown that the four-site water
models have larger partial charges on the oxygen or dummy site. Clearly,
increasing partial charges plays an important role in producing the excess
molar enthalpies of water-methanol mixtures closer to the experimental
values. This is in agreement with the work of Dopazo-Paz et al. [86]. Ex-
cess chemical potentials with respect to the ideal gas phase and activity
coefficients of water and methanol, were calculated using Egs. 2.9 and 4.8.
The results are shown in Figs. 4.7 and 4.8, and the raw data are provided in
the Supporting Information of Ref. [222]. In Fig. 4.7, the computed activ-
ity coefficients of water and methanol for all force field combinations were
plotted as a function of xyeon. Overall, activity coefficients of methanol
obtained based on the OPLS/2016 and TraPPE force fields are in good
agreement with the experiments for zyeom > 0.5. For the OPLS/2016 force
field, significant deviation from experiments is observed for zyeon < 0.5.
In contrast to the OPLS/2016 force field, the computed activity coeffi-
cients of methanol for the TraPPE force field are considerably closer to
the experimental results. For water, the predicted activity coefficients are
in good agreement for zpyeon < 0.3. The predicted activity coefficients
of water in mixtures defined by the OPLS/2016 force field deviate signif-
icantly from experimental data for zymeon > 0.3, except for the TIP3P
force field. It is clear from Fig. 4.7 that the activity coefficients of different
water models, obtained in combination with the TraPPE force field, are in
better agreement with the experiments. In Fig. 4.7, it can be seen that the
TIP4P2005-TraPPE potential outperforms other force field combinations to
predict the activity coefficients closest to the experimental values. Among
water-methanol mixtures defined by the OPLS /2016 force field, the activity
coefficients obtained from TIP3P-OPLS /2016 force fields deviate less from
the experiments. As the excess chemical potential and activity coefficient
are related (Eq. 4.8), it is important that both properties agree well with ex-
periments. It is expected that the performance of a force field combination
should be the same in predicting both the excess chemical potentials and
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Figure 4.7: Activity coefficients of water and methanol in water-methanol mixtures for different
combinations of water-methanol force fields, at ' =298 K and P =1 bar. In subfigures (a)
and (b); the TraPPE force field was used for methanol and in subfigures (c) and (d); the
OPLS/2016 force field was used for methanol. The TIP3P [259], SPC/E [235], OPC [256],
TIP4P /2005 [255], TIP4P/EW [261] force fields were considered for water. The DSF method
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values for the activity coefficients [101]. Dotted lines are a guide to the eye. Raw data are
listed in the Supporting Information of Ref. [222].
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activity coefficients of water and methanol. Since water and methanol force
fields are not fitted to experimental chemical potentials, some deviation is
expected depending on the force field [59]. In Fig. 4.8, it is shown that all
force fields predict the excess chemical potentials with some deviation/shift
with respect to the experimental values. Since computing the activity coeffi-
cients depends only on the difference between the excess chemical potentials,
see Eq. 4.8, a constant shift between the predicted excess chemical potentials
and the experimental data does not introduce an error in computing the
activity coeflicients. This is because term (u%* — pg%) in Eq. 4.8 remains
constant. This is especially the case for methanol when xneon > 0.5. For
Tyeon < 0.5, the calculated excess chemical potentials deviate significantly
from the experiments, for methanol OPLS/2016. Clearly, this leads to a
considerable error in computing the activity coefficients. It can be seen
in Fig. 4.8 that the TIP4P /2005 and TIP3P show the best performance
combined with the TraPPE and OPLS/2016 force fields, respectively. For
pure components, the excess chemical potential of pure water predicted by
the TIP3P force field has the best agreement with the empirical equation of
state [232]. The excess chemical potential of water predicated by the OPC
force field deviates the most from experimental data. For pure methanol,
the computed excess chemical potential using the TraPPE force field agrees
best with the experimental equation of state [145, 231].
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Figure 4.8: Excess chemical potentials of water and methanol, with respect to the ideal
gas phase, for different combinations of water-methanol force fields, at 7' = 298 K and
P =1 bar. In subfigures (a) and (b); the TraPPE force field was used for methanol and in
subfigures (c) and (d); the OPLS/2016 force field was used for methanol. The TIP3P [259],
SPC/E [235], OPC [256], TIP4P /2005 [255], TIP4P/EW [261] force fields were considered
for water. Error bars are smaller than symbol sizes. The solid lines indicate experimental
values for the chemical potentials [145, 231, 232, 297]. Dotted lines are a guide to the eye.
Raw data are listed in the Supporting Information of Ref. [222].
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4.5 Conclusions

To predict and reproduce the thermodynamic properties of water, a large
number of force fields have been published in literature. The most popular
force fields for water are rigid non-polarizable potentials. The performance
of these force fields depend on the experimental data used for fitting the
force field parameters. These force fields can be combined with other force
fields to calculate thermodynamic properties of aqueous solutions. In this
work, different force field combinations for water-methanol mixtures were
considered to compute excess mixing enthalpies, excess chemical potentials
and activity coefficients of water and methanol. In MC simulations, spher-
ical cutoff-based methods are computationally more efficient compared to
the Ewald-type methods since computation of electrostatic interactions is
reduced to the molecules inside the cutoff sphere. To investigate the accu-
racy of two spherical cutoff-based methods, i.e., the Wolf and DSF methods
(Egs. 4.3 and 4.5), RDF's and excess mixing enthalpies of aqueous solutions
of methanol were computed and compared to the results obtained from
the Ewald summation method. The RDFs and excess mixing enthalpies
obtained from the Ewald summation and DSF methods were in excellent
agreement. We observed numerical artifacts at the cutoff radius in RDFs
in simulations using the Wolf method. Based on the RDFs, it can be
concluded that some orientational correlation exists between between the
molecules inside and outside the cutoff sphere. This may imply that the
dielectric properties of water are not treated correctly [281]. However, the
good agreement between the excess mixing enthalpies, activity coefficients,
and chemical potentials computed based on the DSF and Wolf methods sug-
gests that these numerical artifacts have a small effect on thermodynamic
properties. By using the DSF method, we investigated the performance of
the TraPPE and OPLS/2016 force fields for methanol combined with five
water models: TIP3P, SPC/E, OPC, TIP4P /2005, and TIP4P/EW. For
these force field combinations, we computed excess mixing enthalpies, chem-
ical potentials and activity coefficients of water and methanol. All these
properties are reproduced better by the TraPPE force field compared to the
OPLS/2016 force field. The predicted properties of water-methanol mixture
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defined by TIP4P /2005-TraPPE force fields show the best agreement with
experimental data compared to other force fields combinations.






Chapter 5

Computation of Partial
Molar Properties Using
Continuous Fractional
Component Monte Carlo

This chapter is based on the following paper: Rahbari, A.; Hens, R.; Niko-
laidis, I. K. ; Poursaeidesfahani, A.; Ramdin, M.; Economou, I.G.; Moultos,
O. A.; Dubbeldam, D.; Vlugt, T. J. H., Computation of Partial Molar Prop-
erties using Continuous Fractional Component Monte Carlo, 116, 3331-3344,
2018, Ref. [20]
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5.1 Introduction

In the previous chapters, we have shown the advantages of the CFCMC
method for efficient molecule insertion/deletion and free energy calculations.
In chapter 3, we proposed a new binning scheme to improve the accuracy of
the computed chemical potentials in the 2016 version of the CFCMC [38]. In
this chapter, we develop a new formulation to directly compute the partial
molar properties using CFCMC. Partial molar excess enthalpies and partial
molar volumes are key properties in studying thermodynamics of multicom-
ponent fluid mixtures [3, 5, 298]. Knowledge of these quantities is central
to process design of chemical and biochemical processes [11, 299-305], in-
cluding separation systems [306], chemisorption processes [173, 304, 305],
equilibrium and non-equilibrium reactive systems [173, 304, 305]. Unfortu-
nately, partial molar properties are computationally difficult to calculate
and are experimentally difficult to measure at extreme conditions [150, 153,
307-310]. At present, application of computer simulations to calculate par-
tial molar properties is limited and more work is needed in this field [30,
152].

Partial molar properties are first order derivatives of the chemical po-
tential [8, 14, 150, 153]. The partial molar enthalpy of component A in a
multicomponent mixture equals

. OH OBua
b= ()~ ()
ONa T,P,Niza op P.N;

For convenience, in this chapter, partial molar properties are considered per
molecule instead of per mole. In Eq. 5.1, H is the enthalpy of the system,
N; denotes the number of molecules (or mole) of component i, pa is the
chemical potential of component A, P is the imposed pressure, T is the
temperature, 8 = 1/(kpT), and kp is the Boltzmann constant. The partial
molar volume of component A equals

) 1% > (aﬂA)
VA = | == = | == (5.2)
<8NA T,P,N;za opP T,N;
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in which V is the volume of the mixture. In molecular simulation, chemical
potentials and partial molar properties cannot be computed directly as a
function of atomic positions and/or momenta of the molecules in the sys-
tem [14, 38, 39, 150, 153], and special molecular simulation techniques are
required. To date, different molecular simulation techniques have been used
to compute partial molar properties: (1) Numerical Differentiation (ND):
in a multicomponent mixture, a partial molar property of component A is
computed directly by numerically differentiating the total property of the
mixture at constant temperature and pressure with respect to the number
of molecules of component A, while keeping the number of molecules of all
other components constant [5, 311, 312]. This requires several independent
and long simulations. Therefore, it is not well suited for multicomponent
mixtures. Moreover, the accuracy of the numerical differentiation depends
strongly on the uncertainty of the computed total property [150, 153]. (2)
From fluctuations in the number of particles using multiple linear regres-
sion [152]. The method can be applied to the reaction ensemble which
allows for direct computation of enthalpy of the reaction [152]. This is
discussed further in Section 5.6. (3) Kirkwood-Buff (KB) integrals: Schnell
et al. have used KB integrals to compute the partial molar enthalpies for
mixtures of gases or liquids [298, 311, 313-317]. This method uses trans-
formations between ensembles and it is numerically difficult to compute
partial molar enthalpies. However, the computation of partial molar vol-
umes using KB integrals is straightforward [318]. (4) Direct Method: in
their pioneering work in 1987, Frenkel, Ciccotti, and co-workers used the
WTPI method [211] to compute partial molar properties of components
in a single MC simulation in the NPT ensemble [150, 153]. Due to the
inefficiency of the WTPI method for high density systems, application of
this method is rather limited [59, 150, 191, 210, 319, 320]. (5) Difference
Method (DM): to avoid sampling issues of the WTPI method, an alter-
native approach was proposed by Frenkel, Ciccotti, and co-workers which
uses identity changes between two molecule types [150, 153]. From this,
partial molar properties of binary systems could be computed. However, if
the two molecules are very different in size or have very different interac-
tions with surrounding molecules, identity changes often lead to unfavorable
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configurations in phase-space, resulting again in poor statistics. (6) Using
multiple linear regression in open constant-pressure ensembles, as proposed
by Josephson, Siepmann, and co-workers. This is performed by fitting
extensive thermodynamic properties (e.g. the enthalpy and volume) as a
function of the instantaneous number of molecules of each component [152].
This requires an ensemble in which the number of molecules of each compo-
nent fluctuates (e.g. the NPT version of the Gibbs ensemble [44], reaction
ensemble [321], or grand-canonical ensemble [14]). For details, the reader
is referred to Ref. [152], Section 5.6, and chapter 6. (7) Using a combina-
tion of the CFCMC technique with umbrella sampling [14, 322]. With this
method, one can perform a simulation of a mixture at a certain pressure
and temperature, and accurately compute the chemical potential at other
temperatures and pressures close to the simulation conditions [323]. Par-
tial molar volumes and enthalpies are obtained directly from the estimated
chemical potentials. This is the topic of chapter 7.

In this chapter, we combine the original idea of Frenkel, Ciccotti, and
co-workers [150, 153], and the CFCMC method (see chapters 2 and 3) to
compute partial molar properties by gradual insertion/removal of molecules.
This avoids the well-known drawbacks of the WTPI method at high densities.
As a test case, partial molar properties in the NPT ensemble and the
expanded NPT ensemble are computed for a 50%-50% binary LJ color
mixture, 7.e. a mixture where all interactions are identical. Since the WTPI
method works efficiently for this mixture, the results are used to verify our
method. Next, our method is applied to a case of industrial relevance,
i.e. the Haber-Bosch process for ammonia production [324]. The reason
to select this mixture as a realistic case study is that ammonia is a useful
chemical commodity and has received lots of attention both in academia
and industry [62-68]. It is also a promising alternative medium for energy
storage and transportation [69-72]. Industrial ammonia synthesis is carried
out using the Haber-Bosch process with heterogeneous iron or ruthenium
catalysts at high temperatures (623 K - 873 K) and at a pressure range
of 20 MPa to 40 MPa [73-75]. In industrial applications, the ammonia
synthesis and many other gas phase reactions are mostly modeled with
cubic Equations of State (EoS) because of their simplicity [12, 325, 326].



5.1 INTRODUCTION 115

Ammonia is a molecule that forms hydrogen bonds, but this phenomenon
cannot be modeled using a standard cubic EoS [7]. Moreover, limitations of
using a cubic EoS in studying thermodynamic properties of mixtures at high
pressures are well-known [9-11]. Therefore, due to the hydrogen bonding
of ammonia, and the elevated pressures at which the ammonia synthesis
reaction takes place, it is of interest to study the pressure dependency of
partial molar properties of the mixture using physically based models (i.e.
molecular simulation and PC-SAFT [18, 19, 327]), and compare the results
to those obtained from a cubic EoS. In this work, partial molar properties
for the [NH3, Ng, Ha] mixture at chemical equilibrium, based on the Haber-
Bosch reaction [62, 324], are computed at T' = 573 K and a pressure range
of 10 MPa to 80 MPa [63, 66, 328, 329].

This chapter is organized as follows. In Section 5.2, expressions for
partial molar properties derived by Frenkel, Ciccotti, and co-workers are
reviewed [150, 153]. Expressions for partial molar properties in the expanded
version of the NPT ensemble are introduced. In Section 5.3, our recent
work on the reaction ensemble [142] is reviewed and applied for the Haber-
Bosch process to obtain the composition of the reacting mixture at chemical
equilibrium. The composition of the [NH3, Na, Ho] mixture at equilibrium
is used to compute the partial molar properties. Simulation details and
an overview of the systems considered in our simulations are summarized
in Section 5.4. Our simulation results are presented in Section 5.5. It is
shown that the computed partial molar properties for a binary LJ color
mixture obtained using both methods are identical. Partial molar properties
for [NH3, Ny, Hy] mixtures at chemical equilibrium are computed as a
function of pressure. Based on these results, the reaction enthalpy of the
Haber-Bosch process is computed using MC simulations and EoS modeling.
It is shown that the results obtained from MC simulations and PC-SAFT
EoS modeling are in excellent agreement. The results obtained from PR-EoS
modeling deviate from those obtained from MC simulations and PC-SAFT
EoS modeling at high pressures. This leads to a relative difference of up
to 8% in calculated reaction enthalpies at 80 MPa. Our conclusions are
summarized in Section 5.7.
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5.2 Theory

As shown in chapter 2, the chemical potential of a component can be
calculated using the WTPI method [211] by sampling the interaction en-
ergy of a test molecule of the same type, inserted at a randomly selected
position in the system (Eq. 2.1). In 1987, Frenkel, Ciccotti, and co-workers
extended the WTPI method to compute first order derivatives of the chem-
ical potential, namely the partial molar excess enthalpy and the partial
molar volume [150, 153]. These authors have shown that the partial molar
excess enthalpy of a component A in the conventional NPT ensemble of a
multicomponent mixture using WTPI method equals

o _
1 ((AUM +U(N, V) + PV)Vexp [-BAUA])

A (V expl—BAUAM )y

—(UEN V) +PV)y pr

(5.3)

The brackets < --- >y, p7 denote an ensemble average in the NPT ensem-
ble in which the number of molecules of each component 7 is constant. s are
the scaled coordinates of molecules in the system, N is the total number
of molecules, and U(s", V) is the total energy of the system. For an ideal
gas, the partial molar excess enthalpy of Eq. 5.3 equals zero, since there are
no interactions between ideal gas molecules. This is shown analytically in
appendix A.1. The partial molar volume of component A equals

V2exp [-BAUA])
S DT () (5.4)

(Vexp [—6AUA+DNZ-,P,T

A detailed derivation of Eqgs. 5.3 and 5.4 is provided in appendix A.1, and
the Supporting Information of Ref. [20]. Although Eqgs. 2.1, 5.3 and 5.4 are
correct, their application is rather limited because of the inefficient sam-
pling of the WTPI method at high densities. Ensemble averages computed
using the WTPI method strongly depend on the spontaneous occurrence
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of cavities large enough to accommodate the test molecule. These sponta-
neous cavities occur very rarely at high densities which renders the WTPI
method essentially inefficient. To circumvent sampling problems of the
WTPI method, the CFCMC technique is used to compute the ensemble
averages of Kqgs. 2.1, 5.3 and 5.4 without relying on test particle inser-
tions/removals. An expanded version of the conventional NPT ensemble is
introduced in Eq. 3.5 by adding a so-called fractional molecule (CFCNPT).
Implementation details regarding the scaling of the interaction potential
of fractional molecules are explained in chapters 2 to 4. The partition
function of Eq. 3.5 can be extended to mixtures of polyatomic molecules
by simply multiplying it by the ideal gas partition function of each poly-
atomic molecule (excluding the translational part) [4, 14, 173]. This changes
only the reference state or the ideal gas contribution of the partial molar
properties and not the excess part [4, 14, 298].

In appendix A.1, it is shown that by expanding the NPT with a frac-
tional molecule of component A, the partial molar enthalpy of component
A can be computed in the CFCNPT ensemble using

Tex __ 1 <H/V()‘A~LO)>
K= =g+ (H AT Dlerewer = 7 (3 10) Yoponrr

(H(Aa T 1))cpenpr is ensemble average enthalpy of the system in the limit
at which Aa approaches one. (H/V (Aa | 0))cpoypr is ensemble average of
the ratio between total enthalpy and the volume of the system in the limit
at which Ap approaches zero. In appendix A.1, it is shown that Eqgs. 5.3
and 5.5 yield identical results.

The expression for the partial molar volume of component A in the
CFCNPT ensemble equals

oA = (VO T D)erenpr — (1/V (Aa L 0)erenpr (5.6)

(V(AA T 1)) cpenypr is ensemble average of volume when As approaches
one, and (1/V (A | 0))cponypr is ensemble average of the inverse volume
when Ap approaches zero. In appendix A.1, it is shown that the computed
ensemble average of Eq. 5.6 is equal to that computed in the conventional

(5.5)
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NPT ensemble (Eq. 5.4). Furthermore, it is shown that the partial molar
volume of an ideal gas molecule obtained from Egs. 5.4 and 5.6 results in
RT/P (as expected). Using Eqs. 2.9, 5.5 and 5.6, one can compute the
chemical potential, partial molar excess enthalpy, and partial molar volume
of a component in a single simulation without relying on the WTPI method
or identity changes. A potential drawback of using Eqs. 5.5 and 5.6 is that
the partial molar (excess) properties are obtained by subtracting two large
numbers (at A = 1 and at A = 0) with a (relatively) small difference. This
may induce large error bars, similar to the ND method explained earlier.
In Section 5.5, it is shown how this can be avoided.

The partial molar excess enthalpy of component A in a mixture can
also be computed using EoS modeling. In this chapter partial molar excess
enthalpies and partial molar volumes of NH3, Ny and Hs are computed using
the PR-EoS [151, 330] and the PC-SAFT EoS [18, 19, 331-333]. Details
about PR-EoS and PC-SAFT EoS are provided in appendix A.5. The
expression for the partial molar enthalpy of component A, relative to the
standard reference state equals [3]

BA(T, P) = B;A + [BA(Ta Pref) hA( refs ref)] [h?&X(T7 P) - E?XX(T’ Pref)] (57>

Tref and P, are the standard reference state temperature and pressure
defined at 298 K and 1 bar, respectively. A FA IS the formation enthalpy
of component A at the standard reference state (Tref, Pref), which can be
found in literature [3, 334]. The second term on the right hand side of
Eq. 5.7 is associated with the enthalpy difference at (T', Pf) at constant
composition relative to the reference state. The last term on the right hand
side of Eq. 5.7 is associated with the excess enthalpy difference between
states (T, P) and (T, P,er). This accounts for departure from ideal gas
behavior relative to the standard reference pressure [3]. h$ (T, P) can be
obtained from molecular simulation (Egs. 5.5 and 5.6), EoS modeling, or
literature. At high temperatures and a pressure of 1 bar, hi* (T, Pt) is
considered to be zero (ideal gas behavior). For details, the reader is referred
to A.6. The reaction enthalpy of the Haber-Bosch process (per mole of Nj)
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at state (T, P) is calculated using
AR(T, P) = 2hxu, (T, P) — hx, (T, P) — 3hy, (T, P) (5.8)

Details are provided in appendix A.7.

5.3 Reaction Ensemble

The Reaction ensemble Monte Carlo (RxMC) technique [321, 328, 335,
336] is used in MC simulations to obtain equilibrium distribution of reactants
and reaction products. Beside thermalization trial moves (translation, rota-
tion, etc.), additional trial moves are performed to insert/delete reactants
or reaction products. In RxMC simulations, the chemical reactions should
be specified in advance and the chemical reactions are mimicked as MC
trial moves. By using the correct acceptance rules, chemical equilibrium is
obtained [321, 328, 335, 336]. RxMC is purely thermodynamic and reaction
kinetics is not considered. This means that the simulations are not affected
by the height of the activation energy barrier. To sample the correct phase
equilibria using RxMC, one relies on sufficient molecule exchange between
the reactants and reaction products [336]. It is well-known that RxMC
struggles with the insertions/deletion of molecules at low temperatures and
high densities [177, 328]. For a detailed review of RxMC techniques, the
reader is referred to Ref. [328]. In the formulation introduced by Rosch and
Maginn [177] which combines the CFCMC technique with the Reaction En-
semble, it is not possible to directly calculate the chemical potentials [142,
177]. We recently introduced a more efficient application of the CFCMC
in the Reaction Ensemble (Rx/CFC) [142]. The main ingredient in our
formulation of Rx/CFC is that the fractional molecules of either reactants
or reaction products are present, and that the trial moves mimicking chem-
ical reactions always involve fractional molecules [142]. In the Rx/CFC
simulations, a coupling parameter A is introduced as an extended variable
for each component participating in the reaction. To perform the reaction
in a continuous and gradual manner, three additional trial moves involving
the fractional molecules are introduced (similar to the application of the
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CFCMC in the GE as described in chapter 2): (1) changing the value of A:
the value of A is changed while the positions and orientations of all other
molecules are fixed. (2) reaction for the fractional molecules: while the num-
ber of whole molecules is kept constant, a trial move is performed to remove
the fractional molecules of reactants and insert the fractional molecules of
reaction products at randomly selected positions, with randomly selected
orientations. In this trial move, A, and the positions and orientations of
all other molecules are fixed. (3) reaction for the whole molecules: the
fractional molecules of reactants are transformed into whole molecules, and
randomly selected reaction product molecules are transformed into frac-
tional molecules. In this trial move, A, and the positions and orientations of
all molecules are fixed. As an illustrative example, the trial moves associated
with the fractional molecules in Rx/CFC simulations of the Haber-Bosch
reaction, Ny + 3 H, = 2NHj; are shown in Fig. 5.1.

For the formulation of the partition function of the Rx/CFC, and accep-
tance rules for the fractional molecules, the reader is referred to Ref. [142].
The RxMC method requires the ideal gas partition functions of all reactant
and reaction product molecules, a list of all possible chemical reactions in
the system, and an appropriate force field accurately describing interactions
between molecules [328]. The ideal gas partition function can be obtained
from quantum calculations [4, 337, 338] or standard thermochemical tables
e.g. the JANAF tables [334]. Computing ideal gas partition functions using
quantum packages is well-established [338]. However, due to lack of experi-
mental data, it is not always straightforward to evaluate the accuracy of the
quantum calculations, especially for large molecules [172, 339]. Ideal gas
partition functions are directly related to the standard chemical potential of
pure components [334, 340]. In appendix A.2, it is explained in detail how
the ideal gas partition functions can be obtained from standard thermo-
chemical tables and computational chemistry (experiments or calculations).
In thermochemical tables, energies are normally referenced relative to a zero
of energy. Therefore, a consistent choice of energy reference is central to
calculating the partition functions, which is also explained in appendix A.2.
To the obtain the equilibrium distribution for the ammonia synthesis reac-
tion, the ideal gas partition functions for nitrogen, hydrogen and ammonia
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Figure 5.1: Trial moves associated with fractional molecules in Rx/CFC simulations of the
Haber-Bosch reaction N, + 3H, === 2 NHs. (a) changing the value of A: the positions and
orientations of all other molecules are fixed. Here the interactions of the reactants (N, + 3 H,)
are scaled. (b) reaction for the fractional molecules: the fractional molecules of the reactants
are removed and the fractional molecules of reaction products are inserted. The positions
and orientations of other molecules are kept fixed. (c) reaction for the whole molecules: the
fractional molecules of the reactants (N, + 3 H,) are transferred into whole molecules, and
randomly selected reaction products (2 NH;) are transformed into fractional molecules.
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Figure 5.2: Mole fractions of ammonia at equilibrium obtained from Rx/CFC simulations
(symbols) and experiments (solid lines) [341] at 573K (red), 673K (blue), 773K (orange) and,
873K (green) as a function of pressure. All simulations start with a random configuration of
120 N2, 360 H2 molecules, and no ammonium molecules.

are calculated in appendix A.3 using JANAF tables [334], quantum calcu-
lations using Gaussian09 and experimental thermochemical data [4, 340].
The results are provided in Table A5 in the appendix. Details of simulations
of the ammonia synthesis reaction using Rx/CFC are provided in Ref. [142].
In that paper, it is shown that by using Rx/CFC, the efficiency of the
reaction trial moves are significantly improved in systems with high density,
compared to the conventional reaction ensemble or the method proposed
by Rosch and Maginn [177]. The equilibrium mixture compositions of the
ammonia synthesis reaction are obtained from the Rx/CFC simulations in
the temperature range between T' = 573 K and T = 873 and a pressure
range of 10 MPa to 100 MPa. The results are shown in Fig. 5.2. Excellent
agreement is observed between experiments and molecular simulations re-
sults. The equilibrium mixture compositions obtained at T" = 573 K and
pressures between 10 MPa and 80 MPa are used in this chapter to calcu-
late partial molar properties of nitrogen, hydrogen and ammonia in the
CFCNPT ensemble, and calculate the reaction enthalpy at high pressures.
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5.4 Simulation Details

As a proof of principle, MC simulations were performed to compute the
partial molar properties of a binary LJ color mixture (composition: 50%-
50%), both in the conventional NPT ensemble using the WTPI method and
in the CFCNPT ensemble. Details on performing simulations in the NPT
and CFCNPT ensembles are provided in chapter 3. All simulations were
carried out at a reduced temperature of 7% = 2 and reduced pressures
between P* = (0.1 and P* = 9, leading to average reduced densities between
p* = 0.052 and p* = 0.880. The binary color mixture contained 200 LJ
molecules. In the conventional NPT ensemble, 6 x 10° production cycles
were carried out. To sample partial molar properties of each component, ten
trial insertions per cycle were performed. For simulations in the CFCNPT
ensemble, 50 x 10% production cycles were carried out for the same binary
mixture at the same reduced temperature and reduced pressures. Each trial
move was selected with the following probabilities: 1% volume changes, 33%
translations, 33% A changes, and 33% hybrid trial moves chapter 3. For the
hybrid trial moves, switching points at A; = 0.3 and A = 0.8 are defined.

The equilibrium compositions of the [NHsz, Ny, Hs] mixture at 573
K and at various pressures from 10 MPa to 80 MPa were obtained by
performing the reaction ensemble simulations of the Haber-Bosch process
as described in Section 5.3. The computed equilibrium compositions are in
excellent agreement with experimental data [63, 65, 66]. All molecules are
rigid, and a combination of L.J and electrostatic interactions is used for the
force fields. For simulation details of the reaction ensemble, the reader is
referred to Ref. [142]. Equilibrium compositions were then used to initiate
the NPT and CFCNPT simulations of the [NH3, Ny, Ho] mixture. The
equilibrium compositions were also used as input for PR-EoS modeling and
PC-SAFT EoS modeling. Simulation details corresponding to each method
are summarized below:

(a) CFCNPT ensemble: simulations were carried out to compute partial
molar properties of NHsz, Ny and He at 573 K and eight pressures
between P = 10 MPa and P = 80 MPa. To compute partial molar
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properties of each component, separate simulations were performed
in the CFCNPT ensemble, in which one fractional molecule of that
component was added to the system. This was repeated for all eight
pressures, leading to a total number of 24 independent simulations.
The starting mixture compositions for each pressure are listed in the
Supporting information of Ref. [20]. At each pressure, six independent
simulations were carried out where 2 x 10° equilibration cycles were
performed to compute the weight function W () using the WL algo-
rithm [199, 200]. Starting with equilibrated configurations and weight
functions, 3.2 x 10% production cycles were carried out. This leads
to six data points per pressure per component. For the rest of the
simulation details in the CFCNPT ensemble, the reader is referred
to chapter 3. Extrapolation was used to evaluate Egs. 2.9, 5.5 and 5.6
at A= 0 and A = 1. As shown in chapter 3, it is expected that the
systematic error due to extrapolation is avoided by using the new
binning scheme.

ND method: NPT ensemble simulations of the [NHs, No, Hy| mixture
were carried out to compute the partial molar properties of each
component at 573 K and a pressure range of P = 10 MPa to P = 80
MPa. To compute the partial molar properties of NHs, No or Ho
(component A) at each pressure, NPT ensemble simulations of the
mixture were performed by changing the number of the molecules of
component A with respect to that of the equilibrium mixture (Ny),
while keeping the number of all other molecules in mixture constant.
Seven mixture compositions were used with Ny £ 1, Ny, Nao £ 3
and N £+ 5 molecules around the composition of the equilibrium
mixture. Independent NPT simulations were performed for every
mixture composition and pressure to compute the total enthalpy (H)
and the volume (V') of the mixture as a function of Na. First order
polynomials were fitted to the H and V as a function of Ny. The
slopes of these lines were calculated to obtain the partial molar excess
enthalpy (h% = (OH™/ON. AP Ni;éA) and the partial molar volume
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(va = (OV/ONA) 1 p Ni#A) of component A, respectively. Details on
the simulations in the NPT ensemble are provided in chapter 3.

(c) EoS modeling: The PC-SAFT and Peng-Robinson EoS were used
to the compute partial molar excess enthalpies and partial molar
volumes of the [NH3, No, Hy] mixture at the same temperature and
pressure range. The same mixture compositions were used for these
calculations. For PC-SAFT EoS modeling, ammonia is treated as
an associating molecule with 4 association sites [333]. The Binary
Interaction Parameters (BIPs) are set to zero both for the PR-EoS
and PC-SAFT EoS. For additional details, the reader is referred to
the Supporting Information of Ref. [20].

5.5 Results

To illustrate the trial moves for the fractional molecule, in Fig. 5.3a the
acceptance probabilities for reinsertions and identity changes are shown as
a function of A, for the LJ system at (p*) = 0.052, (p*) = 0.433, and (p*) =
0.880. Reinsertion trial moves of fractional molecules are always accepted
when A approaches zero. This is the case for all densities/pressures, which is
due to the very limited interactions of the fractional molecule at low values of
A. For the system at the highest reduced density ((p*) = 0.880), reinsertion
attempts are mostly rejected for A > 0.3. This is due to overlaps between
the reinserted fractional molecule and whole molecules. The acceptance
probabilities of attempted identity changes as a function of A are shown in
Fig. 5.3b. In sharp contrast to reinsertions, molecule exchanges are mostly
accepted when the value of A is close to one. This is expected as a fractional
molecule with nearly fully scaled interactions behaves almost as a whole
molecule. Therefore, the energy difference associated with this trial move
is small at values of A close to one. For the system with the highest density,
identity changes are mostly rejected when A < 0.3. A whole molecule
within an equilibrated system already has favorable interactions with the
surrounding molecules. For small values of A, exchanging a whole molecule
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Figure 5.3: (a) Acceptance probabilities for reinserting and (b) identity changes of the
fractional molecule of a binary LJ color mixture (50%-50%) consisting of 200 molecules at
T* = 2 and different reduced pressures. In both subfigures: P* = 0.1 and (p*) pcpypr = 0-052
(dashed blue line), P* =1 and (p*)qponpr = 0.433 (dash-dotted red line), P* = 9 and
(P") cranpr = 0.880 (solid orange line).



5.5 RESULTS 127

with the fractional molecule results in formation of a cavity which has an
unfavorable energy. As a result, the energy difference associated with this
trial move is high at low values of A. It can be concluded that defining a
switch will ensure a high acceptance probability for the hybrid trial move.
It is found that the same value can be used for the switching point (As =
0.3) in the simulations of the [NHgz, Ng, Hs] system. We feel that this is a
coincidence.

To validate our final expressions for the partial molar excess enthalpy
and partial molar volume (Eqgs. 5.5 and 5.6), the values of the partial
molar properties obtained using simulations in the CFCNPT ensemble and
simulations in the NPT ensemble (as proposed by Frenkel, Ciccotti, and
co-workers [150, 153]) are compared in Fig. 5.4. The excellent agreement
between the results shows that Eqgs. 5.5 and 5.6 are implemented correctly.
For values of A close to one and zero, the quantities in Eqs. 8 and 9 are well
behaved. For a typical example, the reader is referred to Figs. A1 and A2
in appendix A.1. The error introduced by extrapolating is smaller than the
error bars from the independent simulations. Computed excess chemical
potentials using both methods (Egs. 2.1 and 2.9) are in excellent agreement
as well. The raw data of Fig. 5.4 and the excess chemical potentials are
listed in the Supporting Information of Ref. [20]. The partial molar excess
enthalpies of the LJ system at a reduced temperature of T* = 2 and reduced
pressures between P* = 0.1 and P* = 9 are computed using both methods,
and the results are compared in Fig. 5.4a. At low pressures (low densities),
excellent agreement is found, and the error bars are small. In Fig. 5.4a,
it is shown that the values of partial molar excess enthalpies approach
zero at low pressures which indicates (and confirms) the ideal gas behavior.
However, there is a clear distinction between the computed partial molar
excess enthalpies at high pressures (high densities) using these two methods.
The performance of the method proposed by Frenkel, Ciccotti, and co-
workers [150, 153] strongly depends on the sampling efficiency of the WTPI
method, and it is well known that WTPI becomes less efficient at high
densities [59, 319]. Indeed, the values of partial molar excess enthalpies
computed using the WTPI method display scatter as the pressure increases,
and the error bars are significantly larger compared to those obtained from
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Figure 5.4: (a) Computed partial molar excess enthalpies (Egs. 5.3 and 5.5) and (b) partial
molar volumes (Egs. 5.4 and 5.6) of a LJ molecule in a binary color mixture consisting of
200 molecules (50%-50%) at T = 2, reduced pressures between P* = (0.1 and P* = 9,
and reduced densities ranging from (p*)poyer = 0.052 to (p*)peypr = 0.880. For an
ideal gas, a horizontal line is expected in Fig. 5.4b. In both subfigures: computed properties
in the CFCNPT ensemble (blue triangles), computed properties using the WTPI method
in the conventional NPT ensemble (orange squares) as proposed by Frenkel, Ciccotti, and
co-workers [150, 153]. Some error bars are smaller than the symbol size. Raw data are listed
in Supporting Information of Ref. [20].
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CFCNPT simulations. CFCNPT simulations provide better statistics for
computing the partial molar excess enthalpies as the density of the system
increases, and the magnitude of the error bars remains almost the same for
the whole pressure range. Average partial molar volumes computed using
both methods are shown in Fig. 5.4b. Similarly, this comparison shows
that computation of the partial molar volumes using the WTPI method
at high pressures results in poor statistics. Average partial molar volumes
computed using CFCNPT simulations have considerably smaller error bars
at high pressures.

It is instructive to compare the efficiency of the CFCNPT method with
the ND method. This was tested for the LJ systems. To compute the partial
molar properties using the ND method, two simulations are performed in the
NPT ensemble (with N —1 and N + 1 molecules respectively). The partial
molar properties in the CFCNPT ensemble are obtained by computing the
quantities in Eqgs. 5.5 and 5.6 at A = 0 and A = 1 in a single simulation.
Essentially, in both methods the derivatives of Eq. 5.1 are computed using
two data points. This means that to obtain the same accuracy in the
computed partial molar properties, a single simulation performed in the
CFCNPT ensemble inevitably needs to be longer than each of the NPT
simulations. We have verified numerically that the error bars are very similar
for both methods for a given amount of CPU time (data not provided here).
The advantage of the CFCMC approach is that one can compute the excess
chemical potential from the same simulation (Eq. 2.9).

In Fig. 5.5, the partial molar excess enthalpies and the partial molar
volumes of NHj3 are plotted as a function of pressure. The raw data with
error bars are listed in in the Supporting Information of Ref. [20]. The results
are presented from the four methods discussed in Section 5.4, namely the
PR-EoS modeling, the PC-SAFT EoS modeling, the ND method, and the
CFCNPT simulations. Fig. 7.1a shows that the results of the CFCNPT
ensemble simulations are in excellent agreement with those obtained from
the ND method. This is used as an independent check to validate our
method for systems other than a LJ system. The values of partial molar
excess enthalpies of NHg are negative, and they decrease with increasing
pressure. Excellent agreement is also found between the results from MC
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Figure 5.5: (a) Computed partial molar excess enthalpies of NH3 and (b) computed partial
molar volumes of NHs in a [NHs, N2, Ha] equilibrium mixture at 573 K and pressure range of
P =10 MPa to P = 80 MPa. The compositions of the mixtures are obtained from equilibrium
simulations of the Haber-Bosch reaction using Rx/CFC [142], and are listed in the Supporting
Information of Ref. [20]. In both subfigures: computed properties using the PR-EoS (solid
black line), computed properties using the PC-SAFT (dashed red line), computed properties
using the ND method (orange squares), computed properties in the CFCNPT ensemble (blue
triangles) using Eqgs. 5.5 and 5.6. Zero BIPs were used for the EoS modeling. Raw data are
listed in the Supporting Information of Ref. [20].
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simulations and EoS modeling for pressures up to 50 MPa. At pressures
higher than 50 MPa, the results obtained from PR-EoS and PC-SAFT EoS
deviate slightly from each other (0.88 kJ-mol™! at P = 80 MPa). For
pressures between 50 MPa and 80 MPa, computed partial molar excess
enthalpies of NH3 obtained from MC simulations agree better with those
obtained from the PR-EoS. Computed partial molar volumes of NHs using
all methods are shown in Fig. 7.1b. The results from MC simulations and
FEoS modeling are in excellent agreement for the whole pressure range.

In Fig. 5.6a, computed partial molar excess enthalpies of Ny are shown
as a function of pressure. In sharp contrast to NHg, the values of the partial
molar excess enthalpies of N9 are positive and increase with increasing
pressure. In addition, the difference between the PC-SAFT EoS and the PR-
EoS is more obvious, specifically for pressures higher than 50MPa. As the
pressure increases, better agreement is found between the results obtained
from the PC-SAFT EoS and CFCNPT simulations. In Fig. 5.6b, the
computed partial molar volumes of No are plotted as a function of pressure.
Overall, very good agreement between all methods is observed. Raw data
are listed in the Supporting Information of Ref. [20]. Computed partial
molar excess enthalpies of Hy increase also with increasing pressure, as
shown in Fig. 5.7a. The results obtained from the PR-EoS deviate the most
from the other methods. This difference contributes directly to a significant
deviation in the calculated reaction enthalpy (Fig. 5.8) using the PR-EoS,
specifically at high pressures. The partial molar excess enthalpies obtained
from MC simulations and PC-SAFT EoS are in excellent agreement for
pressures up to 70 MPa. Partial molar volumes of Hs computed using
different methods are in excellent agreement as shown in Fig. 5.7b.

Excess chemical potentials of NHs, No and N9 are computed using EoS
modeling, CFCNPT simulations, and the results are compared to those
obtained from Rx/CFC simulations [142] in the Supporting Information of
Ref. [20]. Computed excess chemical potentials using the different methods
are within 1 kJ.mol!.

Our results from the PR-EoS were obtained using zero BIPs, and slight
improvement is expected when using non-zero BIPs [342]. The non-zero
BIPs for the PR-EoS were taken from the Aspen Plus software (version
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Figure 5.6: (a) Computed partial molar excess enthalpies of N2 and (b) computed partial
molar volumes of N3 in a [NHs, N2, Hs] equilibrium mixture at 573 K and pressure range of
P =10 MPa to P = 80 MPa. The compositions of the mixtures are obtained from equilibrium
simulations of the Haber-Bosch reaction using Rx/CFC [142], and are listed in the Supporting
Information of Ref. [20]. In both subfigures: computed properties using the PR-EoS (solid
black line), computed properties using the PC-SAFT (dashed red line), computed properties
using the ND method (orange squares), computed properties in the CFCNPT ensemble (blue
triangles) using Egs. 5.5 and 5.6. Zero BIPs were used for the EoS modeling. Raw data are
listed in the Supporting Information of Ref. [20].
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8.8) [343]. The partial molar excess enthalpies of NH3, No and Na were
computed using PR-EoS modeling with non-zero BIPs, and the results are
presented in the Supporting Information of Ref. [20]. It is shown that the
difference between the partial molar excess enthalpies obtained from the PR-
EoS and MC simulations/PC-SAFT become smaller at low and medium
pressures, but only for No and Hy. At high pressures large differences
between the results obtained from the PR-EoS (using non-zero BIPs) and
the other methods remain an issue. No changes were observed for the
computed partial molar volumes of all components, using non-zero BIPs.
Using BIPs enhances the performance of the FEoS mainly in VLE calculations
and not elsewhere [342, 344].

The reaction enthalpies of the Haber-Bosch process are computed at
temperature of 573 K and a pressure range of P = 10 MPa to P = 80
MPa using Eqgs. 5.7 and 5.8. The formation enthalpies and the ideal gas
contributions are obtained from the data provided in Tables A7 and A9.
The partial molar enthalpies in Eq. 5.7 are computed using the four methods
discussed in Section 5.2. The computed reaction enthalpies are shown in
Fig. 5.8. The reaction enthalpy of the ammonia synthesis reaction at 573 K
and standard reference pressure of P.of = 1 bar is 102.07 kJ per mole of No.
This is indicated in Fig. 5.8 as a reference. Excellent agreement is observed
between the reaction enthalpies computed using MC simulations and the
PC-SAFT EoS for pressures up to 80 MPa. The reaction enthalpy computed
using the PR-EoS deviates from the other methods as pressure increases
(up to 8% at 80 MPa). This is associated with the well-known limitations of
cubic EoS. At high pressures, volumetric estimates, fugacity coefficients and
other related derivative thermodynamic properties calculated using the PR-
EoS are known to be inaccurate [9-12]. Although it is one the most widely
used cubic EoS in industry [345], certain drawbacks are associated with using
cubic EoS. A cubic EoS cannot accurately estimate the properties of a fluid
for a full temperature and pressure range. Moreover, the density dependency
of the co-volume term is not known, and many different modifications of
the attractive term have been proposed in literature [12, 346]. In contrast
to cubic EoS, the PC-SAFT EoS is more physically based and takes into
account association interactions [327]. Therefore, for associating mixtures
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Figure 5.7: (a) Computed partial molar excess enthalpies of Hy and (b) computed partial
molar volumes of Hs in a [NHs, N2, Hs] equilibrium mixture at 573 K and pressure range of
P =10 MPa to P = 80 MPa. The compositions of the mixtures are obtained from equilibrium
simulations of the Haber-Bosch reaction using Rx/CFC [142], and are listed in the Supporting
Information of Ref. [20]. In both subfigures: computed properties using the PR-EoS (solid
black line), computed properties using the PC-SAFT (dashed red line), computed properties
using the ND method (orange squares), computed properties in the CFCNPT ensemble (blue
triangles) using Egs. 5.5 and 5.6. Zero BIPs were used for the EoS modeling. Raw data are
listed in the Supporting Information of Ref. [20].



5.5 RESULTS 135

-90 T T T T T T T
A(573K, Bu)
e

01 10 20 30 40 50 60 70 80
P/[MPa]

Figure 5.8: Computed reaction enthalpy of the Haber-Bosch process per mole of N2 at 573 K
and pressure range of P = 10 MPa to P = 80 MPa. The arrow on the left indicates the value
of the reaction enthalpy at standard reference pressure (Pt = 1 bar). The compositions of
the mixtures are obtained from equilibrium simulations of the Haber-Bosch reaction using
Rx/CFC [142], and are listed in the Supporting Information of Ref. [20]. Different methods
used to compute enthalpy of reaction: PR-EoS (solid black line). PC-SAFT (dashed red line),
ND method (orange squares), CFCNPT ensemble (blue triangles). Zero BIPs were used for
the EoS modeling. Raw data are listed in the Supporting Information of Ref. [20].

(including the mixture studied in this work), the results from PR-EoS
modeling are expected to be less accurate compared to those obtained from
the PC-SAFT EoS modeling and molecular simulations, especially at high
pressures [347].

In Fig. 5.8, it is shown that the contributions of the partial molar excess
enthalpies to the reaction enthalpy of the Haber-Bosch process become
significant at high pressures. Not including the contribution of the partial
molar excess enthalpies results in differences of 24% to 64% relative to the
reaction enthalpy at the reference pressure, in the pressure range of 30 MPa
to 80 MPa. From Fig. 5.2, one can observe that at chemical equilibrium,
the mole fraction of NHj3 increases when the pressure increases. As NHj
molecules show association behavior [7], this results in favorable NH3-NHj
interactions. This is reflected by the negative partial molar excess enthalpy
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Table 5.1: Computed partial molar excess enthalpies, partial molar volumes and excess
chemical potentials of NH3z, Ny and Hs in the [NH3, N, Hy] equilibrium mixture at 7' = 573
K and pressure P = 50 MPa, obtained from CFCNPT ensemble simulations. The first three
columns show the results from simulations where only one fractional molecule per component
is used in each simulation. The last three columns show the results from simulations where
only a single simulation is performed with three fractional molecules present at the same
time (one of each component). The composition of the mixture is obtained from equilibrium
simulations of the Haber-Bosch reaction using Rx/CFC [142] and is listed in the Supporting
Information of Ref. [20]. Partial molar enthalpies, partial molar volumes and excess chemical
potentials are reported in units of [kJ.mol™'], [m®kmol™'] and [kJ.mol™'], respectively.
Numbers in brackets are uncertainties in the last digit, i.e., 3.4(2) means 3.4 £ 0.2.

CFCMC (1 fractional molec.) | CFCMC (3 fractional molec.)
Component hex v e hex 0] e
NH; 73(4) 0.075(5) -2.39(2) | -6.9(9) 0.079(9) -2.37(2)
N, 6.5(6) 0.150(4) 2.139(9) | 7.3(9) 0.156(9)  2.13(3)
H, 8.7(5) 0.146(4)  2.36(1) | 8.7(7) 0.147(6)  2.36(3)

of NHjs at high pressures, see Fig. 5.5. In sharp contrast to NHs, the No-No
and He-H, interactions become less favorable at high pressures as indicated
by a positive partial molar excess enthalpy, see Figs. 5.6 and 5.7. The net
result of the pressure behavior of the partial molar excess enthalpies is that
the reaction enthalpy becomes more exothermic at high pressures.

Instead of running three different simulations for the [NHs, No, Ha| equi-
librium mixture, (each with a single fractional molecule of a different type),
it is possible to run a single simulation with three fractional molecules at the
same time (one of each component). For sufficiently large systems, the frac-
tional molecules do not influence each other, and the structure of the fluid
is not disturbed by the presence of the fractional molecules [233]. Therefore,
one may compute the partial molar properties of all components in a single
CFCNPT simulation using the same method explained in Section 5.2. The
drawback is that more production cycles are needed to obtain results with
the same accuracy. More cycles are needed because the number of trial
moves related to the coupling parameter are now distributed between three
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fractional molecules, instead of one. In Table 5.1, a comparison is made
between this procedure and three separate simulations for the equilibrium
mixture at P = 50 MPa. Good agreement is found between both methods.

5.6 Reaction Enthalpy from Linear Regression

Recently, Josephson, Siepmann, and co-workers showed that partial
molar properties can also be obtained from fluctuations in the number of
particles of each component in the system, using multiple linear regres-
sion [152]. The method can be extended to the reaction equilibria in a
closed system [152]. Based on the work of Josephson, Siepmann, and co-
workers, we show that it is possible to compute the reaction enthalpy of the
ammonia synthesis reaction in the CFCMC version of the reaction ensemble,
using linear regression. Based on the fluctuations in the system, the relation
between the total enthalpy of the system (H) and the number of nitrogen
molecules (Ny,) can be written as

H =aNn, +b+e¢ (5.9)

in which € is statistical noise due to the fluctuations in the composition
and energy, a and b are the slope and intercept of the fitted regression line.
From linear regression we know that the slope is obtained from [265, 348,
349]
_ {HNy,) — (H) (N} 5,10
<N1%2> - <NN2>2

in which the brackets (- - - ) denote ensemble average in the reaction ensemble.
In this section, we verify that a is the reaction enthalpy per mole of nitrogen
(a = Ahgim). The subscript “sim” means computed reaction enthalpy from
the the simulation. It should be noted that Eq. 5.10 can also be written
for ammonia or hydrogen. Since the fluctuations of reactants or reaction
products depend on the extent of the reaction, this will result in identical
reaction enthalpies. To verify Eq. 5.10, simulations of the ammonia synthesis
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reaction at P = 400 bar and P = 800 bar are performed in the reaction
ensemble in a similar manner as explained in Ref. [142]. The reaction
enthalpies Ahgm obtained using Eq. 5.10 are compared to the reaction
enthalpies obtained from simulations in the CFCNPT ensemble. For this
comparison, we did not need to include contributions from the formation
enthalpies of components (B;), or the enthalpy differences relative to the
reference temperature (Tyor = 298.15K) at Pt = 0.1MPa in Ahgy,. For
details, see Egs. 5.7 and 5.8. Excellent agreement is observed between the
results from the CFCNPT ensemble simulations and direct computation of
the reaction enthalpy using linear regression. It is important to note that
the enthalpy Eq. 5.10 is the total enthalpy, and it includes contributions
from fractional molecules [349].

It is observed that for single component systems, linear regression us-
ing Eq. 5.9 is equivalent to calculating thermodynamic derivatives such
as reaction enthalpy or heat of adsorption [350]. For a single-component
adsorption in the grand-canonical ensemble, one can fit a linear regression
model to simulation data to obtain thermodynamic derivatives [350, 351].
In case of single-component adsorption, it follows from statistical mechanics
that

(ON/0(B))yr = (N?) — (N)? (5.11)

and

©OU/9(B))yr = (Un) = {U) (n) (5.12)

in which N is the number of molecules, p is the chemical potential, V'
is the volume, U is the potential energy of the adsorbed phase and § =
(kgT)~t [15, 265, 349-351]. The brackets < --- > denote ensemble averages.
The partial derivative of the total energy of the adsorbed phase with respect
to the number of molecules is calculated by combining Eqgs. 5.11 and 5.12 [15]:

ou ([ @U/OBu))vr\  (UN)—(U)(N)
(6N>VT a <(8N/a(ﬁﬂ))V,T> N (N2) — (N)? (5.13)
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Table 5.2: Reaction enthalpy of the ammonia synthesis reaction at 7' = 573 K and P = 400
bar and P = 800 bar, computed from simulations in the CFCNPT ensemble [20] and the
RxMC simulation using Eq. 5.10. In this table, the reaction enthalpy Ahsm is written in
terms of ideal, AR, and excess, Ah®*, contributions. The excess contribution of the reaction
enthalpy in the CFCNPT ensemble is obtained using > Viﬁfx in which v; is the stoichiometric
coefficient of component i. The excess contribution of the reaction enthalpy in the RxMC is
obtained using Ahsim — AR, Ahsim is obtained directly from Eq. 5.10, and Ak = ST v;hld,
where Rl = 1/B. This is due to the fact that the thermal wavelength A in our simulation is
set to unity, see Eq. A13. Enthalpies are in units of [kJ.mol™'].

RxMC | CFCNPT [20]
P/[bar] | Ahid | AR AR
400 | 9.53 | 36.1(6) 236(2)
800 9.53 | 64(1) -65(2)

In this case, fitting the simulation data (i.e. the instantaneous value of U as
a function of N) to the simple linear regression model (U = by + b1 N +¢, in
which by and by are constants and e represents noise) leads to the identical
expression for the slope (b;) as in Eq. 5.13 [352]. In the next chapter,
we rigorously prove the equivalence of thermodynamic fluctuations and
multiple linear regression for computing thermodynamic derivatives in open
ensembles.

5.7 Conclusions

An alternative method is presented to compute partial molar excess
enthalpies and partial molar volumes in the NPT ensemble combined with
Continuous Fractional Component Monte Carlo (CFCNPT). To compute
partial molar properties of component A in a mixture, the NPT ensemble
of the mixture is expanded with a fractional molecule of type A. Com-
putation of partial molar properties in the CFCNPT ensemble does not
have the drawbacks of Widom-like test particle methods, since particle in-
sertions/removals take place in a gradual manner. Three additional trial
moves associated with the fractional molecule are used: (1) changing the
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coupling parameter of the fractional molecule (\), (2) reinsertion of the
fractional molecule at a randomly selected position, (3) changing the iden-
tity of the fractional molecule with a randomly selected molecule of the
same type. The latter two trial moves can be efficiently combined into
a hybrid trial move which significantly enhances the sampling of partial
molar properties. As a proof of principle, this method is compared to the
original method of Frenkel, Ciccotti, and co-workers [150, 153] for a binary
LJ color mixture at constant composition and different conditions. Partial
molar properties obtained using both methods are in excellent agreement.
Our method is also applied to an industrially relevant system: mixtures of
NH3, Ny and Hy at chemical equilibrium. We also compared our method to
the Numerical Differentiation (ND) method. This provides an independent
check for the results obtained from CFCNPT simulations. Excellent agree-
ment is found between the results obtained from the ND method and the
CFCNPT ensemble simulations. It would be interesting to investigate how
the method works for associating large molecules with complex internal de-
grees of freedom and strong intramolecular interactions. For such systems,
conformations with A = 0 and A = 1 will be very different. The PR-EoS
and PC-SAFT EoS are also used to compute the partial molar properties of
NHjs, No and Hs at the same mixture compositions and conditions. Excel-
lent agreement was found between the results obtained from the molecular
simulations and the PC-SAFT EoS modeling. The results obtained from
the PR-EoS deviate from the other methods at high pressures. It is shown
that the contribution of the partial molar enthalpies in calculating the re-
action enthalpy of the Haber-Bosch process is significant at high pressures
(up to 64% at a pressure of 80 MPa, relative to the reaction enthalpy at a
pressure of 1 bar). It is observed that at high pressures, the contribution of
the partial molar excess enthalpies is not negligible for this process, leading
to a more exothermic process at high pressures. It is expected that partial
molar properties at high pressures are more accurate using a physically
based EoS such as PC-SAFT or advanced MC techniques compared to a
cubic EoS. However, cubic EoS are widely used to study other industrially
important applications due to their simplicity. For example the methanol
synthesis reaction which is carried out at elevated pressures up to 10 MPa
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[325, 326, 353]. To better understand these processes, it is important to
use methods which can accurately model the nonideal behavior of the sys-
tem. In addition, we have verified in this theis that the reaction enthalpy
can be obtained directly from simulations in the RxMC ensemble using
linear regression. Excellent agreement is observed between the results from
the CFCNPT ensemble simulations and direct computation of the reaction

enthalpy using linear regression.
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6.1 Introduction

Based on the work of Josephson, Siepmann, and co-workers [152], it
was shown in chapter 5 that multiple linear regression can be used to ob-
tain partial molar properties in open constant-pressure ensembles. For a
single-component adsorption in the grand-canonical ensemble, it is known
that fitting a linear regression model to simulation data leads to identical
expression for (OU/ON )y, 7 as in thermodynamic fluctuations [350, 351]. In
this chapter, we rigorously prove that obtaining thermodynamic derivatives
in open ensembles using multiple linear regression and thermodynamic fluc-
tuations lead to identical expressions. However, multiple linear regression
provides conceptually and computationally a simple way of computing ther-
modynamic derivatives in multicomponent systems. In the grand-canonical
ensemble, multiple linear regression can be used to obtain the heat of ad-
sorption even around sharp inflection points where the fluctuation approach
is known to fail. It was shown in chapter 5 that for single component ad-
sorption in the grand-canonical ensemble, (OU/ON )y, can obtained from
thermodynamic fluctuations using Eqs. 5.11 and 5.12 or linear regression
using Eq. 5.13. It is important to note that (OU/ON)yr # U/N [354].
This is due to changes in adsorption behavior as a function of N, as al-
ready adsorbed molecules change the adsorption energy of newly adsorbed
molecules. For example, this is the case when there is an inflection in
the adsorption isotherm [355-357]. At the inflection point, the adsorbed
molecules start to fill a new adsorption site which leads to a change in
(OU/ON )y p. Therefore, when fitting a simple linear regression model to
simulation data in the grand-canonical ensemble, the intercept should al-
ways be included in the regression model [354]. This is shown schematically
in Fig. 6.1(a) for the adsorption of 2-methylpentane in MFI-type zeolite
with two different adsorption sites [358]. For binary and multicomponent
systems, analytic expressions for (OU/ON;)y N, from fluctuations are
complicated [350]. Therefore, for multicomponent systems, comparing the
expressions for partial derivatives obtained from fluctuations and multiple
linear regression becomes tedious. Here, we show that for a multicompo-
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nent system, identical thermodynamic derivatives are obtained from (1)
fitting simulation data to a multiple linear regression model [152, 348],
and (2) fluctuations [350]. It is important to note that thermodynamic
derivatives obtained from regression may not necessarily be equal to those
obtained from fluctuations [349, 350]. For example, for single component
adsorption in the grand-canonical ensemble, a polynomial regression of the
second order (U = by + b1 N + by N? + ¢) leads to a different expression for

(OU/ON:)y . Ny than in Eq. 5.13. Derivatives of a fitted function are not

necessarily the same as derivatives of the function itself (e.g. fitting y = 22

with linear regression leads to different derivatives). For the general case
of k independent variables x1, xo, - - - , xk, the dependent variable y can be
fitted with the following multiple linear regression model:

Yi = bo + b1xi1 + baxjo + - - -+ brwip + € (6.1)

in which 7 indicates an observation from the sample [348]. Solving Eq. 6.1
using the least squares method leads to the following set of equations [348]

Ny Ng Ny N
boNs +blz$1i + bzz.fcgi +"'+bkz$ki :Z%‘
=1 e i=1 i=1
Ng N Ny N, N,
bo Z 1i+b1 Z zf; + b Z T1;29; + - 4 by, Z LT = Z T1Yi
i=1 i=1 i=1 i=1 =1

Ns Ns Ns Ns NS (6_2)
bo Z T2i+b1 Z T2ix1i+ b2 Z x5 e+ by Z T2k = Z T2iYi
i=1 i=1 i=1 i=1 i=1

Ns Ns N Ns Ns
b +b 214D Toi 4 4+ b 2 = s
0 TiT01 Tl T1i 102 Til2q k Ly LTkiYi
=1 =1 =1 =1 =1

in which Ny is the sample size. The least squares estimates of the param-
eters by, by, -+ , b, are obtained by solving Eq. 6.2 using any appropriate



146 MUuLTIPLE LINEAR REGRESSION

method [348]. It can be shown that the intercept by is obtained from [348]

bo = (y) — b1 (z1) — bz (x2) - -+ — by (wp) (6.3)

in which < --- > denotes the sample mean. The numerical results by
Josephson et al. [152] strongly suggest that for multicomponent systems,
fluctuations and multiple linear regression lead to identical values for ther-
modynamic derivatives. Here, we show rigorously that this is indeed the
case for multicomponent systems. Therefore, multiple linear regression pro-
vides a conceptually simple way of computing thermodynamic derivatives
in multicomponent systems.

6.2 Fluctuations in the Grand-Canonical
Ensemble

For multicomponent adsorption in the grand-canonical ensemble, the
derivative (OU/ON;)y N, i is obtained from [350]

(5%)n 2 (), (%50 @4
ON; ViT,Njzi =1 I(Bpk) VT opj e, ON; V,T,Njz;

7

where k is the number of components. The second term on the right hand
side of Eq. 6.4 is the change in chemical potential of component i while the
numbers of molecules of all other components are fixed. Using a matrix
notation, Eq. 6.4 can be written as

_(%)Nm- -@)ﬁ_ﬁf))m (@)ﬁ_@)mﬂ (ag%‘p)w' '(a(ggl))##l_
(8, _ |82, (), 0 || GBR),.

(awk)) ( ou )
ONy Njzid OB Btk ]

N
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(6.5)

in which we have defined matrix M. The constant temperature and vol-
ume notation is dropped to make equations more compact. In the grand-
canonical ensemble, the derivatives (OU /O(Bui)) .., in Eq. 6.5 can expressed
as the covariance between U and N; [349-351]:

Hj#i

ou >

YT TR = f(U,N;) (6.6)

<3(ﬂuz) Wjti
where f (U, N;) equals (UN;) — (U) (N;). The terms f (U, N;) can be calcu-
lated directly from simulations in the grand-canonical ensemble. However,
the derivatives (9(8pi)/ONi)N,, in the matrix M (Eq. 6.5) cannot be di-
rectly calculated as ensemble averages, as the chemical potential imposed
instead of adsorbed molecules. The inverse of the matrix M is obtained
directly from the reciprocals of the derivatives in M [359]. In Refs. [350,

359] it is shown that

<0<ﬁgl>) (awm) <3§B;51)) (ram ) (tazvl ) <'6N1 )
N1 Ny ON2 N ON}, Nji A(Bu1) i1 A(Buz2) 1542 A(Bur) Ltk
<8(/3u2) (B<ﬁuz) : 0Ny ( AN, :

Ny, U )y, B )y, \0Bw ), -1
(Bwk)) (M) (,aNk ) <ﬂ)

ONy Njaa ONy Njr 9(Bu1) o 9(Bpek) .

M71
(6.7)

where I is the identity matrix. The advantage of this formulation is that
the elements of the matrix M~! can be calculated directly as a function
of ensemble averages in this ensemble [350, 359]: where I is the identity
matrix. The advantage of this formulation is that the elements of the matrix
M~ can be calculated directly as a function of ensemble averages in this
ensemble [350, 359]:

ON, o
(5 M)% — (N, ) (6.5)
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where f (N;, N;) denotes the covariance (N;N;) — (N;) (N;). By multiplying
both sides of Eq. 6.5 with the inverse matrix M~! we have

[ aN, AN, ONy 1T1/(o 1T 1( 8 7
(3(&!1))“#1 (5(5#2))}“?£2 T (5(5ﬂk)>u#k (ﬁ)N#l (8([3%1))“#1
(8N2) (aNg) : (a_U ' (aU

OBk )y \OBHY ), : N2 )N,y | — [ \OBR2) /.,
N, ’ N, a_U. o
_(8(/311«1))%#1 o o (8(ﬂﬂk)>pﬂ.¢k_ _(aNk)n]'#k_ _(a(ﬁ’uk))ujqék_
(6.9)
Rewriting Eq. 6.9 in a compact form using Eqgs. 6.6 and 6.8 leads to
f (N1, N1) o f(N2,N1) oo f(Ng, N1) | [ da [ (U, N1)
f (N1, N2)  f(N2,Na) -+ f(Ng, No)| |d2 f (U, Na)
. ) Tl = _ (6.10)
f (N1, Ni)  f(Noy Ng) -+ f(Ni, Ni)| |d f (U, N)

To make equations more compact, the terms d;c(1 x) are used to denote the
derivatives (QU /ON;) N,i- We can show that Eq. 6.10 is identical to the set
of equations for multiple linear regression (Eq. 6.2) [348]. Writing out the
I*" row of Eq. 6.10 leads to

dif (N1, Ni) +daf (N2, Np) -+ - + di.f (Ng, Ni) = f (U, INy) (6.11)
Combining Eqgs. 6.6, 6.8 and 6.11 leads to

(U) (N1) = [dr (N1) (V1) + da (N2) (Np) -+ di (Ni) (1) -+ - + dye (Nge) (V)] +

(6.12)
[di (N1Np) + da (N2 Ny -+ + dy (N V) - - - 4 di (NkNp)] = (U Ny,)

Rearranging this equation leads to

(N1) [{U) = (d1 (N1) +da (Na) - - - + di (Ng))] +d1 (N1 Ny) + da (N2Vy)
do (6.13)
co A dp (NEN) - - - + dy (NpNp) = (UNg,)
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In Eq. 6.13, we have defined the term dy. For a sample size of Ng, this leads
to the following independent linear equation

Ng Ng N Ns
Nsdo—l-dlZNli—l-dQZNQi"'+deN]ﬂ':ZUZ' (6.14)
i=1 i=1 i=1 i=1

Multiplying Eq. 6.13 with the sample size Ny and rearranging leads to

N N N N, Ne N
doY Ni+dy Y NyNy+dy» NyNoj---+diy Ni--+diy NN =Y UNy
=1 i=1

i=1 i=1 i=1 i=1

(6.15)
Egs. 6.14 and 6.15 are identical to the equations for least-square multiple lin-
ear regression as in Eq. 6.2. Therefore, it is shown that identical expressions
are obtained for (1) thermodynamic derivatives using least square multiple
linear regression, and (2) fluctuations. For two-component mixtures, it is
still possible to solve Eq. 6.4 without resorting to matrix algebra. As a
service to the reader, the solution of Eq. 6.4 for a two component system is
provided here. Using multiple linear regression (U = by + by N1 + baNa + €),
the partial derivatives in the grand-canonical ensemble can be written as

(5_U> _
ONy V,T,N>

(UN2) = (U) (V) ({VF) = (N2)?) = (U Ng) = (U) (Na)) ({Nu Vo) = (V) (V)
(V2) = 3)2) ((V3) = (N2)?) = (N1 ) — () (Na))?

(6.16)
and

(5_U> _
ON2 )y N,

(UNa) — (U) (Na)) ((NZ) = (N1)?) = (UN) — (U) (V) (NN — (V) (Vo))
((N2) = (V2)?) ((N3) = (N2)?) = ((N2Np) — (V) (No))?
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(6.17)
Similar to Eq. 6.3, the intercept is obtained from
bo = (U) — b1 (N1) — bz (N2) (6.18)

Although we have shown that the expressions for the partial derivatives
obtained from thermodynamic fluctuations and multiple linear regression
are identical, the performance of the methods may vary, especially around
inflection points. A typical example is provided in Fig. 6.1(a). In this
figure, each block corresponds to a different adsorption site [354]. As can
be observed in Fig. 6.1(a), the adsorption energy U changes almost linearly
with IV in each block. However, computation of fluctuations may become
problematic around the inflection points, where the slope (OU/ON) changes
due to contributions from adsorption at a new adsorption site [354], since
the total energy U is calculated and not the energy for each adsorption
site. It is possible to approach the inflection points from both sides by
fitting the simulation data on every side using linear regression. This is
shown in Fig. 6.1(b). The slope (OU/ON)yr is obtained both from lin-
ear regression of raw simulation data (from independent NVT simulations)
using Eq. 6.2, and thermodynamic fluctuations in the grand-canonical en-
semble using Eqgs. 5.11 and 5.12. It can be clearly seen that the slope
computed using thermodynamic fluctuations show scatter around the in-
flection point. Sample snapshots of distribution of 2-methylpentane in the
zeolite channels are shown in Fig. 6.1(c) and Fig. 6.1(d).
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Figure 6.1: (a) The total energy as a function of loading for grand-canonical simulations of
2-methylpentane in MFI-type zeolite. For each adsorption site (block), a different symbol
is used: circles for loadings smaller than 4 molecules per unit cell (block 1), and squares
for higher loadings (block 2). Each block corresponds to an adsorption site in the unit cell.
Due to the contribution from each adsorption site, the slope (OU/ON)v,r is different in each
block [354]. The inflection point is at N = 4. Details on the simulations and the force
field can be found in Ref. [358]; (b) the slope (QU/ON)v,r corresponding to each block
is computed using linear regression of raw data obtained from independent simulations in
the NVT ensemble (circles and squares), using Eq. 6.2, and thermodynamic fluctuations
in the grand-canonical ensemble (crosses), using Egs. 5.11 and 5.12; (c) snapshot of the
MFI-type zeolite with 2-methylpentane at a loading corresponding to block 1 ; (d) snapshot
of the MFI-type zeolite with 2-methylpentane at a loading corresponding to block 2.
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6.3 Application to Constant Pressure Ensembles

It is not practical to perform simulations in which only the pressure,
temperature and the chemical potential are fixed (uPT ensemble) [14], as
the pressure, temperature, and chemical potential are all intensive variables.
This ensemble can be used although its size will increase or decrease in the
simulation [360]. To have an upper bound on the system size, at least one
extensive variable should be fixed (e.g. in the grand-canonical ensemble, the
volume is fixed). To constrain the system size at constant pressure, there
are several possibilities: (1) Performing simulation in the NPT version of
the Gibbs Ensemble (where the total number of molecules is fixed) [14, 44];
(2) Performing simulations in the NPT version of the reaction ensemble
(total number of atoms is fixed) [142, 177, 321, 328|. The reaction ensemble
can also be considered a grand-canonical ensemble in which the chemical
potentials of reactants and reaction products are imposed in such a way that
chemical equilibrium is obtained [142, 321, 328]. To calculate the partial
derivatives of thermodynamic properties at constant pressure, one can fit
the multiple linear regression model (Eq. 6.2) to the simulation data [152].
Since the partial derivatives in Egs. 6.6 and 6.8 do not change when the
pressure is kept constant instead of the volume, the resulting expressions
from fluctuations (Eq. 6.4) do not change either. At constant pressure, it is
possible to show that the intercept from the linear regression model will be
zero [152]. As an example, one can write the instantaneous total volume as
the sum of the composition-weighted partial molar volumes (kK component
types) [152]

V = N0 + Novg - - - + NipvUg (6.19)

in which v; is the partial molar volume of component i. By fitting the least
squares multiple linear regression model, (V = Ny + Nyjv1 + Nava + - -+ +
Ny + €) in which € is the noise, the expression for the intercept follows
from Eq. 6.3:

Ny = <V> — U1 <N1> — U2 <N2> — s = U <Nk> (6.20)
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From Egs. 6.19 and 6.20 it follows directly that the intercept Ny is zero.
For application of linear regression in the reaction ensemble, the reader is
refereed to Section 5.6, or Ref. [152].

6.4 Conclusions

We have shown that in the grand-canonical ensemble, expressions for
thermodynamic derivatives obtained from least squares multiple linear re-
gression are identical to the expressions obtained from fluctuations. This
provides a conceptually simple and computationally efficient approach to
obtain thermodynamic properties from fluctuations in multicomponent sys-
tems. Identical expressions are only obtained only if higher order terms
are not included in the linear regression model. Multiple linear regression
is thermodynamically consistent with fluctuations both in constant-volume
and constant-pressure ensembles. In the grand-canonical ensemble, mul-
tiple linear regression can be used to obtain the heat of adsorption even
around sharp inflection points where the fluctuation approach is known to
fail. We also show that the reaction enthalpy can be obtained directly from
a single simulation in the reaction ensemble (see chapter 5), by fitting the
enthalpy as a function of the number of reactant molecules with simple
linear regression.






Chapter 7

Multiple Free Energy
Calculations from a Single

CFCMC Simulation Using
Umbrella Sampling

This chapter is based on the following paper: Rahbari, A.; Hens, R.; Moultos,
O.A.; Dubbeldam, D.; Vlugt, T. J. H., Multiple free energy calculations
from single state point Continuous Fractional Component Monte Carlo
simulation using umbrella sampling, Journal of Computational Theory and
Computation, 2020, in press. DOI:10.1021/acs.jctc.9b01097
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7.1 Introduction

In chapter 5, we introduced an alternative method to obtain partial
molar properties in the CFCNPT ensemble without the drawbacks of the
WTPI method. In this chapter, we introduce an alternative method to
perform free energy calculations for mixtures at multiple temperatures and
pressures from a single simulation, by combining umbrella sampling [14,
15, 322] and the CFCMC method. One can perform a simulation of a
mixture at a certain pressure and temperature, and accurately compute
the chemical potential at other pressures and temperatures close to the
simulation conditions. This method has the following advantages: (1)
Accurate estimates of the chemical potential as a function of pressure and
temperature are obtained from a single state simulation without additional
post-processing. This can potentially reduce the number of simulations
of a system for free energy calculations for a specific temperature and/or
pressure range. (2) Partial molar volumes and enthalpies are obtained
directly from the estimated chemical potentials.

Umbrella sampling is a well-known method developed by Torrie et
al. [322] from which the free energy difference between the system of interest
and a reference system can be obtained [14, 17, 322]. By introducing a bias-
ing function W (TN ), the ensemble average (A) in the canonical ensemble
is calculated from an ensemble where the configuration space is sampled
proportional to IT (T’N) X exp [—ﬁU (TN) + W (rN)]:

(e [ W ()]
{exp [=W (r™M)]) g

in which (--- )y denotes an ensemble average in the ensemble II. The bi-
asing function W (rN ) is only a function of the configuration space. The
derivation is provided in Ref. [17]. In this chapter, we show that by com-
bining Eq. 7.1 with CFCMC, the chemical potentials can be accurately
estimated for an appreciable temperature and pressure range from a sin-
gle state simulation in the CFCNPT ensemble. To estimate the chemical
potential at a temperature or pressure different than that of the simula-

(A) (7.1)
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tion, sufficient overlap is required between the configuration space of the
two systems [14, 17]. This depends also on the system size. The relative
density and energy fluctuations become smaller with the increase in sys-
tem size, which may reduce the overlap between the configuration spaces
of two systems. Therefore, we investigated the limitations of combining
umbrella sampling with the CFCMC method when estimating chemical
potentials for various temperature and pressure intervals. The combination
of umbrella sampling with CFCMC method offers the following advantages:
(1) Accurate estimates of the chemical potential as a function of pressure
or temperature are computed from a single simulation. (2) Partial molar
properties are obtained directly from a single simulation. By definition,
partial molar properties can be obtained by numerically evaluating the
expressions h = (9(Bu)/0B)p and © = (Ou/OP)r, using the estimated
chemical potentials at different pressures and temperatures [8, 20]. (3)
Partial molar enthalpies obtained from umbrella sampling can be used as
an independent check for the CFCMC method in Egs. 5.5 and 5.6, both
for programming bugs or an independent check whether the phase space is
sufficiently sampled.

In Section 7.2, the combination of umbrella sampling and free energy
calculations in CFCMC simulations is explained. In Section 7.3, we provide
a detailed overview of the systems considered in our simulations. In Sec-
tion 7.4, our simulation results are presented. In this section, the chemical
potentials for a binary LJ color mixture are estimated at multiple tempera-
tures and pressures by performing single state simulations in the CFCNPT
ensemble. The results from umbrella sampling are in excellent agreement
with the ones obtained from independent simulations. In addition, partial
molar properties are estimated by numerically evaluating h = (9(8u)/98)p
and 0 = (Ou/IP)r, based on results from umbrella sampling. The com-
puted partial molar properties for the LJ mixture are in excellent agreement
with the results from the CFCMC method (Egs. 5.5 and 5.6) and the WTPI
method (Egs. 5.3 and 5.4). As an example of a molecular system, we ap-
plied our method to different mixtures of water and methanol at standard
conditions (7' = 298 K and P = 1 bar) and compared the results with those
obtained from independent CFCNPT simulations. Accurate estimates of
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the chemical potential of water and methanol are obtained using umbrella
sampling for a temperature difference AT = +10 K, for N = 470 molecules.
Excellent agreement is observed between partial molar properties of wa-
ter and methanol obtained from umbrella sampling and those obtained
using Eqgs. 5.5 and 5.6. We also applied our method to a mixture of am-
monia, nitrogen, and hydrogen at 7' = 573 K and P = 800 bar at chemical
equilibrium, and compared the partial molar properties obtained from our
method to those obtained from the CFCMC method. The limitations of
the method are tested for by decreasing overlap in configuration space for
pure methanol. In Section 7.5, our conclusions are presented.

7.2 Theory

Similar to Eq. 7.1, we combine umbrella sampling with the CFCMC
method, to estimate the probability distribution p(A) at (7, P*) while
performing a simulation at (7, P*) in the CFCNPT ensemble. This
distribution is calculated using:

PWls = e (S =N exp[(8* ~§) H]) (7.2)
in which H = U + PV, U is the internal energy of the system and c is
a normalization constant. In the ensemble at 5*, the value of the scaling
parameter equals N. In appendix A.8, one can find the derivation of Eq. 7.2.
To estimate the excess part of the chemical potential in Eq. 2.9 at 3, the val-
ues p(A = 1)|5 and p(A = 0)|4 are obtained using Eq. 7.2. Similar to Eq. 7.2,
it can be shown that the number density can be calculated at 7™ using

= (pn exp [(8* — B) H]) g
PN = exp (B — B) H)) 5

in which py| 5 is the number density at 5. The number of fractional
molecules is not included in computing number densities [142]. If the
number of fractional molecules are much smaller compared to the whole
molecules (less than 1%), Boltzmann averages are not affected [41]. By com-

(7.3)
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bining Eqgs. 2.9, 7.2 and 7.3, the chemical potential at (7', P*) is estimated
while performing a single simulation at (7%, P*). In a similar manner, the
distribution p(\) at (7™, P) can be estimated while performing a simulation
at (T*, P*), keeping the number of molecules constant. This distribution is
obtained by introducing a bias to the ensemble average:

PWlp = (5N = Nexp[BV (P* = P)]) (7.4)
The derivation of Eq. 7.4 can be found in appendix A.8. By computing
the values p (A = 0)|p and p (A = 1)|p based on Eq. 7.4, one can obtain the
excess chemical potential at pressure P while performing a simulation at
pressure P*. For the ideal part of the chemical potential in Eq. 2.9, the
number density is estimated at P using umbrella sampling:

{pn exp [BV (P* — P)]) p
pvlp = e (75)
(exp [BV (P* = P)]) ps

By combining Egs. 2.9, 7.4 and 7.5, the chemical potential at (T*, P) is ob-
tained while performing a single state simulation at (7, P*). The derivation
of Eq. 7.5 is very similar to derivation of Eq. 7.4.

7.3 Simulation Details

To demonstrate the feasibility of our method, MC simulations were car-
ried out to compute the chemical potentials of a LJ color mixture (50%-50%)
in the CFCNPT ensemble, containing N = 200 molecules. All simulations
were carried out at 7" = 2 and pressures between P* = 0.1 and P* = 8 (the
symbol * denotes reduced units). For the LJ system, Eqgs. 7.2 and 7.3 were
used to compute the chemical potential at temperatures between T* = 1.82
and T* = 2.22 and a pressure of P* = 6 from a single simulation at
T* =2, P* = 6. Similarly, Egs. 7.4 and 7.5 were used to compute the chem-
ical potentials at T* = 2 and pressures between P* = 5.95 and P* = 6.05
in the same simulation. To compute the reference values for the chemical
potentials, independent simulations were performed for each temperature
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and pressure. The estimated chemical potentials obtained from umbrella
sampling were used to numerically evaluate the partial molar properties
using the expressions h = (9(u)/08)p and © = (Ou/OP)7. As a reference,
the partial molar properties were also computed using the WTPI method
using Eqgs. 5.3 and 5.4, and the CFCMC method using Egs. 5.5 and 5.6.
Simulation details for the LJ system are provided in chapter 5.

To test this method for a more complex system, aqueous methanol
mixtures with mole fractions of methanol between ayneom = 0.2 and
Mo = 0.8 were simulated in the CFCNPT ensemble. For water,
the TIP4P /2005 [255] and for methanol the TraPPE [207] force fields
were used. In all simulations of water-methanol mixtures, a fractional
molecule of methanol and a fractional molecule of water were present. In
chapter 3, we showed that the correlation between scaling parameters
of different fractional molecules is weak and independent of the weight
function. It is therefore computationally advantageous to separate the
multidimensional weight function into a series of one dimensional weight
functions: W (A1, A2) & W (A1) + W (A2). This is due to the fact that
filling one-dimensional histograms is more efficient than filling two separate
multidimensional histograms [41]. Chemical potentials of water and
methanol between T' = 288 K and T" = 308 K were estimated by performing
umbrella sampling from a single simulation of water-methanol mixture
at T'= 298 K and P = 1 bar. As a reference, the chemical potentials
of water and methanol were computed independently at every pressure
and temperature. Subsequently, partial molar properties of water and
methanol were obtained from the estimated chemical potentials using
umbrella sampling. The results were compared to the partial molar
properties obtained using Eqs. 5.5 and 5.6. To investigate the limitations of
umbrella sampling in CFCMC simulations, umbrella sampling was applied
to estimate the chemical potentials of pure methanol for a wide pressure
and temperature range. The results were compared to results obtained
from independent simulations of pure methanol in the CFCNPT ensemble,
at every temperature and pressure. Simulation details for water-methanol
mixtures are provided in chapter 4.
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To compute partial molar properties of ammonia, nitrogen and hydrogen
in their mixture at 7' = 573 K and P = 800 bar, simulations were performed
in the CFCNPT ensemble. Similar to chapter 5, separate simulations were
performed in which only a single fractional molecule was present. This was
repeated for the three components, leading to three independent simulations.
For simulation details, the reader is referred to chapter 5. The starting
mixture composition (Nyp, = 407, Ny, = 7, and Ny, = 20) was obtained
from simulations of the Haber-Bosch process in the reaction ensemble as
described in Ref. [142].

7.4 Results and Discussion

A simulation in the CFCNPT ensemble was performed for a LJ system
at T* = 2 and P* = 6. Using umbrella sampling, the chemical potentials
were computed for temperatures ranging from 7% = 1.82 to T = 2.22 and
pressures ranging from P* = 5.95 to P* = 6.05. The values of the chemical
potential were compared to those obtained from independent CFCNPT
simulations for all temperatures and pressures. The results are shown
in Table 7.1. In Table 7.1(a), excellent agreement is observed between the
computed chemical potentials obtained using umbrella sampling from a
single simulation at (7% =2, P* =6) and the chemical potentials calcu-
lated from independent simulations at P* = 6 and temperatures between
T* = 1.82 and T* = 2.22. In this work, the error bars (uncertainties)
are obtained by computing the standard deviation of the mean from five
independent simulations. It should be noted that the uncertainty of the
computed chemical potential associated with umbrella sampling increases
with the increase in the temperature difference |AT™*|. Since the overlap
between the configuration spaces decreases with the increase in temperature
or pressure difference, it impairs the sampling. The overlap between the
configuration spaces also decreases with the increase in system size, as the
relative fluctuations of energy and volume become smaller for larger systems.
In Table 7.1(b), the estimated chemical potentials from umbrella sampling
from a single simulation at (1™ = 2, P* = 6) are compared to the chemical
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Table 7.1: Chemical potentials for a binary (50%-50%) LJ mixture obtained from umbrella
sampling (Egs. 7.2 and 7.4) and independent simulations in the CFCNPT ensemble (Eq. 2.9).
To obtain estimates of the chemical potentials at (a) different temperatures and (b) pressures,
umbrella sampling is performed at T* = 2 and P* = 6 in a single simulation. Boltzmann
averages at 7" = 2 and P* = 6 are highlighted in gray. Numbers in brackets indicate
uncertainties.

(a) Umbrella sampling at T7* =2  Independent CFCNPT simulations
* * Ig ex Tg ex

™ P HA Ha HA HA A HA

1.82 6 -1.6125(6) 6.10(5) 4.48(6) -1.6151(1) 6.09(1)  4.47(1)

1.92 6 -1.7379(3) 6.28(1) 4.54(2) -1.7344(2) 6.27(1)  4.54(1)

2 6 -1.8316(1) 6.41(1) 4.58(1) - - -

213 6 -1.9904(3) 6.63(1) 4.63(1) -1.9935(3) 6.61(1)  4.62(1)

222 6 -2.1104(8) 6.80(3) 4.69(3) -2.10789(2) 6.77(1)  4.66(1)

(b) Umbrella sampling at P* =6  Independent CFCNPT simulations

™ P 1 0 JON 1 BR A

2 595 -1.8359(2) 6.350(7) 4.514(7) -1.8358(3) 6.535(5) 4.517(5)

2 598 -1.8335(2) 6.385(6) 4.551(6) ; ; .

2 6  -1.8318(2) 6.408(6) 4.576(6) : - -

2 6.02 -1.8302(2) 6.432(6) 4.601(6) - - -

2 6.05 -1.8278(2) 6.467(6) 4.639(6) -1.8277(2) 6.47(1)  4.65(1)

potentials obtained from independent simulations at 7% = 2 and pressures
between P* = 5.95 and P* = 6.05. Excellent agreement is observed between
the computed chemical potentials estimated using umbrella sampling and
the results obtained from independent simulations for the entire pressure
range. From the results presented in Table 7.1, it can be observed that
accurate estimates of the chemical potentials are obtained from a single sim-
ulation combining the CFCMC method with umbrella sampling. While the
statistical uncertainties of the estimated chemical potentials obtained from
umbrella sampling are larger compared to those obtained from independent
simulations, the differences in uncertainties are not significant. The chem-
ical potentials obtained from umbrella sampling are used to compute the
partial molar properties for the LJ mixture, by numerically differentiating
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Figure 7.1: Plots showing (a) 8*u—3" and (b) u—P~ for a LJ binary color mixture consisting of
200 molecules. Downward-pointing triangles indicate results from obtained from independent
CFCNPT simulations at pressures between P* = 5.94 and P* = 6.05 and temperatures
between T* = 1.82 and T* = 2.22. Circles indicate results obtained by performing umbrella
sampling from a single simulation in the CFCNPT ensemble at 7% = 2 and P* = 6. Lines
indicate that the data are obtained from a single simulation. Error bars are smaller than the

symbol sizes. Raw data are listed in Table 7.1.
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(0(Bpr)/0B)p and (Op/OP)p. For instance, the chemical potentials in Ta-
ble 7.1 are used to plot Su—38 and u—P for T* = 2 and P* = 6, as shown is
in Fig. 7.1. The data points connected with a line in Fig. 7.1 indicate that
the data points were obtained from a single simulation combining CFCMC
and umbrella sampling, and the individual data points were obtained from
independent CFCNPT simulations. Calculating the slopes in Fig. 7.1, at
T* = 2 and P* = 6, leads to the values for the partial molar volumes
and enthalpies. A central difference scheme with high order approximation
O(h*) was used to compute the partial molar enthalpies in Fig. 7.1(a) and
partial molar volumes in Fig. 7.1(b). The partial molar excess enthalpy
was computed by subtracting the ideal gas contribution from the total par-
tial molar enthalpy. It is shown in appendix A.1 (Eq. A13) that the ideal
part of the partial molar enthalpy of a LJ particle, hld equals 5/(23). Tt is
noteworthy that the contribution of the thermal wavelength A in 29 equals
3/(2f). Since A is set to unity in our simulations, the contribution of the
thermal wavelength cancels out when numerically evaluating (9(5u)/008) p.
Therefore, the partial molar excess enthalpy is obtained from umbrella sam-
pling of the chemical potential using h®™ = (9(8u)/08)p —1/B. The partial
molar properties for the LJ system obtained from umbrella sampling and
the CFCMC method (Egs. 5.5 and 5.6) and the WTPI method (Egs. 5.3
and 5.4) are provided in Table 7.2. Excellent agreement is observed between
the partial molar properties from CFCNPT simulations, and the results ob-
tained from umbrella sampling. Similar uncertainties are observed between
the two methods. For the LJ system, umbrella sampling works equally
well compared to the CFCMC method. In addition, accurate estimates of
the chemical potential at different pressures and temperatures are obtained
without any extra computational power or post processing.

Other realistic systems with complex intermolecular interactions consid-
ered here are different aqueous methanol mixtures with mole fractions of
methanol between xyeon = 0.2 and xyeon = 1. These systems were simu-
lated in the CFCNPT ensemble. For a mixture composition zyeon = 0.8,
umbrella sampling was used to estimate the chemical potentials of water
and methanol at temperatures between T' = 288 K and 7' = 308 K while
running a single CFCNPT simulation at P = 1 bar and T" = 298 K. In addi-
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Table 7.2: Densities, chemical potentials, partial molar excess enthalpies and volumes at
T* = 2 and pressures between P* = 0.1 and P* = 8 computed for a binary LJ color mixture
(200 molecules). Three different methods are used at each P*, in order to compare the
results for the partial molar properties: the WTPI method (Egs. 5.3 and 5.4) in the NPT
ensemble [150, 153], the CFCMC method (in the CFCNPT ensemble, Egs. 5.5 and 5.6) [20],
and Umbrella sampling (Eqgs. 7.2 and 7.4). The chemical potentials are calculated using Eq. 2.9
from independent simulations. Numbers in brackets indicate uncertainties.

CFCNPT Umbrella sampling WTPI method
P* (p*) LA f_l%x UA ﬁi‘ UA f_YX( UA

0.1 0.052 -7.460(7) -0.44(4) 18.6(3) -0.44(5) 19(2) -0.361(5)  19.29(4)
2 0584 -1.075(8) -1.6(1) 1.72(3) -1.6(1) 1.72(3) -1.64(4) 1.70(1)
40722 1.957(5) -0.06(5) 1.39(1) -0.06(5) 1.39(1) -0.3(2)  1.36(5)
6 0.800 4.581(9) 1.7(2) 1.26(2) 1.7(2) 1.26(2) 1.6(8) 1.23(5)
8 0856 7.001(6) 3.2(1)  117(1) 3.2(1)  1.17(1)  4(1) 1.2(1)

tion, independent simulations in the CFCNPT simulations were performed
to obtain the chemical potentials as a reference. The results are shown
in Table 7.3. Accurate estimates of the chemical potentials of water and
methanol are obtained between T = 288 K and T" = 308 K, from a single
CFCNPT simulation 7' = 298 K (AT = £10 K). The relative differences
between the estimates of the chemical potentials and the chemical poten-
tials obtained from independent simulations are well below 1%. For each
temperature, the differences between the absolute values of the chemical
potentials in Table 7.3 are significantly smaller than 1 kcal/mol = 4.184
kJ/mol, which is typically considered as benchmark in computational chem-
istry literature [361]. The results show that umbrella sampling can provide
an accurate estimate of the chemical potentials of water and methanol for
an appreciable temperature range (around AT = +10 relative to the simu-
lation temperature). The raw data in Table 7.3 were used to plot Su as a
function of 8 for the water-methanol mixture (N = 470), zye0on = 0.8, at
temperatures between T' = 288 K and T = 308 K. The results are shown
in Fig. 7.2. The lines indicate data obtained from a single simulation. It
can be seen in Fig. 7.2 that excellent agreement is observed between the
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Table 7.3: Chemical potentials [kJ.moI’l} of water-methanol mixtures (zmeon = 0.8) ob-
tained from umbrella sampling and independent simulations in the CFCNPT ensemble at
temperatures between T' = 288 K and 7" = 308 K. The values of the chemical potentials
are estimated using umbrella sampling at 7' = 298 K and P = 1 bar. The corresponding
Boltzmann averages are highlighted in gray. Numbers in brackets indicate uncertainties.

Umbrella sampling at 7' = 298 K

Independent CFCNPT Simulations

T ,LLIg ‘uex 1 /I,Ig ,LLeX "
ogg MeOH  -10.312(4) -2L.6(T) -32.0(6) -10.205(3) -2L6(1)  -3L.9(1)
H,0  -13.635(4) -27.7(7) -41.4(7) -13.615(3) -28.1(2)  -41.7(2)
ggp MeOH -10.383(4) -21.5(4) -31.8351 - - -
H,O  -13.728(4) -27.7(6)  -41.4(6) - - -
ggp MeOH -10.456(3) -21.3(1) -3L7(3) -10.447(3) -21.2(1)  -3L.6(1)
H,0  -13.822(3) -27.6(5) -41.4(6) -13.813(3) -27.8(2)  -41.6(2)
ggy MOH -10530(3) -21.1(2)  -3L7(3) - - -
H,0  -13.919(3) -27.4(3)  -41.4(4) - - -
gog McOH -10.682(2) -20.9(1)  -3L5(1) - - -
H,0  -14.117(2) -27.2(3) -41.3(2) - - -
4o MeOH  -10838(3) -20.6(1)  -315(1) - - -
H,0  -14.320(3) -27.0(2) -41.3(2) - - -
4oy MeOH -10.918(3) -20.5(1) -3L4(1) -10915(1) -206(1)  -3L5(1)
H,O  -14.423(3) -26.9(3) -41.3(3) -14.418(1) -26.6(2)  -41.1(2)
o MeOH -10.998(4) -204(2) -3L3(2) - - -
H,0  -14.527(4) -26.8(4) -41.3(4) - - -
jo3 MeOH -1LOT8(4) -202(2) -3L3(2) -11.069(5) -204(1)  -3L4(1)
H,0  -14.632(4) -26.6(5) -41.2(5) -14.619(5) -26.5(1)  -41.1(1)

results obtained from umbrella sampling and the reference values from inde-
pendent simulations in the CFCNPT at every temperature. The error bars
associated with the estimated chemical potentials for water and methanol
increase with increasing in |AT| relative to T = 298 K. This indicates that
umbrella sampling becomes inefficient and inaccurate for a larger tempera-
ture difference. It should be emphasized that this temperature range is not
a priori known and is system and system size dependent. it is explained
later in this chapter how a reasonable temperature or pressure range can be
selected for umbrella sampling of the chemical potentials. The Su—u and
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Figure 7.2: Plot showing Su—f for a water-methanol mixture, zmeon = 0.8. To compute the
chemical potentials, independent simulations are performed at temperatures between 7' = 288
K and T' = 308 K. Downward-pointing triangles and upward-pointing triangles denote data
for water and methanol from independent CFCNPT simulations. Asterisks connected by line,
indicate data obtained using umbrella sampling from a single simulation at 7" = 298 K and
P =1 bar. Error bars are smaller than the symbol sizes. Raw data are listed in Table 7.3.

p—P plots for water-methanol mixture at xyneomg = 0.8 are shown in Fig. 7.2.
The lines indicate the data points are obtained from a single simulation. To
compute the partial molar properties of water and methanol at 7' = 298 K,
a central difference scheme with high order approximation O(h*) is used
to numerically evaluate (9(8u)/08)p and (Op/IOP) . For each component
type, the partial molar excess enthalpy of water and methanol is then com-
puted by subtracting the ideal gas part. For different mixture compositions,
partial molar enthalpies of methanol and water are computed using um-
brella sampling and used as reference. The results are compared to those
obtained from the CFCMC method. The results are shown in Table 7.4
for the mixture with mole fractions of methanol between zpe.on = 0.2 and
Tyeon = 1. Since the density of methanol mixtures at T = 298 K are high,
the WTPI method is not used here. Excellent agreement is found between
both methods. It is observed both for the LJ system and water-methanol
mixture that the accuracy and uncertainty of the partial molar properties
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Table 7.4: Chemical potentials [kJ.mol™"], partial molar excess enthalpies [kJ.mol~'] and
partial molar volumes [cm3.mo|_1] for water-methanol mixtures at different compositions at
T =298 K and P = 1 bar, using simulations in the CFCNPT ensemble (Egs. 5.5 and 5.6)
and umbrella sampling (Egs. 7.2 and 7.4). Umbrella sampling is performed at 7' = 298 K and
P =1 bar for all mixture compositions. x; denotes the mole fraction of component i. The
chemical potentials are calculated from Eq. 2.9 using independent simulations. Numbers in
brackets indicate uncertainties.

CFCNPT Umbrella sampling
tot Eex
?

V; hgx V;

MeOH 0.2 289.4
H,0 0.8 650.9
MeOH 0.4 485.7(6
H»,0O 0.6 409.6(5

(3) (1) -40(10) 40(10) -40(10)  40(10)

(3) ( )

(6) (

(5) (
MeOH 0.6 620.7(4) -32.2(

(2) (

(6) (

(1) (

(9) (

17(14)  -47(7)  17(14)
39(9)  -42(8)  39(9
) 47(7) 16(5
) -41(5)  40(5
) -49(9)  11(7
) -41(6)  45(5
-47(12) 21(16) -47(12)  21(16)
42(3)  37(5)  -42(3)  37(5)

water 0.4 233.0(2
MeOH 0.8 713.7
H>O 0.2 100.3
MeOH 1 777.0

(

(5
-49(9) 11(7

45(5

from umbrella sampling and the CFCMC method are similar. It is also
observed that the uncertainties associated with partial molar properties are
an order of magnitude larger compared to the uncertainties of the chemi-
cal potentials. This is due to the potential drawback of Eqgs. 5.5 and 5.6
when subtracting two large numbers with a (relatively) small difference [20].
This may induce larger error bars compared to the chemical potential. A
similar potential drawback is observed when using umbrella sampling to
compute partial molar properties. Numerically computing the derivatives
(0(Bpr)/0B)p and (Op/OP)  also involves subtracting two numbers (or sev-
eral numbers) over a relatively small temperature or pressure difference.
Therefore, accurate estimates of the chemical potential are needed to obtain
accurate values for the partial molar properties. Based on the results, it is
clear that the overall performance of both methods is very similar in terms
of accuracy and precision.
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To investigate the limitations of umbrella sampling in free energy calcu-
lations, a wide temperature and pressure range is selected for estimating the
chemical potential of pure methanol from a single CFCNPT simulation. The
chemical potentials of pure methanol in the temperature range of T' = 266
K and T = 340 K, and pressure range of P =1 bar to P = 1001 bar were
computed using Egs. 7.2 to 7.5 from a single simulation at 7' = 298 K and
P =1 bar. It should be noted that a wide temperature and pressure range
is only selected to test the limitations of the method. The temperature and
pressure range should be selected to ensure sufficient overlap in configura-
tion space and energy between the systems. As a reference, independent
CFCNPT simulations of methanol were performed at each temperature and
pressure to compute the corresponding chemical potentials. The results are
shown in Table 7.5. It can be seen that the estimated chemical potentials
for AT = £15 K, relative to T' = 298 K, are in excellent agreement with the
chemical potentials obtained from independent simulations. It is clear that
the sampling becomes more difficult when the temperature difference in-
creases. The uncertainties of the estimated chemical potentials is an order of
magnitude higher for |AT| > 15 K. This sampling difficulty can be explained
based on the overlap between the energy or configuration space of a system
at two different temperatures, or pressures. In Fig. 7.3(a), the probability
distribution of enthalpy per molecule p (h) for pure methanol at different
temperatures is shown (h = H/N, N = 410). For the distribution p (h) at
T = 266 K, no overlap is observed with the distribution p (h) at T' = 298 K,
and the method fails to estimate the chemical potential at T' = 266 K, as can
be seen in Table 7.5(a). At T = 283 K, sufficient overlap is observed with
the distribution p (h) at T'= 298 K, and the estimated chemical potential
is in excellent agreement with the reference value. It should be noted that
the uncertainties of the chemical potentials from independent simulations
are always smaller. However, for AT = +15 K, the uncertainties of the
estimated chemical potentials is small. In Fig. 7.3(a), it is also shown that
the overlaps between distributions p(h) for 7' = 298 K and 7' = 320 K
become very small. This leads to large uncertainties in the estimated values
for the chemical potentials. It is shown in Fig. 7.3(b) that for P < 100 bar
the estimated chemical potentials of methanol are in excellent agreement
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Table 7.5: Chemical potentials [kJ.mol~"] of pure methanol obtained from umbrella sampling
(Egs. 7.2 to 7.5) and independent simulations in the CFCNPT ensemble (Eq. 2.9). Umbrella
sampling is performed in the CFCNPT ensemble of methanol at 7= 298 K and P =1 bar.
Boltzmann averages obtained from umbrella sampling are highlighted in gray. Numbers in
brackets indicate uncertainties.

(a) Umbrella sampling Independent CFCNPT simulations
T/K  P/bar IS pge 1A s pge 1A
340 1 N/A N/A N/A  -12.115(1) -18.24(3)  -30.36(3)
320 1 -11.31(3) -20(3) -31(3)  -11.322(2) -19.35(7)  -30.67(7)
314 1 J11.10(2)  -20(1)  -31(1) - - -
308 1 -10.880(7) -20.1(2) -31.0(2) -10.854(2) -20.01(9) -30.86(9)
208 1 -10.46(2)  -20.63(8) -31.10(8) - - -
288 1 -10.087(4)  -21.3(4)  -31.4(4) - - -
283 1 9.906(8)  -21(1)  -31(1)  -9.895(1) -21.44(9) -31.33(9)
279 1 9.74(1)  -21(2)  -31(2) - - -
274 1 9.58(1)  -21(4)  -31(4)  -9.555(1) -22.1(1)  -31.6(1)
266 1 N/A N/A N/A  -9.254(2) -225(1)  -31.8(1)
(b) Umbrella sampling Independent CFCNPT simulations
T/K  P/bar 1y 0% BA 1y 1R pA
298 1 -10.468(2) -20.63(8) -31.10(8) - - -
208 11 -10.465(2) -20.59(8) -31.06(8) -10.464(2) -20.57(8)  -31.04(8)
28 21 -10.462(2)  -20.55(9) -31.02(9) - - -
298 31 -10.459(2) -20.52(9) -30.98(9) -10.459(2) -20.45(3) -30.91(3)
208 41 -10.456(2) -20.48(9) -30.94(9) - - -
298 51 -10.453(2) -20.44(9) -30.89(9) - - -
298 61 -10.450(2) -20.40(9) -30.85(9) -10.450(1) -20.32(9) -30.78(9)
298 101 -10.438(2) -20.3(1) -30.7(1) -10.439(2) -20.16(8) -30.61(8)
298 201 -10.410(2)  -19.8(2)  -30.2(2) - - -
298 501 -10.361(7)  -18(2) -28(2)  -10.343(2) -18.75(8)  -29.09(8)
298 801 -10.342(9)  -15(4)  -25(4) - . -
208 1001  -10.33(2)  -12(6)  -22(6) -10.469(2) -20.63(8) -31.10(8)

with the chemical potentials obtained from independent simulations. For
pressures ranging between 100 and 500 bar, the uncertainties of the results
from umbrella sampling are up to two orders of magnitude larger than
those obtained from independent simulations. The estimated values of the
chemical potentials are however within chemical accuracy (1 kcal/mol) [361].
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Figure 7.3: (a) Probability distribution of the enthalpy per molecule of methanol; h = H/N
at P =1 bar and different temperatures: T' = 266 K (green), T' = 285 K (teal), T' = 298 K
(black), T'= 320 K (orange), T' = 340 K (red). (b) Probability distribution of the volume per
molecule of methanol; v = V/N at T' = 298 K and different pressures: P = 1 bar (black),
P =100 bar (teal), P = 500 bar (orange), P = 1000 bar (red). The number of molecules
for pure methanol in the liquid phase is N = 410.

In Fig. 7.3(b), the probability distributions of volume per molecule p (v)
for pure methanol at different pressures are shown (v = V/N, N = 410).
Sufficient overlap is observed in Fig. 7.3(b) for the distributions p (v) at
P =1 bar and P = 100 bar. This is expected since the compressibility of
liquid methanol is very low at room temperature. Therefore, it is possible
to estimate the chemical potentials of methanol accurately for any pressure
between P =1 bar and P = 100 bar, see Table 7.5(b) and Fig. 7.3(b). For
P > 500 bar, the uncertainty of the estimated chemical potentials increases
significantly (three orders of magnitude larger compared to independent
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simulations) and the method starts to break down. This can be explained
by examining the overlap between the distributions p (v) at high pressures
and P =1 bar. In Fig. 7.3(b), no significant overlap is observed between
the distribution p (v) at P =1 and the distributions at P > 500. At these
conditions, the excess chemical potentials of methanol computed from um-
brella sampling deviate significantly from the excess chemical potentials
computed from independent simulations. Here, we illustrate the sampling
issue of the excess chemical potential at high pressures by plotting p(\) as
a function of pressure, computed from umbrella sampling at 7' = 298 K and
P =1 bar. For pure methanol (N = 410), it is clearly observed in Fig. 7.4
that the computed p(\) shows scatter for pressures significantly different
than that of the simulation. This clearly illustrates that the method breaks
down when the pressure difference becomes large, and the statistics for the
excess chemical potential become very poor. We observed that for liquid
methanol (N = 410), the computed chemical potentials from umbrella sam-
pling are in excellent agreement with the reference values obtained from
independent simulations, for AT = 415 K and AP = 100 bar. The pressure
and temperature range for accurate estimation of the chemical potentials,
or other thermodynamic properties may differ from one system to another.
However, plotting distributions p (h) and p (v) for a wide pressure and tem-
perature range can readily visualize at what range umbrella sampling can
be applied to obtain accurate results. As shown in Fig. 7.3, an investiga-
tion of the overlap between energies, volumes at different temperatures and
pressures can easily indicate the boundaries at which the method starts
to fail. For systems that lack sufficient overlap (i.e. Af or AP is too
large), it is expected that the performance of the method is poor. If one
is interested in nonlinear variations of u (e.g. higher order derivatives of
@), our method may not work well due to a lack of overlap. To compute
partial molar properties, selecting a narrow region (a small temperature or
pressure range) still allows for a numerical evaluation of h = (3(8u)/08)p
and 0 = (Ou/OP)r. Therefore, partial molar properties can be computed
from umbrella sampling without selecting a wide temperature or pressure
range.
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Figure 7.4: Probability distribution of A\ for pure methanol obtained from a CFCNPT sim-
ulation at 7' = 298 K and P = 1 bar. Eq. 7.4 is used to compute p(\) for pressures up to
P = 600 bar from a single simulation. The red lines indicate the Boltzmann distribution p()\)
at P =1 bar, and the distribution p(\) computed for P = 600 bar.

As an example of a strong hydrogen bond forming system, we considered
the Haber-Bosch process (N, + 3Hy == 2NHj3). Umbrella sampling was
used to compute partial molar properties of the mixture at 7' = 573 K and
P =800 bar, at chemical equilibrium. The same equilibrium composition of
the mixture is used as in chapter 5. Independent simulations are performed
at T = 573 K and P = 800 bar in the CFCNPT ensemble. In each
simulation, the fractional molecule of only one component is present. Partial
molar properties obtained from umbrella sampling (Egs. 7.2 and 7.4) and
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Table 7.6: Partial molar enthalpies [kJ.moIfl} and partial molar volumes [cmS.molfl] of
ammonia, nitrogen and hydrogen at 7' = 573 K and P = 800 bar. The composition of
the mixture is obtained from simulations of ammonia synthesis in the reaction ensemble, as
explained in our earlier work [142]. Partial molar properties are computed in the CFCNPT
ensemble using Eqs. 5.5 and 5.6, and umbrella sampling using Eqs. 7.2 and 7.4. Numbers in
brackets indicate uncertainties.

CFCNPT Umbrella Sampling

h D h 0
NH; -10(1) 50(7) -10(1) 50(7)
Ny 11(1) 108(6) 11(1) 108(6)
H, 12(1)  94(6) 12(1) 94(6)

the CFCMC method (Egs. 5.5 and 5.6) are compared in Table 7.6. Excellent
agreement is observed between the results obtained from umbrella sampling
and the CFCMC method.

7.5 Conclusions

We introduced an alternative method to obtain accurate estimates of
the excess chemical potential of a component for a wide temperature and
pressure range from a single simulation. This method combines umbrella
sampling and the CFCMC technique. Using the values of the estimated
chemical potentials, the partial molar enthalpies and volumes of a compo-
nent are obtained by numerically evaluating the derivatives (0(8u)/08)p
and (Ou/0P)y,, respectively. This method does not have the disadvantages
of the WTPI method. As a proof of concept, the values of the chemical
potential for a binary LJ mixture were estimated using umbrella sampling
from a single simulation in the CFCNPT ensemble at T = 2 and P* = 6.
For a temperature range between T* = 1.82 and T* = 2.22 and pressure
range between P* = 5.95 and P* = 6.05, excellent agreement was observed
between the estimated chemical potentials and those obtained from inde-
pendent CFCNPT simulations of the LJ system, at each temperature and
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pressure. Partial molar properties obtained from umbrella sampling were
in excellent agreement with the CFCMC method introduced in chapter 5,
and the original method of Frenkel et al. [150, 153]. We observed that the
accuracy and precision of the averages obtained from the CFCMC method
in chapter 5 and umbrella sampling are very similar. To apply our method to
a system with complex intermolecular interactions, we considered aqueous
mixtures of methanol with different compositions. We applied our method
to estimate the chemical potentials of methanol and water for a tempera-
ture range between T' = 288 K and 1" = 308 K from a single simulation at
T =298 K and P = 1 bar. Excellent agreement was found between the
results obtained from umbrella sampling and those obtained from indepen-
dent simulations in the CFCNPT ensemble, with relative differences well
below 1%. As an example of a strong hydrogen bond forming system, our
method was applied to a mixture of ammonia, nitrogen, and hydrogen at
chemical equilibrium at T'= 573 K and P = 800 bar. It was observed that
partial molar properties of ammonia, nitrogen and hydrogen obtained from
umbrella sampling and the CFCMC method are in excellent agreement. We
investigated the limitations of our method for liquid methanol (N = 410
molecules). It was observed that for the temperature difference AT+ = 15
K, very accurate estimates of chemical potential at different temperatures
were obtained from umbrella sampling from a single CFCMC simulation. In
addition, it was found that for a pressure difference AP = 100 bar, accurate
estimates of chemical potential at different pressures were obtained from
umbrella sampling from a single simulation. Lack of sufficient overlap (AP
or AfB) between different states may result in a poor performance of the
method. Based on the results it can be concluded that combining umbrella
sampling with CFCMC provides a powerful tool for accurate estimation of
chemical potentials for an appreciable temperature and pressure range and
computation of partial molar properties. This can potentially reduce the
number of simulations of a system for free energy calculations for a specific
temperature and/or pressure range.
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8.1 Introduction

The world population is expected to grow rapidly, from 7.6 billion cur-
rently, to about 9.8 billion in 2050 [362]. Due to increasing prosperity, the
worldwide consumption of energy per individual will also increase. Even
in the current modern world, several billion people still do not have access
to basic needs, such as clean water, sanitation, nutrition, health care, and
education [363]. These are all examples of the Sustainable Development
Goals, adopted by all United Nations Member States in 2015 [363]. Access
to energy is a key enabler to reach these basic needs. The worldwide energy
demand is therefore expected to increase by 40% by 2040 [364]. At the
same time, CO9 emissions need to be reduced to reach the goals of the
Paris agreement [365]. 80% of the total primary energy supply is currently
produced by fossil fuels, such as coal, oil, and natural gas [364]. To reach
the goals of the Paris agreement, attempts are made to replace fossil fuels
with renewable alternatives such as wind and solar (PV) energy. Current
expectations are that by 2040, 40% of the total generated electricity will be
from renewable energy sources [364].

Unlike fossil fuels, energy production from intermittent renewable
sources, including wind power and solar energy, critically depend on the
availability of these sources leading to an uncontrollable energy output [366].
For direct integration to the power grid, uncontrollable availability of
intermittent renewable energy sources within 10% of the installed capacity
is acceptable without major technical problems [366]. However, large scale
integration of intermittent energy sources above this limit is expected to
cause frequent mismatches between the supply and demand of energy. To
avoid this, integration of energy storage technologies is proposed as one of
the promising solutions for stable and flexible supply of electricity [367,
368]. Different types of technologies have been developed for electrical
energy storage including: hydrostorage, flywheels, batteries, and hydrogen
produced by electrolysis etc [366, 367, 369, 370]. One of the most popular
alternatives for energy storage is hydrogen [369]. Hydrogen has the
advantage that it can be stored for long periods and converted to electricity
without pollution [371]. Hydrogen has a broad span of applications, like
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fuel cells, fuel for heating, transportation, or even as a raw material for the
chemical industry [366, 371, 372]. Since hydrogen has a very low density
at standard conditions, it has a very low volumetric energy density. For
practical storage and transportation purposes, the density of hydrogen must
be increased significantly [373]. The density of hydrogen can be increased
by compression, cooling, or a combination of both, depending on the scale
and application [373]. One of the emerging applications for hydrogen is
found in sustainable transportation [371]. In Fuel Cell Electric Vehicles
(FCEV), hydrogen is stored in compressed form in pressurized cylinders at
P = 350 bar or P = 700 bar [373]. In practice, a passenger car needs a
tank capacity of around 100 to 150 litres to store 4 to 6 kg of hydrogen,
which provides a range of approximately 500 km [373]. High pressure
storage tanks with pressures of at least P = 875 bar [154, 373] are installed
at refuelling stations, to fuel a vehicle within the target time of three to
five minutes [373]. Conventional compressor types that are currently used
are piston, compressed air, diaphragm, or ionic compressors, depending
mainly on the capacity of the refuelling station [373]. The conventional
compressor requires on average 6 kWh/kg of energy to compress hydrogen
from 10 to 400 bar [154].

An alternative compressor is the Electrochemical Hydrogen Compressor
(EHC). HyET BV [60] has developed an EHC that works with pressures up
to 1000 bar, and has the potential of bringing compression costs down to
3 kWh/kg [154]. The working principle of an EHC operation is similar to
a Proton Exchange Membrane (PEM) fuel cell [374]. A single EHC stack
consists of a low pressure and a high pressure side, separated by a mem-
brane that is only permeable for hydrogen protons, and not for molecules.
The membrane is positioned between two platinum catalysts containing
electrodes. Once a potential difference is applied over the electrodes, a hy-
drogen molecule splits into two protons. The protons then travel through the
membrane where conversion to hydrogen molecules takes place at elevated
pressure [374]. This is shown schematically in Fig. 8.1. In the EHC, the
proton transfer through the membrane is enabled by water. The EHC has
several advantages compared to traditional technologies [154, 375-377]: (1)
the EHC has a higher efficiency, especially at high compression ratios [378].
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Figure 8.1: Schematic representation of electrochemical compression of hydrogen [154]. Using
platinum-alloy catalysts, hydrogen molecules are split on the low pressure side of the membrane.
Protons are forced through the membrane and form hydrogen molecules on the high pressure
side.

In theory, the compression ratio using EHC can go to infinity, from an
electrochemical perspective. The mechanical strength and back diffusion
losses are the main limitations for higher pressure ratios for the EHC [378];
(2) due to the highly selective membrane that only allows the permeation
of protons, contaminants are prevented from passing the membrane [378].
This means that the EHC performs both as a compressor and a purifier of
hydrogen gas [378]; (3) the compressor has no moving parts, resulting in
lower maintenance costs and making lubricants, which may contaminate
the compressed hydrogen, redundant; (4) the EHC operates silently, since
it has no rotating parts. This makes the EHC suitable for locations such as
refuelling stations, where acoustical emission is a constraint; (5) the EHC
is a compact device that is well suited to scale up [378]. Disadvantages of
the EHC are similar to those of fuel cells, mainly high material costs. For
instance, the platinum catalyst which is required to resist the corrosive envi-
ronments in the compressor, is very expensive [378]. Another disadvantage
is related to the proton transport through the membrane. Water enables
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the proton transport through the membrane and therefore the membrane
always needs to be hydrated [379]. Therefore, the resulting hydrogen gas is
saturated with water which can be an issue depending on the application.
The International Organization for Standardization (ISO) stated that water
provides a transport mechanism for water-soluble contaminants such as K+
and Nat when present as an aerosol [155]. Both KT and Na™ can affect
the fuel cell and are not recommended to exceed 0.05 umol K™ or Na™ per
mol hydrogen fuel mixture [155]. Another reason is that upon expansion,
the temperature of high-pressure hydrogen gas increases. This is in sharp
contract to COq9 at room temperature, which has a Joule-Thomson coeffi-
cient of opposite sign [297]. To reduce the temperature of hydrogen when
fuelling the tank, deep cooling is used to avoid ice formation. To avoid
potential issues, the ISO has directed the maximum allowed concentration
of impurities for gaseous hydrogen, including water, see Table 1 of the ISO
14687-2:2012 [155]. Note that having to add water at the inlet and to remove
water at the outlet of the compressor is an important source of inefficieny for
this EHC. The maximum concentration of water in the gaseous hydrogen,
used for PEM fuel cells in road vehicles is limited to 5 pmol water per mol
hydrogen fuel mixture [155]. This poses two important questions: (1) what
is the solubility of water in hydrogen at high pressures? (2) if this solubility
is too large, what is the best method to reduce the water content? To an-
swer these questions, an accurate description of Vapor Liquid Equilibrium
(VLE) of the HoO — Ha system at high pressures is required. Published
experimental data that describe these systems is scarce. To the best of
our knowledge, the only experimental data describing phase coexistencce of
H20 — Hy for pressures exceeding 300 bar are from 1927 (limited to 7" = 323
K [61]). Wiebe and Gaddy studied also the solubility of hydrogen gas in
liquid water at high pressures up to P = 1013.25 bar [380]. Therefore, molec-
ular simulation and thermodynamic modelling are needed to determine the
water content in the compressed hydrogen. In industrial applications, cubic
type Equations of State (EoS) are one the most commonly used methods to
study VLE, because of their simplicity [6, 13, 327, 381, 382]. In this chapter,
the Peng-Robinson (PR) EoS and the Soave Redlich-Kwong (SRK) EoS
with van der Waals mixing rules are used to predict the phase coexitence
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of HoO — Hy at elevated pressures. However, molar volumes of the liquid
phase and fugacity coefficients at high pressures obtained from PR-EoS
and SRK-EoS modelling (with conventional mixing rules) are known to
deviate significantly from experiments [9-12]. In this chapter, we show that
both the PR-EoS and SRK-EoS fail to describe the liquid phase and the
gas phase compositions, with or without fitted binary interaction parame-
ters (ki;’s). Since water is a highly polar molecule, either modifications of
the conventional mixing rules are required [13], or more physically based
models (i.e. SAFT types EoS [18] or molecular simulations [14]) should
be used to describe the phase behavior of the HoO — Hy system [18]. It
was found that a temperature dependent parameter k;; is still required for
SAFT type EoS modelling [383]. Therefore, force field based molecular sim-
ulation could be considered as a natural tool to study the phase coexistence
of the HoO — Hy system. In this chapter, different molecular force fields
for water and hydrogen are considered for describing the phase coexistence
compositions of the liquid and gas phase of the HoO — Hy system, especially
at high pressures. To evaluate the accuracy of the results from molecular
simulations, we have performed an extensive literature survey on the VLE
of HoO — Hy mixtures, at high pressures [61, 380, 384-391]. We show in
this chapter that the best predictions of the VLE of the HoO — Hy system
at high pressures (in both phases) are obtained using molecular simulations.
No adjustable k;;’s were used for the molecular simulations in this study.

This chapter is organized as follows. In Section 8.2, the molecular sim-
ulation techniques used in this study are explained and simulation details
(molecular simulations and EoS modelling) and force field details for water
and hydrogen are provided. Our results obtained from molecular simula-
tions and EoS modelling are presented and compared with experimental
data in Section 8.3. Our conclusions are summarized in Section 8.4. In
appendix A.11, we present a detailed overview of available experimental
VLE and solubility data for the HoO — Hy system at high pressures.
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8.2 Modelling and Methodology

8.2.1 Simulation Technique

The natural choice for VLE phase equilibrium calculations is the GE
method introduced by Panagiotopoulos [42-44], which is used extensively
in molecular simulation studies [14]. As shown in chapter 2, in the GE,
the vapor and liquid phase are simulated in two simulation boxes, which
can exchange molecules, volume and energy. At coexistence, the pres-
sures, temperatures and chemical potentials of each component are equal
in both boxes [14]. In chapter 2, we combined the CFCMC method the
GE with to obtain the chemical potentials and densities of coexisting gas
and liquid phases for water, methanol, hydrogen sulfide and carbon diox-
ide. Since molecule exchanges in the CFCMC GE are performed using
fractional molecules with scaled interactions, molecule transfers between
coexisting phases are facilitated leading to a more efficient sampling of co-
existence densities. It was shown in chapter 2 that the use of fractional
molecules significantly improves the efficiency of the VLE calculations and
the calculations of chemical potentials at coexistence. In simulations in
the CFCMC GE, the chemical potential of a component is obtained us-
ing Eq. 2.9. The chemical potential is directly related to the fugacity. We
show in appendix A.9 that the fugacity coefficient of component type ¢ in
phase j follows from:

b= x P =D (8.)
mix p (AZ] - 1)
where Zpix is the compressibility factor of the mixture.

Based on the limited experimental solubility data available in literature
at T'= 323 K and pressures above P = 300 bar [61], we know that the
solubility of water in the gas phase at high pressures (P = 100 bar to
P = 1000 bar) is about a couple of hundred PPMs (molar), or less. At
lower temperatures, due to the low the solubility of water in hydrogen, a
very large number of hydrogen molecules (up to a million) in the gas phase
would be required in the simulations to have on average a single water
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molecule in the gas phase. The solubility of hydrogen in the liquid phase
is also very low, e.g. mole fractions ranging from between 0.003 to 0.115
at T = 323 K and pressures between of P = 25 bar and P = 1000 bar.
This makes most simulations of the HoO — Hy system in the CFCMC GE
at low temperatures and high pressures impractical, as a very large system
is needed to have at least a single component of each type in each box. One
could in principle simulate the VLE of HoO — Hy in the CFCMC GE using
a smaller system size. This would lead to poor statistics for the average
number of Hy molecules in the liquid phase, and HoO molecules in the
gas phase. Therefore, very long simulations are required. To circumvent
these issues, both the gas and liquid phases (almost pure hydrogen gas and
pure liquid water, respectively) are simulated independently in CFCNPT
ensemble. For details on the CFCNPT ensemble [20], the reader is referred
to chapters 3 and 5. By varying the mixture composition in the gas and
liquid phases around the equilibrium state, the coexistence compositions
are obtained by imposing equal chemical potentials for both phases.

At high pressures we know that the solute is almost pure in both phases,
i.e. hydrogen in the gas phase and water in the liquid phase. For a solution
close to infinite dilution, one can express the variation of the excess chemical
potential of the solute, i.e. hydrogen in the liquid phase and water in the
gas phase as a function of the number density of the solute:

155 (pig) = Aij + Bijpij + Cijpy + - (8.2)

To obtain the terms A;;, B;j;, ---, multiple simulations are performed at
constant temperature and pressure, for different concentrations of the solute.
In the region of interest (very dilute solutions) ui¥(pij) depends linearly
on the number density. As the solvent in both phases is almost a pure
component, one can assume that the excess chemical potential of the sol-
vent is independent of the number of few solute molecules in that phase.
The coexistence densities are then obtained by imposing equal chemical
potentials of each component using Eq. 8.2. Note that at conditions where
both methods are applicable to obtain phase coexistence (i.e. simulations
in the CFCMC GE and the CFCNPT ensemble), we have verified that both
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methods (i.e. CFCMC GE and imposing equal chemical potentials) yield
the same results.

8.2.2 Simulation Details

Depending on the temperature and pressure, molecular simulations are
performed in the CFCMC GE (chapter 2) or in the CFCNPT ensemble
(chapters 3 and 5). All simulations were performed using our in-house
code. All molecules are rigid and the interactions between the molecules
only consist of LJ and Coulombic interactions (see Eq. 4.1). To treat the
electrostatic interactions, the Ewald summation was used with a relative
precision of 1 x 1076, In CFCMC GE simulations of HyO — Hy mixtures,
fractional molecules of water and hydrogen are present which are used to
facilitate molecule exchanges between the phases.

Simulations in the CFCMC GE ensemble were started with 730
molecules of water and 600 molecules of hydrogen. For all temperatures
and pressures, 10° equilibration cycles were carried out followed by 4 - 10°
production cycles. For the rest of the simulation details in the CFCMC
GE ensemble, the reader is referred to chapter 2. Independent CFCNPT
simulations of the liquid phase, close to infinite dilution of hydrogen, were
performed with 730 water molecules with Ny, € (0, 10) hydrogen molecules.
Similarly, independent CFCNPT simulations of the gas phase, close to
infinite dilution of water, were performed with 600 hydrogen molecules
with Ni,0 € (0,7) water molecules. For the rest of the simulation details
in the CFCNPT ensemble, the reader is referred to chapters 3 and 5.
Details about the force field parameters for different water and hydrogen
models and cutoff radii for LJ interactions are provided in the Supporting
Information of Ref. [32].

8.2.3 Force Fields

To model the VLE of HO — Hy mixtures, molecular force fields are
considered to predict the density and composition of the gas and liquid
phases. As the most commonly used force fields are developed based on
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single-phase coexistence data [241, 256], we have screened these force fields
using single-phase hydrogen (gas phase) and single-phase water (liquid
phase) simulations. Force fields for water and hydrogen are selected based
on predicting bulk properties of pure phases such as densities, chemical
potentials and fugacity coeflicients.

The densities and fugacity coefficients of molecular hydrogen in the
gas phase are computed at different pressures using several force fields
from the literature. The results are compared with REFPROP [144, 145].
Common force fields for molecular hydrogen in literature include single
site [392-394], two-site [395] and multi-site potentials with (permanent)
charge interactions [396-398]. Single-site hydrogen models are capable of
predicting bulk thermodynamic properties of hydrogen accurately. The
single-site hydrogen model by Buch [392] reproduces the bulk properties of
hydrogen accurately up to high pressures. Multi-site hydrogen potentials
that consider charge-quadrupoles and polarizability are more relevant for
modeling hydrogen sorption in highly heterogeneous systems [395, 396, 398—
401]. The densities and the excess chemical potentials predicted by different
force fields of water in the liquid phase are computed as a function of
pressure. The results are compared to those obtained from REFPROP [143,
145]. Even though water is a flexible and polarizable molecule, to date most
molecular simulations studies consider rigid molecular potentials of water
with constant point-charges [77, 80, 241, 255, 402]. It is computationally
advantageous to use these simplified water potentials, which can predict
thermodynamic and transport properties of water in good agreement with
experiments. To obtain a more physical description of water, polarizable
force fields have been developed to account for polarization effects [218, 241,
243-251]. Compared to the fixed-charge water potentials, thermodynamic
properties of polarizable force fields are not fully known [243]. Commonly
used fixed-charge force fields for water are three-site potentials: TIP3P [258],
SPC [229, 259] and SPC/E [235], four-site potentials: TIP4P /2005 [255],
TIP4P/Ew [204], OPC [256], and a five-site potential: TIP5P/Ew [205].
In chapters 2 and 4, we have shown that the computed excess chemical
potentials of water for the three-site potentials TIP3P and SPC are in good
agreement with values obtained from an empirical Helmholtz equation of
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state [143] based on experimental data [144]. It is well-known that the
TIP4P /2005 water outperforms the three-site models for predicting bulk
properties of water such as the density [255]. In chapters 2 and 4, we
have also shown that the computed excess chemical potentials of water
obtained from four-site and five-site potentials show larger deviations from
experimental data compared to three-site potentials [59, 222] .

8.2.4 Equation of State Modelling

The PR-EoS [151] and SRK-EoS [403] with the conventional van der
Waals mixing rules are used to predict the HoO — Hy VLE. These equations
of state are the most widely used in industry and perform best for describing
the VLE of non-polar mixtures [345]. It is well-known that the molar volume
of the liquid phase predicted by cubic equations of state is inaccurate [330,
404]. Since the solubility of small gas nonpolar molecules in the liquid phase
are dominated by entropic effects (i.e., molar volume), the solubility of Hy
in HyO is predicted poorly. We have used both zero k;;’s and k;;’s fitted on
high pressure experimental data. Parameters used for EoS modelling are
provided in Table A7.

8.3 Results and Discussion

8.3.1 Molecular Simulations

The densities and the fugacity coefficients of pure hydrogen between
P = 100 bar and P = 1000 bar obtained from CFCNPT simulations
and EoS modelling are compared to those obtained from REFPROP [405],
see Fig. 8.2. Since the differences between the results obtained for P < 400
bar is very small, only the results between P = 400 bar and P = 1000 bar
are shown, and the raw data are provided in the Supporting Information
of Ref. [32]. Hydrogen models used for this study include single-site mod-
els: i.e. Hirschfelder [393], Vrabec [394], Buch [392], two-site model: i.e.
Cracknell [395] and the multi-site model of Marx [398]. It is clear that the
densities obtained using the Buch [392] and Marx [398] force fields are in ex-
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Figure 8.2: Comparison of different models to predict (a): the density and (b): the fugacity
coefficient of pure hydrogen in the gas phase at 7' = 323 K and pressures ranging between
P =10 and P = 1000 bar. PR-EoS (left-pointing triangle), SRK-EoS (asterisk), exper-
imental data from REFPROP [144, 145] (lines), molecular force fileds: Hirschfelder [393]
(squares), Vrabec [394] (Plus signs), Buch [392] (upward-pointing triangles), Cracknell [395]
(downward-pointing triangles) and Marx [398] (right-pointing triangles). Parameters used for
EoS modelling are provided in Table A7. Raw simulation data are provided in the Supporting
Information of Ref. [32].
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Figure 8.3: Comparison of different force fields of water to predict (a): the density and (b):
the chemical potential in the liquid phase at 7' = 323 K and pressures ranging between
P =10 and P = 1000 bar: TIP3P [258] (diamonds), SPC [259] (circles), SPC/E [235]
(right-pointing triangles), TIP4P /2005 [255] (squares), TIP4P/Ew [261] (downward-pointing
triangles), OPC [256] (upward-pointing triangles), TIP5P/Ew [205] (left-pointing triangles).
The reference state for the chemical potential is the ideal gas. In both subfigures, the lines
are obtained from REFPROP [144, 145]. Raw data are in the Supporting Information of
Ref. [32].
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cellent agreement with experimental data up to P = 1000 bar. The results
obtained from the PR-EoS and SRK-EoS deviate from experimental data
for P > 400 bar. The calculated fugacity coefficients of pure hydrogen in
the gas phase are best predicted using the Buch [392] and Marx [398] force
fields. The calculated fugacity coefficients from the SRK-EoS are in excel-
lent agreement with experiments. The simulation results show that both the
Buch and Marx force fields outperform the other molecular models in pre-
dicting bulk densities and fugacity coefficients of hydrogen at high pressures.
This means that considering a quadrupole moment for hydrogen does not
strictly improve the bulk properties of hydrogen in the gas phase. Including
the quadrupole moment may improve the prediction of phase coexistence in
the liquid phase, as observed by Sun et al. [383]. Therefore, the Marx force
field is considered further for VLE simulations of HoO — Hy mixtures. The
densities and chemical potentials of TIP3P [258], SPC [259], SPC/E [235],
TIP4P /2005 [255], TIP4P/Ew [261], OPC [256] and TIP5P/Ew [205] force
fields between P = 100 bar and P = 1000 bar obtained from CFCNPT sim-
ulations are compared to the IAPWS empirical EoS [143, 145], see Fig. 8.3.
Raw data are provided in the Supporting Information of Ref. [32]. It is
shown in Fig. 8.3(a) that the force fields TIP5P/Ew and TIP4P /2005 clearly
outperform the TIP3P and SPC force fields in predicting the density of lig-
uid water (on average around 2%) over the whole pressure range. The
TIP4P /2005 water is parameterized based on temperature of maximum
density of liquid water, the stability of several ice polymorphs etc [255].
The TIP5P/Ew model is obtained from reparametrization of the TIP5P
model [406] which is also a very accurate model capable of predicting maxi-
mum density of liquid water around 4° C [205]. Note that the deviations
of the densities obtained from the TIP3P and SPC models decrease with
increasing pressure. As shown in Fig. 8.3, the chemical potential of water
is best predicted using the TIP3P and SPC force fields over the whole
temperature range. This observation is also in agreement with previous
works [59, 222]. The performance of the TIP3P and the SPC force fields are
very similar in calculating the densities and chemical potentials of water.
The TIP3P force field has been parameterized to the vaporization energy
and density of liquid water [258]. This is consistent with the fact that the
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computed chemical potential of TIP3P water is in better agreement with
TAPWS empirical EoS, compared to TIP4P /2005 or TIP5P /Ew models. As
shown in Fig. 8.3, the average deviation of the chemical potential of TIP3P
force field from the TAPWS empirical EoS [143, 145] is about +50 K (in
units of energy/kp) for the whole pressure range. The average deviations
of the chemical potentials for the TIP4P /2005 and TIP5P /Ew force fields
from TAPWS empirical EoS are ca. —500 K and +250 K, respectively. The
performance of the SPC/E force field is very similar to the TIP4P /2005
force field for predicting the densities and chemical potentials of water. For
the 4-site water force fields, the densities and chemical potentials of the
TIP4P /2005 force field show the best agreement with the experiments. Due
to overall difference between the predicted densities and chemical potentials
of these water models, it is not a priori clear which water model is best
fitted for predicting the VLE of HoO — Hy mixtures. Therefore, three wa-
ter models are considered (TIP3P,TIP4P/2005,TIP5P/Ew) in combination
with the Marx force field (for hydrogen) for phase coexistence calculations
of HoO — Hs mixtures, using molecular simulations.

The water content in the gas phase and the solubility of hydrogen in
the liquid phase for the mixture defined by the TIP3P-Marx force fields
are obtained from phase coexistence equilibrium calculations, see Fig. 8.4.
To check the consistency between the results with both methods, phase
coexistence calculations at 7' = 323 K and P > 100 bar are performed for
both (i.e. CFCMC GE and CFCNPT). It is shown that both methods
yield the same results within the error bars. At T = 283 K, all simulations
are performed only in the CFCNPT ensemble for the whole pressure range.
At T = 310 K and P > 100 bar, phase coexistence calculations are also
performed using simulations in the CFCNPT ensemble. At T' = 366 K and
T = 423 K, phase coexistence calculations are performed using simulations
in the CFCMC GE. Raw data from experimental results are provided in
appendix A.11. Based on available experimental data at pressures above
P =300 bar [61], it is clear that the predicted solubility of TIP3P water in
the gas phase is in good agreement with experimental data. At T = 283 K,
no experimental solubilities have been found, and therefore only the results
obtained from molecular simulations are shown. For all isotherms of water
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Figure 8.4: Vapor-Liquid equilibrium of HoO — Hy (TIP3P [258]-Marx [398]) at pressures
ranging between P = 10 and P = 1000 bar. (a): ym,o in the gas phase and (b): zm, in
the liquid phase. T' = 423 K (upward-pointing triangles), 7' = 366 K (downward-pointing
triangles), T = 323 K (squares), T' = 310 K (circles), T = 283 (right-pointing triangles).
Experimental data for T' = [423, 366, 323, 310] K are shown with dashed lines, dash-dot lines,
solid lines and dotted lines, respectively. Published high pressure data are only available for
T = 323 K [61]. Raw data are provided in the Supporting Information of Ref. [32].
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vapor in the gas phase, it can be observed that the water content is slightly
overpredicted at low pressures. At high pressures, the solubility of water in
the gas phase is marginally underpredicted. From the condition of chemical
equilibrium, we know that the chemical potential of water in the gas phase
is equal to the chemical potential of water in the liquid phase. Therefore,
it seems that good performance of the TIP3P force field to predict the
isotherms of water in the gas phase is most likely related to how accurate it
can predict pm,o in the liquid phase. Based on the results shown in Figs. 8.3
and 8.4 it can be concluded that parametrization of the TIP3P force field
based on the evaporation energy as one of the target quantities is essential
for predicting the VLE of HoO — Hy mixtures. For all temperatures in this
study (between T' = 283 K and T' = 423 K), it is observed that the solubility
of water in the gas phase at coexistence is significantly higher than 5 pmol
water per mol hydrogen (as allowed by the ISO standard [155]). Therefore,
an additional step for removing water is needed.

The calculated isotherms for hydrogen in the liquid phase (TIP3P-
Marx) are clearly overpredicted compared to experimental data as shown
in Fig. 8.4(b). To the best of our knowledge, experimental solubility data
for hydrogen isotherms in the liquid phase at pressures above ca. P = 140
bar are not available in the literature, except at 7' = 323 K [61]. The
deviation from experimental solubilities of hydrogen at T'= 323 K ranges
from about 36% to 18% between P = 50 bar and P = 1000 bar, respectively.
At T = 366 K, the deviation from experimental data is about 50% between
P =50 bar and P = 100 bar. At T" = 423 K the deviation from experimen-
tal data is about 110% between P = 50 bar and P = 80 bar. Therefore, it
can be concluded that the deviation of simulation results from experimental
data increases with increasing temperature. Based on these results, it can
also be concluded that the deviation from experimental solubilities decreases
with increasing pressure. Similarly, better agreement is observed between
experimental densities of water and those obtained based on TIP3P water
at high pressures as also shown in Fig. 8.3. This suggests that predicting
the density of the liquid phase (almost pure water) accurately may result in
predicting the mixture compositions in better agreement with experiments.
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Figure 8.5: Vapor-Liquid equilibrium of HoO — Hz (TIP4P /2005 [255]-Marx [398]) at pres-
sures ranging between P = 10 and P = 1000 bar. a: ym,0 in the gas phase and b: zp, in
the liquid phase. T' = 423 K (upward-pointing triangles), 7' = 366 K (downward-pointing
triangles), T' = 323 K (squares). Experiential data for T' = [423, 366, 323, 310] K are shown
with dashed lines, dash-dot lines, solid lines and dotted lines, respectively. Published high
pressure data are only available for T' = 323 K [61]. Raw data are provided in the Supporting
Information of Ref. [32].
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Figure 8.6: Vapor-Liquid equilibrium of HoO — Ha (TIP5P/Ew [205]-Marx [398]) at pressures
ranging between P = 10 and P = 1000 bar. (a): ym,o0 in the gas phase and (b): zm, in
the liquid phase. T' = 423 K (upward-pointing triangles), 7' = 366 K (downward-pointing
triangles), T' = 323 K (squares). Experiential data for T' = [423, 366, 323, 310] K are shown
with dashed lines, dash-dot lines, solid lines and dotted lines, respectively. Published high
pressure data are only available for T = 323 K [61]. Raw data are provided in Supporting
Information of Ref. [32].
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The solubilities obtained from phase coexistence at equilibrium for the
Hy0 — Hy mixture defined by the TIP4P /2005-Marx force fields are shown
in Fig. 8.5. For this mixture, all simulations are performed in the CFCMC
GE, at T =323 K, T =366 K and T" = 423 K. It is clear from Fig. 8.5 that
the solubilities of water in the gas phase are significantly underestimated
for the whole pressure range. This is mainly due to the fact that the
chemical potential of TIP4P /2005 water is significantly underpredicted, as
shown in Fig. 8.3. Since the predicted water solubilities in the gas phase
are systematically lower for the TIP4P /2005-Marx mixture (see Figs. 8.4a
and 8.5a), the statistics for water solubilities obtained from CFCMC GE
simulations are worse. This sampling issue is explained in Section 8.2.1.
Similarly, the computed isotherms of hydrogen in the liquid phase are
slightly underpredicted. For the mixture defined by TIP4P2005-Marx force
fields, better agreement with experiments is observed for solubilities in
the liquid phase for all temperatures. At T = 366 K, the deviation from
experimental data is about 14% between P = 50 bar and P = 100 bar.
At T = 423 K the deviation from experimental data is about 5% between
P =50 bar and P = 80 bar.

The solubilities obtained from phase coexistence at equilibrium for
H9O — Hy mixture defined by TIP5P/Ew-Marx force fields are shown
in Fig. 8.6. For this mixture, all simulations are performed in the CFCMC
GE, at T =323 K, T = 366 K and T = 423 K. In sharp contrast to the
TIP4P/2005-Marx mixture, both calculated solubilities in the liquid and
gas using the TIP5P/Ew-Marx mixture are overpredicted. The solubilities
of hydrogen in the liquid phase are very similar to those obtained form
the TIP3P-Marx force fields. To explain the results in a coherent way, it
is important to consider the predicted water isotherms in the gas phase
in Figs. 8.4 to 8.6 and the calculated chemical potentials of pure water
in Fig. 8.3(b) simultaneously. From these figures, it can be concluded
that underpredicting the solubilties in the gas phase is directly related to
underpredcting the chemical potential of water (TIP4P/2005). Similarly,
overpredicting the solubilties of water in the gas phase is directly related
to overpredcting the chemical potential of water (TIP5P/Ew).
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8.3.2 Equation of State Modelling

The water content in the gas phase and the solubility of hydrogen
in the liquid phase are also calculated using the PR-EoS and SRK-EoS.
High pressure experimental solubilites at T' = 323 K were used to obtain
the Binary Interaction Parameters (k;;’s) for the PR-EoS and SRK-EoS.
For T' = 323 K, the isotherms of water and hydrogen in the gas and
liquid phase are shown in Fig. 8.7 using both zero k;;’s and non-zero k;;’s.
In Fig. 8.7, it is shown that the predicted solubilities in the liquid phase are
significantly lower compared to experiments, using zero k;;’s. The solubility
of (nonpolar) gases is dominated by entropic effects which are related to the
molar volume [407]. It is well-known that the predicted volumes of the liquid
phase from PR-EoS or SRK-EoS, using conventional mixing rules, have
significant errors [13, 330, 381]. Since 2017, more than 220 modifications
of mixing rules for pure components and extensions to mixtures with the
PR-EoS have been reported in literature [13]. This clearly indicates the
need for more physically based models for thermodynamic modelling. In
addition, the HoO — Hs system is highly polar in the liquid phase, and the
performance of the conventional mixing rules for PR-EoS and SRK-EoS for
polar mixture are known to be poor [13]. Therefore, it is expected that
PR-EoS or SRK-EoS are not able to predict solubilities of hydrogen in liquid
water accurately. With the fitted k;;’s, the obtained solubilities of hydrogen
in the liquid phase are in excellent agreement with experimental data for
p < 400 bar. However, the solubilities in the gas phase deviate significantly
using the fitted k;;’s. Therefore, calculations of VLE of HyO — Hy mixtures
using PR-~EoS and SRK-EoS do not yield satisfactory results for both phases
simultaneously, with or without adjusted k;;’s.
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Figure 8.7: VLE of HoO — Hy at T' = 323 K and pressures ranging between P = 100 and
P = 1000 bar, obtained from EoS modelling. a: mole fraction of water in the gas phase, b:
mole fraction of hydrogen in the liquid phase. Experimental solubilities are shown with circles
(see appendix A.11). In both subfigures, the results are shown for k;; = 0: PR-EoS [151]
(lines), SRK-EoS [403] (dashed lines). The results from the y-¢ method are shown with
open symbols: PR-EoS (upward-pointing triangles) and the SRK-EoS (downward-pointing
triangles). The results for the fitted BIP for the PR-EoS (k;; = —0.89) are shown with
dash-dot lines. The results for the fitted BIP for the SRK-EoS (k;; = —1.51) are shown with
dotted lines.
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8.4 Conclusions

Molecular simulations are used to model the VLE behavior of
H>0O — Hy mixtures for pressures between P = 10 bar and P = 1000 bar.
In appendix A.11, a detailed overview of available experimental data has
been provided for this system. It is shown that commonly used cubic
FoS, with conventional mixing rules fail to predict the composition of
the gas and the liquid phases accurately. For the different molecular
models for hydrogen, the Buch force field [392] (single-site model) and the
Marx force field (including quadrupole moment) predict the density and
fugacity coefficient of hydrogen in good agreement with experiments up
to P = 1000 bar. In this study, no force field for rigid water with fixed
point charges could accurately predict both the chemical potential and the
density of water. The computed chemical potentials of TIP3P water [258]
have the best agreement with experimental data from REFPROP [145]
with a deviation of about +50 K (u/kp) for pressures between P = 100
bar and P = 1000 bar. This may be partly due to the fact that one
of the target fitting parameters for the TIP3P force field is the heat of
vaporization, unlike the TIP4P /2005 and TIP5P/Ew force fields. The
computed chemical potentials (p/kp) of the TIP4P /2005 and TIP5P /Ew
deviate on average by —500 K and +250 K from experimental data in this
pressure range, respectively. Both the TIP4P /2005 and TIP5P/Ew force
fields can predict the density of liquid water in good agreement with the
experiments for the whole pressure range. From the simulations result, it
is observed that solubilities of water in the gas phase are systematically
underpredicted when using the TIP4P /2005 force field. This force field
also underpredicts the chemical potential of liquid water compared to
experiments. The highest solubilities in the gas phase are predicted using
the TIP5P /Ew force field with the largest values for the calculated chemical
potential of water. The best agreement between the predicted gas phase
compositions and experiments for the whole pressure range are observed
for the TIP3P fore field. This suggests that a suitable water force field
for studying the VLE of HoO — Hy mixtures can be screened based on
the chemical potential of the water model in the liquid phase. Based on
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the screening of seven water force fields in this study, it turns out that
the TIP3P and SPC force fields (with very similar values for chemical
potential of liquid water) can best predict the equilibrium vapor phase
coexistence composition of the HoO — Hy system. For all temperatures in
this study, we observed that the solubility of water in the gas phase at
coexistence is significantly higher than 5 pmol water per mol hydrogen (as
allowed by the ISO standard). Therefore, an additional step for removing
extra water from the gas phase is required. Despite the fact that the
molecular simulations significantly outperform cubic EoS modelling for
the VLE of HoO — Hy mixtures, the predicted liquid phase compositions
need further improvements. The solubilities of hydrogen in the liquid
phase are overpredicted using the TIP3P-Marx and TIP5P /Ew-Marx force
fields. The best agreement between the calculated liquid phase composition
and experiments is observed for the TIP4P /2005-Marx system (although
the predicted solubilities are slightly lower). Further improvements in
simulations of HoO — Hy systems may be realized taking polarizability of
water molecules into account. Therefore, further molecular simulations of
the HoO — Hy are recommended using polarizable force fields for water,
especially to improve the predictions for the liquid phase composition.
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ing of Methane and Formic Acid to Produce Syngas with an Adjustable
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9.1 Introduction

One of the consequences of the energy transition is that fossil fuel based
production of chemicals will be replaced with renewable energy based pro-
cesses [408-410]. The current infrastructure for producing chemicals is
predominantly based on hydrogen and carbon. This means that to support
the energy transition, a widely available and sustainable C; source is re-
quired. Therefore, the re-use of carbon dioxide will be an essential part of
future chemical production processes [137, 411-413]. A range of efforts is
underway to use carbon dioxide as a sustainable and economical source of
C; to produce value-added chemicals [118, 411-413]. There are basically
two pathways for the conversion of carbon dioxide: either by conventional
hydrogenation or by electrochemical conversion.

Formic acid (FA) is one of the simplest products that can be made from
carbon dioxide [118]. Recently, FA production by electrochemical reduction
of CO2 has gained significant interest [413-418]. In this process, the overall
reaction in the electrochemical cell is the conversion of carbon dioxide with
water to FA, according to:

CO, + H,0 — HCOOH + %OQ (R2)

The main advantage of the electrochemical conversion of carbon dioxide
is that in the reaction water can be used as the hydrogen source. The
cathodic half-cell reduction of carbon dioxide is described by the following
reaction [416]:

CO, +2H" +2e — HCOOH (R3)
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The formation of FA is a two electron reaction, and the electric power to
convert 1 kg of carbon dioxide to FA follows from [419]:

I xU
P = 9.1
Vo, (9.1)
:e/\xeQxU 9.2)
tXMC()2

with P the power input in kWh per kg carbon dioxide, I (A) the electric
current, U the electrical potential which is in the order of 2.2 to 2.5 (V), A
is the number of electrons, A = 2 (-), F' is the Faraday coefficient which is
equal to 96485 (C-mol ! ) @ (C) is the total electric charge provided
to the reactor, t (s) is the time, and Mco, (g-mol™!) is the molecular mass
of carbon dioxide. For an overall energy efficiency, €, of around 70%, the
energy required to convert 1 kg of carbon dioxide into 1 kg of FA is ca.
4 (kWh) [420]. A simple gross profit analysis using 5 dollar cents per kg
carbon dioxide and an electricity price of 5 dollar cents per kWh leads to a
cost price of around 25 dollar cents per kg FA [421].

For the hydrogenation reactions, the most sustainable approach to pro-
duce the required hydrogen is by water electrolysis, while traditional hydro-
gen production methods are based on fossil fuels [411, 422]. The conven-
tional catalytic hydrogenation of carbon dioxide to FA proceeds according
to [137, 423]:

CO, + H, — HCOOH (R4)

FA is the simplest C; carboxylic acid, it is a non-toxic liquid between 281.55
K and 373.15 K, and it can be safely stored in aqueous solutions [138, 424].
In addition, hydrogenation of biomass derived feedstocks has been suggested
as potential sustainable pathways to formate/formic acid production [412,
425-430]. Alternatively, value-added chemicals such as methanol, dimethyl
ether and formate/formic acid can be produced by hydrogenation of carbon
dioxide [137, 423]. To date, FA is mainly considered as a hydrogen stor-
age material via its decomposition to hydrogen and carbon dioxide [119—
137]. One of the key observations is that FA can be considered as a car-
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bon monoxide carrier as well, via its decomposition to water and carbon
monoxide [133, 134]. Basically, by combining the two main decomposition
pathways towards hydrogen and carbon monoxide, and additional products
such as water and carbon dioxide, FA can therefore be considered as a
source for syngas, Yoshida et al. have reported the presence of FA as an
intermediate in the Water Gas Shift Reaction (WGS) reaction reaction [138—
140]:

On a molecular weight basis, FA contains 4.3 wt% hydrogen and 60.9 wt%
carbon monoxide. Using a FA density of 1.22 kg.L.=! at standard conditions
leads to 53 grams Hs per liter FA and 744 grams of carbon monoxide
per liter FA. Based on the amount of 4.3 wt% or 53 grams of hydrogen,
FA is identified as one of the most promising candidates for hydrogen
storage [130, 431-433]. Considering the high carbon monoxide fraction in
FA, it is interesting to explore the potential of FA as carbon monoxide
carrier.

Typically, the WGS reaction is used together with Steam Reforming of
Methane (SRM) to adjust the composition of the synthesis gas (syngas).
This is one of the most common and oldest methods for syngas produc-
tion [411, 434-443]. The reaction pathways for the SRM and WGS are:

Comparing Reactions R5 and R7 shows that by co-feeding FA to the SRM
process, the WGS and the SRM reactions can be carried out in a single step.
In this chapter, we show that using thermochemical equilibrium calculations
the syngas composition (the Ho:CO molar ratio) can be adjusted to any
required value between one and three by co-feeding FA to the SRM reaction.
FA in the reactant feed decomposes to water and carbon monoxide, and/or
to hydrogen and carbon dioxide which are all involved in the WGS reaction
at high temperature. This can potentially change the conventional SRM
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and WGS reactions (R7 and R6) from a two-step process into a single-step
process.

This chapter is organized as follows. In Section 9.3, thermodynamic
modelling of Reactions R5 and R6 is explained in detail. The Gibbs free
energies of each component is calculated at standard pressure and tem-
peratures between 400 K to 1400 K based on the partition function of
isolated molecules. The Gibbs minimization method is used to calculate
the composition of the product syngas at chemical equilibrium. Our results
are summarized in Section 9.4. It is shown that the H9:CO molar ratio
can be adjusted to any value between one to three based on the initial
concentration of the FA in the feed. Our conclusions are summarized in
Section 9.5.

9.2 Applications of Formic Acid

9.2.1 Formic acid decomposition

The decomposition of FA can proceed according to two different path-
ways: decarbonylation (or dehydration) into carbon monoxide and water,
or decarboxylation (dehydrogenation) into hydrogen and carbon dioxide:

HCOOH —= H,0 + CO (R8)

The selectivity towards FA dehydration or dehydrogenation depends on
the temperature, pressure and the type of catalyst. For the heterogeneous
FA decomposition, the dehydration/dehydrogenation selectivity of different
solid catalysts has been studied [131, 444]. Metals and zinc oxide are
predominantly active for Reaction R9, while other oxides are predominantly
active for Reaction R8 [444]. Lopez et al. reported the results for different
catalysts used for the heterogeneous FA decomposition reactions in the
temperature range of T'= 573 K to T'= 673 K [131].

Blake and Hinshelwood investigated the homogeneous decomposition of
FA acid in the gas phase for temperatures between 7' = 709 K and 7' = 805
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K and concluded that catalytic effects become negligible at temperatures
above T' = 773 K [133]. Therefore, Reactions R8 and R9 are assumed to
be in equilibrium at high temperatures which is a reasonable assumption
since kinetics are fast and of minor importance [133]. In the temperature
range of T'= 709 K and T = 805 K, it was observed that Reaction R9 is of
first order while Reaction R8 is second order. The reaction rates for packed
and unpacked reactors were essentially the same for Reactions R8 and R9.
In the beginning of 70’s of the previous century, Blake et al. extended the
experiment to the temperature range of 7' = 820 K to 7' = 1053 K [134].
In this temperature range, Reaction R9 was also observed to be a minor
process, with typical CO:CO2 = 10:1 molar ratios. Reaction R8 is second
order for temperatures below T = 943 K and has an order of 1.5 for higher
temperatures. The difference in yield of CO and CO, was attributed to the
water-gas-shift reaction.

9.2.2 Synthesis of formic acid

Current industrial synthesis of FA is mainly based on fossil feedstocks
using methanol carbonylation/methyl formate hydrolysis, and naphtha par-
tial oxidation [431]. On a large scale, FA is produced in a two-step process
of methanol carbonylation followed by methyl formate hydrolysis. In 2014,
this two-step process was used to produce 81% of FA acid worldwide [445].
In the first step, carbon monoxide reacts with methanol at pressures around
P = 4 MPa and temperatures around T = 353 K to produce methyl for-
mate. FA and methanol are produced in the second step by methyl formate
hydrolysis. The produced methanol is recycled back to the first step [429,
445]:

CO + CH,OH — HCOOCH, (R10)
HCOOCH; + H,0 — HCOOH + CH,OH (R11)

The sum of Reactions R10 and R11 reduces to the direct reaction of carbon
monoxide with water. FA synthesis based on methanol is a reliable and
established process, however, it has some drawbacks [429, 445]. The process
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uses carbon monoxide produced at high temperatures which is very energy
intensive [429]. Also, a large excess of water is required to decompose
methyl formate to FA (R11) [429]. The main application of FA is for the
production of preservatives and as antibacterial agent [446], it is also used
for dyeing in the leather industry. FA has received increased attention as
a suitable material for controlled hydrogen storage and release [424, 431,
446-449]. A relatively new application is the use of FA in Direct Formic
Acid Fuel Cells (DFACF) [450-453]. It has also been proposed to use FA for
storage and transportation of carbon monoxide [454] or carbon dioxide [446,
455].

9.2.3 Established syngas technologies

Syngas refers to gas phase mixtures of hydrogen and carbon monoxide
with various Hy:CO ratios [411, 436, 437]. Syngas can be produced by re-
forming almost any hydrocarbon source, such as naphtha, heavy oil, natural
gas, biomass or coal [436, 440]. Currently, steam reforming of light hydro-
carbons (e.g. methane, ethane, methanol, ethanol) is the most commonly
used method for syngas production [411, 434-443]. An alternative source
for syngas production are coal reserves, however, the investment costs asso-
ciated with a coal-based syngas plant is approximately three times higher as
compared to a natural gas-based plant [440]. Therefore, natural gas remains
the major source for syngas production [411, 440]. Syngas is an interme-
diate in many industrial applications, and depending on the downstream
process, the optimal Hy:CO molar ratio required in the syngas typically
lies between one and three [353, 435]. The most common syngas applica-
tions in the chemical process industry are: methanol synthesis (Hy:CO =
2:1) [435, 456], Fischer-Tropsch (FT) synthesis (Ho:CO = 2:1) [457-459],
oxo-synthesis or hydroformylation (H2:CO = 1:1) [460-464], and acetic acid
synthesis (Ha:CO = 1:1) [465]. As an illustrative example, Fig. 9.1 shows dif-
ferent reaction pathways leading to various syngas compositions by partial
oxidation, steam reforming, carbon dioxide reforming, and the combined
FA and steam option, as outlined in this work.



208 ForMIiC AcID

‘ Required Syngas Composition ‘

Liquid hydrocarbons (2 H,:1 CO)
Metal carbonyls (0 H,:1 CO)
Oxo-alcohols (2 H,:1 CO)
Acetic acid (1 H,:1 CO)
Methanol (2 H,:1 CO)

Phosgene (0 H,:1 CO)

\ J

Adjustable
H,:CO

Figure 9.1: Different reaction pathways to reduce methane to syngas using oxygen (R13),
steam (R6), carbon dioxide (R12) and an aqueous mixture of FA (R5) (proposed in this
work). Synthesis of different products require favorable syngas H2:CO ratios [466]. Synthesis
of liquid hydrocarbons using the FT reaction (H2:CO = 2:1) [435], metal carbonyls, oxo-
alcohols (H2:CO = 1:1) [464], acetic acid (H2:CO = 1:1) [465], methanol synthesis (H2:CO
= 2:1) [456], and phosgene (H2:CO = 0:1) [467].

To produce syngas from methane, various technologies have been de-
veloped, such as: SRM [411, 442] and WGS [411, 442], Carbon dioxide
Reforming of Methane (CRM) [411, 442], catalytic Partial Oxidation of
Methane (POM) [457, 458, 464, 468], combined partial oxidation and car-
bon dioxide Reforming of Methane or Autothermal Reforming of Methane
(ARM) [469, 470], Combined Steam Reforming, and Carbon dioxide Re-
forming of Methane (CSRCRM) [437, 471].

The first industrial SRM plant was commissioned in the early 30’s of
the previous century [472, 473]. Methane is a very stable molecule and
only at relatively high temperatures a high conversion rate to syngas is
obtained [440, 474]. Syngas production from methane is divided into two
steps. First, at high temperatures ranging from 7'= 1073 K to T' = 1273 K
and pressures ranging from P = 20 bar to P = 40 bar, the SRM reaction
takes place. Second, the WGS is carried out after the SRM reaction to
adjust the Hy:CO molar ratio [435, 442, 475]. SRM is typically performed
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using Ni based catalysts [411]. This is related to the low cost and favorable
activity of the Ni based catalysts, as compared to noble metals [443, 476].
Although noble metals are more coke resistant [440], the high cost and the
limited availability make Ni catalysts a more practical choice in commercial
applications [477]. SRM has two major drawbacks.

In particular, the Ni based processes suffer from coke formation which
leads to deactivation of the catalyst. To avoid coke formation on the catalyst
surface, excess steam is added which results in Hy enriched syngas [478], and
this will lead to a syngas composition with a Hy:CO molar ratio larger than
three [438, 439, 469, 479]. The syngas compositions with high Hy:CO molar
ratios do not meet the requirements for many downstream petrochemical
processes e.g., FT synthesis [440, 457, 458, 473], acetic acid synthesis [473]
or methanol synthesis [325, 326, 353, 479, 480]. The other disadvantage
is that the SRM reaction is highly endothermic and subsequently highly
energy-intensive [435, 474, 479, 481, 482].

Alternatively, in CRM (dry reforming), steam is replaced by carbon
dioxide [442]:

CRM is a COz-consuming reaction at temperatures between T' = 1073 K
to T'= 1273 K resulting in syngas with Ho:CO = 1:1 molar ratio [411, 440,
483-485]. This syngas composition is more suitable for some downstream
processes [440, 457, 458, 483, 484]. To lower the Hy:CO molar ratio of
the syngas, CRM is widely used as a secondary reforming reaction after
the SRM reaction [486]. CRM synthesis using Ni based catalysts, Co
based catalysts, and noble metal based catalysts are reported extensively
in the literature [468, 483, 485]. The main drawback of the CRM reaction
is the rapid coke deposition, which can be explained by the Boudouard
reaction [440, 487] (2CO — C + CO,) taking place on the catalyst surface.
Another disadvantage is the direct decomposition of methane [440, 487]
(CH; — C + 2H,) at high concentrations of COg in the feed [411, 468,
483, 486, 488].
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Catalytic Partial Oxidation of Methane (POM), also known as oxyre-
forming was introduced as an alternative to obtain syngas with a Hy:CO =
2:1 molar ratio, suitable for producing long chain hydrocarbons [411, 457,
458], and as a feed for methanol synthesis [325, 326, 479].

POM is favorable for a wide range of temperatures allowing close to 100%
methane conversion to syngas [474, 489]. The advantages include a short
residence time and mild exothermicity [437, 440, 459, 473, 479, 490]. The
main drawback is the presence of hot spots as a result of the high conversion
rates of methane [437, 459, 477, 478, 491, 492]. Removing the heat produced
in the reactor is difficult for large-scale operations, making the process
difficult to control. From experiments by Prettre et al. it was shown that the
catalytic oxidation of methane, with reactant feed composition CH4:09 =
0.5:1, is not accurately represented by R13 [489, 493]. It seems that the POM
reaction proceeds in two steps. The first step is exothermic which involves
deep oxidation (combustion) of a part of the methane (approximately 25%
of the starting moles) to carbon dioxide and steam. All oxygen is consumed
during this process. In the second step, the residual methane reduces
steam and carbon dioxide to syngas [474, 479, 489, 490, 493]. This is an
endothermic process. The POM reaction mechanism can be described by
the following three reactions [489, 493]:

The overall sequence of reactions, Reactions R14 to R16, using a Ni/AlyO3
catalyst results in syngas with a Hy:CO = 2:1 ratio as reported by Dis-
sanayake et al. [489]. Yamamoto et al. have proposed the same reaction
mechanism for partial oxidation of Cg hydrocarbons using supported Ni
catalysts [489, 494]. Different combinations of feedstock and catalysts can
provide a specific Hp:CO molar ratio [442, 492].
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Autothermal Reforming of Methane (ARM) is a combination of the
POM and SRM-CRM process [495-498]. ARM is performed either in one
or two separate reactors to reduce the energy consumption [411, 442]. The
combination of the exothermic POM and endothermic SRM is energetically
favorable [470]. ARM was originally designed for syngas production in
ammonia and methanol plants in the 50s of the previous century [441]. The
oxygen-steam flow is mixed with methane typically at around T" = 2200
K [440], and methane is oxidized in a sub-stoichiometric flame. Combustion
products enter the catalyst bed reactor, with high thermal stability and
with the temperature in the range of 7' = 1200 K to T = 1400 K [440, 441]:

Adding steam is crucial for the ARM process as it prevents explosion hazards
and suppresses coke formation [411, 470]. Equilibration of the syngas is
further governed by the SRM and WGS reactions [441]. The Hy:CO molar
ratio in the syngas can be precisely controlled by adjusting the HoO:CHy and
O2:CH4 molar ratios in the feed [440].

Combined Steam and Carbon Reforming of Methane (CSCRM) was pro-
posed as an alternative to directly control the syngas composition [437, 471].
In this process, the Hy:CO molar ratio is adjusted by partially co-feeding
carbon dioxide and steam with the reaction feed. Adding steam to CRM
process drastically reduces the coke deposition on the catalyst [468, 499].
By changing the HoO:CO9:CH4 ratio in the reaction feed, a Ho:CO ratio
in the syngas between 1.5 to 2.5 is obtained [437, 441, 459, 468, 478, 479,
499-501].

9.3 Modelling and Methodology

For a single chemical reaction, the composition of the reaction product
at chemical equilibrium is calculated from the method of equilibrium con-
stants [2, 312, 502, 503]. In this approach, mole fractions are expressed as
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functions of a single variable called the reaction coordinate (€). The equilib-
rium constant is related to the individual mole fractions of the components
and the stoichiometric coefficients. Therefore, € is calculated for a single
reaction [2, 312]. The method of equilibrium constants becomes numerically
more difficult as the number of chemical species and reactions increases [2,
37, 502].

A necessary condition for chemical equilibrium is that the total Gibbs
energy of the mixture reaches a minimum value at a given temperature
and pressure. Based on this principle, the Gibbs minimization method [2,
117, 312] is used as a robust method to compute the composition of the
reaction product at chemical equilibrium for multicomponent systems with
simultaneous reactions [2, 117, 312, 504]. The solution obtained based
on this method is less sensitive to the initial guess as compared to other
methods [2, 117, 312]. The composition of the reaction product at chemical
equilibrium is obtained by changing the initial composition such that the
Gibbs energy of the mixture is minimized. The total number of atoms of
each type should remain constant during this minimization process. The
Gibbs free energy, or the chemical potential, of each component at the
standard reference pressure, P° = 1 bar, can be evaluated from the isolated
molecule partition function [4, 142, 173, 505]:

4°(T) = ~RT'In K‘J%T)) kﬁT}

(9.3)

with ¢(V,T)/V the temperature dependent part of the ideal gas partition
function, kg is the Boltzmann constant, P° is the standard reference pres-
sure (1 bar), T" is the temperature, and the volume V = kg7’ /P°. Details
on Eq. 9.3, zero of energy and reference state can be found in appendix A.2.1.
Gibbs free energies of carbon monoxide, water, carbon dioxide, hydrogen,
formic acid and methane at P° = 1 bar, are computed using Eq. 9.3, and
the results are provided in Table A6 in appendix A.4. The total Gibbs
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energy of a multicomponent mixture equals [2, 3, 5]:
S
CfD = Znim (9.4)
i=1

with G* the total Gibbs energy of the mixture, S is the number of compo-
nents in the mixture, n; is the number of moles of component 4, u; is the
chemical potential of component ¢ in the mixture, and S is the total number
of components in the mixture. Considering the standard state as an ideal
gas, the chemical potential at any temperature and pressure is obtained
from [20, 142]:

Yipi (9.5)

with R the universal gas constant, y; is the mole fraction of component ¢,
and ¢; is the fugacity coefficient of component . The fugacity coefficient can
be obtained from experimental volumetric data or an Equation of State [8].
Using the PR-EoS, ¢; is obtained from Eq. A90. Combining Egs. 9.4 and 9.5
yields:

S S
Gt =S ngu® + RTS nyn 28 9.6
; il ZZ; 1 Po ( )
At chemical equilibrium, the function G* reaches a minimum. In a closed
system, the minimization of Eq. 9.6 is subject to the constraints of the
material balance [2, 117, 312]. In other words, the number of moles of each
atom type remains constant during the reaction. For k types of atoms in the
mixture, k independent mass balance equations are applied as constraints:

S
=1

with A the number of atoms of type k, and «;; is the number of atoms of
type k present in molecule type i. Therefore, calculating the mixture compo-
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sition at chemical equilibrium is reduced to minimizing Eq. 9.6 subject to the
constraint of Eq. 9.7. The objective function, Eq. 9.6, is minimized using the
function fmincon implemented in the MATLAB Optimization Toolbox [506].
In every iteration, the Peng-Robinson Equation of State (PR-EoS) [7, 8,
151] is used to evaluate the fugacity coefficients ¢; (Eq. A90). The mixture
parameters are based on pure component parameters and van der Waals mix-
ing rules [330, 382]. Parameters used for PR-EoS are provided in Table A7.
The effect of the Binary Interaction Parameters (BIPs) are negligible for
gaseous mixtures at high temperatures [20]. Therefore, the BIPs are set
to zero in this work. Further details of the PR-EoS modeling are provided
in appendix A.5. The standard Gibbs energies of Reactions R6 to R9 at
P° are obtained based on the computed chemical potentials of individual
components, Eq. 9.3, and the corresponding stoichiometric coefficients of
the reaction:

S
AGY = i (T) (9.8)
i=1

with 1; the stoichiometric coefficient of component ¢. The standard reaction
enthalpy AH; is directly computed using the Gibbs-Helmholtz equation [4]:

OAGS)T AH®
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9.4 Results and Discussion

9.4.1 Main reactions

In Fig. 9.2, the values for AG, and AH, (Egs. 9.8 and 9.9) are plotted
as a function of the temperature. The data in Fig. 9.2 are obtained for
Reactions R6 to R9. The Gibbs energies are provided in Table A6. For
more details on the computing of AG, and AH, , the reader is referred to
appendix A.2.2 and A.2.1. The SRM reaction, R6, is endergonic, AG.. > 0,
at temperatures below T' = 880 K [474] and exergonic, AG, < 0, at tem-
peratures above T' = 880 K. This indicates that the syngas production in
the SRM reaction is favorable at high temperatures. The FA decomposi-
tion reactions, R8 and R9, are also endergonic for the temperature range
of T' =400 K to T' = 1400 K. Therefore, thermodynamic equilibrium fa-
vors high conversion of FA to water, hydrogen, carbon dioxide and carbon
monoxide at high temperatures [133, 134]. The WGS reaction is endergonic
at temperatures above T'= 1100 K. At high enough temperatures, higher
conversion of carbon dioxide and hydrogen to carbon monoxide and water
is favored [507, 508]. The reaction enthalpies are calculated directly from
the Gibbs-Helmholtz equation, Eq. 9.9. From the reaction enthalpies, AH,
it is clear that Reactions R6 and R8 are endothermic and Reactions R7
and R9 are exothermic.

The Gibbs minimization method is used to compute the syngas equi-
librium composition for the SRM and WGS reactions, R6 and R7. The
reaction is studied with an equimolar feed mixture of water and methane,
H,0:CH4 = 1:1, in the temperature range of T'= 800 K to T"= 1500 K, at
P =1 bar and P = 25 bar. The results are shown in Fig. 9.3. As expected,
the Hy:CO molar ratios in the syngas are larger than three for the two pres-
sures. It follows from Fig. 9.3 that full conversion of methane is achieved
at T'= 1200 K at P = 1 bar, while nearly full conversion of methane at
P = 25 bar is not achieved until temperatures above T" = 1500 K. For both
pressures, low concentrations of carbon dioxide are observed in the syngas
mixture at high temperatures. This is because the WGS equilibrium shifts
towards carbon monoxide and water at high temperatures [435, 507-509)].
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Figure 9.2: (a) Standard Gibbs energies of reaction and (b) reaction enthalpies for Reactions R8
and R9 (per mole of FA), R6 (per mole of methane) and R7 (per mole of water) as a function
of temperature at P° = 1 bar. The equilibrium constant is related to the Gibbs free energy
change of the reaction [2, 4]. The symbols indicate: SRM (downward-pointing triangles), WGS
(circles), Dehydration of FA (squares), Dehydrogenation of FA (upward-pointing triangles). A
dashed line is used as a reference line at zero. Standard Gibbs energies of carbon monoxide,
water, carbon dioxide, hydrogen, FA are provided in Table A6.
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Figure 9.3: Equilibrium composition of syngas as a function of temperature computed using
the Gibbs minimization method (Reactions R6 and R7). (a) at pressure of 1 bar and HoO:CHy
= 1:1 and (b) at pressure of 25 bar and HoO:CH4 =1:1. In both subfigures: mole fractions
of hydrogen (squares), mole fractions of carbon monoxide (circles), mole fractions of methane
(downward-pointing triangle), mole fractions of water (diamonds), and mole fractions of
carbon dioxide (upward-pointing triangles).



218 ForMIiC AcID

9.4.2 FA combined with the SRM process: SRM-FA

To reduce the carbon-footprint of hydrogen and syngas production,
alternative process schemes need to be developed. In Fig. 9.4, we propose a
process scheme in which FA is combined with the SMR process to provide
a wide range of H, to CO ratios. In this way both the CH4:H,O and the
HCOOH:H5O molar ratios can be varied. By using essentially both CH,
and CO, as the C; feedstock the overall consumption of methane will be
reduced.

For existing hydrogen and syngas production processes, there are two
sources of carbon dioxide. To obtain the required product specifications
for the hydrogen or the syngas, pressurized carbon dioxide is removed
from the SRM and the WGS processes. Additionally, carbon dioxide is
produced during heat generation and is present in the flue gas stream. The
pressurized carbon dioxide stream from the existing hydrogen or syngas
production units can be used as feedstock for the synthesis of FA, for both
the electrochemical conversion or for the hydrogenation of carbon dioxide.
It should be noted that large scale conversion of carbon dioxide to FA is
not yet available. The advantage of the electrochemical route is that the
product will be an aqueous FA stream. Various aqueous FA solutions, with
different FA wt%, can be fed to the SRM-FA process, where the final syngas
composition can be adjusted by the operating conditions for the pressure
and temperature.

From the SRM process, syngas with a molar ratio of Hy:CO =3:1 is gen-
erally obtained. However, for most applications a lower H2:CO molar ratio
is required, see Fig. 9.1. To assess the potential of FA as a carbon monoxide
carrier, the thermodynamic equilibrium of combining the FA decomposition
reactions and the SRM reaction was evaluated. The composition of the
feed mixture was defined by the molar ratio between water and methane,
H50:CHy, and varying the molar ratio between FA and water, HCOOH:H5O.
Two cases for the HyO:CH, molar ratio are considered, H,0:CH, = 1:1 and
H50:CH, = 2:1. For the FA, a HCOOH:H50O molar ratio in the range from
0.49 to 5.66 has been used, see Table 9.1. The equilibrium composition of
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Figure 9.4: Comparison between a typical SRM layout and the layout for the proposed
combined SRM-FA process. In the exiting SRM process, steam reforming is followed by the
WGS process to adjust the Hy:CO ratio. In the alternative process, first FA is synthesized, and
second the FA is added to the SMR to adjust the Hy:CO ratio. FA can be synthesized either
by electrochemical conversion of CO, [414-418] or by conventional catalytic hydrogenation
of CO, [137, 423].
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Table 9.1: Different molar ratios of FA in FA-water mixtures used in the reactant feed. The
corresponding mole percentage and weight percentage of FA (wt%) in the mixture is calculated
based on the molar ratio between FA and water. The molar ratios between water and methane
used in the simulations are H,O:CH,; = 1:1 and H,O:CH, = 2:1.

0.11 10 22
0.49 33 56
1.00 20 72
1.50 60 79
5.66 85 94

the syngas is calculated using the Gibbs minimization method based on
Reactions R5 and R6.

The results for the equilibrium syngas composition for the temperature
range of T'=900 K to T"= 1500 K at P = 1 bar are shown in Fig. 9.5, and
the results for P = 25 bar are shown in Fig. 9.6. At P = 1 bar, full conver-
sion of methane is achieved at temperatures up to 7' = 1100 K. By increasing
the temperature further, the equilibrium favors conversion of hydrogen and
carbon dioxide to water and carbon monoxide. This is in agreement with
the equilibrium of the WGS reaction at high temperatures [128, 508, 510].
In addition, thermodynamic equilibrium favors complete FA decomposi-
tion (R5) in this temperature range. This leads to an increase in the mole
fractions of water, carbon dioxide and carbon monoxide compared to the
SRM-WGS process. Since the mole fraction of hydrogen is decreasing with
the increase in temperature, contrary to the mole fraction of carbon monox-
ide, different Hy:CO molar ratios are obtained at different temperatures.
The results show that by feeding FA to the SRM process, the equilibrium
composition of the product syngas can be adjusted by changing the con-
centration of FA in the reactant feed. Future studies should investigate
the effect of different types of catalyst for the combined SRM-FA process
at different temperatures. The proposed method for adjusting the Ho:CO
ratio by using FA is not limited to the methane steam reforming process.
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Figure 9.5: Equilibrium composition of syngas as a function of temperature obtained by
co-feeding FA to the SRM reaction at 1 bar and H2O:CHy4 = 1. The Gibbs minimization
method is used to obtain the syngas equilibrium composition using on Egs. R5 and R6. Initial
mole fraction of FA relative to the mole fraction of water: (a) HCOOH:H20 = 0.49, (b)
HCOOH:H,0 = 1.00, (¢) HCOOH:H20 = 1.50, (d) HCOOH:H20 = 5.66. In all subfigures:
mole fractions of hydrogen (squares), mole fractions of carbon monoxide (circles), mole
fractions of methane (downward-pointing triangle), mole fractions of water (diamonds), mole
fractions of carbon dioxide (upward-pointing triangles), and mole fractions of FA (crosses).
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Figure 9.6: Equilibrium composition of syngas as a function of temperature obtained by co-
feeding FA to the SRM reaction at 25 bar and HoO:CH4 = 1. The Gibbs minimization method
is used to obtain the syngas equilibrium composition based on Reactions R5 and R6. Initial
mole fraction of FA relative to Reactions mole fraction of water: (a) HCOOH:H»O = 0.49, (b)
HCOOH:H,0 = 1.00, (c) HCOOH:H,0 = 1.50, (d) HCOOH:H20 = 5.66. In all subfigures:
mole fractions of hydrogen (squares), mole fractions of carbon monoxide (circles), mole
fractions of methane (downward-pointing triangle), mole fractions of water (diamonds), mole
fractions of carbon dioxide (upward-pointing triangles), and mole fractions of FA (crosses).
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First, it can be used in any process where adjustment of the Ho:CO ratio
is required, see Fig. 9.1. Examples of this include: autothermal reforming,
partial oxidation, gas-to-liquid technologies, naphtha reforming, biomass
gasification etc. Second, formic acid can be used for energy storage by the
use of fuel cells and formic acid reformers, to generate hydrogen, heat and
electricity.

Carrying out the SRM-FA process at P = 25 bar changes the equilibrium
composition of the reacting system, such that higher temperatures are
required to fully reform methane and to reduce the carbon dioxide content in
the syngas. This is in agreement with the Le Chatelier’s principle [511, 512]
which states that an increase in the pressure leads to a change in equilibrium
composition to a new state in which fewer molecules/moles are present. Here,
the thermodynamic equilibrium is shifted towards water, carbon dioxide
and methane (R6) at low temperatures. Therefore, higher temperatures are
required to reduce the methane and carbon dioxide concentrations in the
syngas.

Based on the results shown in Figs. 9.5 and 9.6 it is clear that the con-
centrations of hydrogen and carbon monoxide can be adjusted by changing
the FA concentration in the reactant feed. To have a clear overview of this
principle in Fig. 9.7, the Hs:CO molar ratios in the syngas are plotted as a
function of the composition of the reactant feed in the temperature range of
T =800 K toT =1500 K at P =1 bar and P = 25 bar. The composition
of the reactant feed was obtained by adjusting the HCOOH:H20O molar
ratios between 0.11 and 5.66. Results shown in Fig. 9.7a and Fig. 9.7b
correspond to HoO:CH4 = 1:1 molar ratio in the reactant feed at P = 1 bar
and P = 25 bar, respectively. The results shown in Fig. 9.7c and Fig. 9.7d
correspond to HoO:CH,4 = 2:1 molar ratio in the reactant feed at P = 1 bar
and P = 25 bar, respectively.

Thermochemical equilibrium calculations clearly show that Reactions R5
and R6 can be combined to produce syngas with an adjustable Ho:CO molar
ratio ranging from one to three. The Hy:CO molar ratio can be adjusted
by changing the HCOOH:H>O:CHy4 ratio in the reactant feed at different
temperatures. At high pressures, higher temperatures are required to reduce
the concentration of methane and carbon dioxide in the product syngas, as
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Figure 9.7: Different equilibrium syngas compositions (H2:CO ratios) are obtained by co-
feeding FA to the SRM reaction at different pressures and temperatures. (a) P = 1 bar,
H20:CHy =1 (b) P = 25 bar, HO:CHs =1, (c) P =1 bar, H,O:CHy = 2, (d) P =25
bar, HoO:CH4 = 2. In all subfigures, the initial mole fraction of FA relative to the mole
fraction of water: HCOOH:H,O = 0.11 (downward-pointing triangles), HCOOH:H,0 =
0.49 (diamonds), HCOOH:H;O = 1.00 (circles), HCOOH:H,O = 1.50 (squares), and
HCOOH:H>0 = 5.66 (upward-pointing triangles).
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shown in Fig. 9.6. However, adjusting the Ho:CO molar ratio in the syngas
can be achieved at any temperature and pressure.

9.5 Conclusions

To adjust the Ho:CO molar ratio during syngas production, FA de-
composition can be combined with the steam reforming of methane. The
option to use FA as a syngas source is exploited by combining the two
FA decomposition reactions at high temperatures. Essentially, FA can be
considered as a combined hydrogen and carbon monoxide carrier. Thermo-
dynamic equilibrium calculations show that the syngas composition can be
controlled by adjusting the HCOOH:H20:CHy ratio in the reactant feed.
It is possible to obtain different Ho:CO molar ratios between 1 to 3 in the
product syngas. At higher pressures, higher temperatures are required for
complete methane conversion and reducing carbon dioxide content in the
syngas. Based on our results, it can be concluded that co-feeding FA to
the SRM reaction can potentially reduce the traditional SRM and WGS
processes from a two-step process to a single-step process able to produce
syngas with adjustable Ho:CO . The proposed SMR-~FA process based on
CO, re-use may open up a range of new applications for formic acid.
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A.1 Partial Molar Properties in the CFCNPT
Ensemble

A.1.1 Partial Molar Enthalpy in the NPT Ensemble

The partition function of a mixture of S distinguishable types of
monoatomic components equals [14, 15]

S
_ 1 N N N
Qi =P [ iy Javv¥ep(-5pv) [[asV expl-5U(s", V)] (A1)

This equation can be extended to mixtures of polyatomic molecules by
simply multiplying by the ideal gas partition function of each polyatomic
molecule (excluding the translational part) [4, 173]. As this only changes
the reference state of the ideal gas contribution of partial molar properties,
all derivations in this document are based on the formulation of Eq. Al. In
this equation, U is the potential energy of the system, 5 = 1/(kgT), kp
is the Boltzmann constant, s are the reduced coordinates of molecules in
the system, V' is the volume of the system, A; is the thermal wavelength
of a molecule of type i, N; is the number of molecules of type i, P is the
imposed pressure, and N is the total number of molecules present in the
system:

N=>"N; (A2)

Following Frenkel, Ciccotti and co-workers [150, 153], we can compute
partial molar properties by calculating the ratio between partition functions
with different number of molecules. We can write the partition function of
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Eq. A1 when one additional molecule of type A is added to the system:

QNAJ’_l:N'L';ﬁA:PaT =

S
1 1 N+1 _
BPZ.Ul APVENGL AR (NA+1) /dVV P [=APV] (A3)

X /dsN exp[—BU(sN,V)]/dsAJr exp[—BAUA+(sA+,3N7V)]

8t is the reduced coordinate of the additional molecule in the system,
and AU is the interaction potential of this molecule with the rest of the

system. The ratio between partition functions in Eq. Al and Eq. A3 equals

QNA+17Ni;£A7P7T _

QN,.PT
SE 1/A3 N
szl_ll NN N / dVVNV exp [-BPV] "
X /dsN exp[—BU(sN,V)]/dsAJr exp[—ﬁAUAJ“(sA*,sN,V)}
BP H IS ’N' J AVVNexp [-BPV] [ dsN exp[—BU(sN, V)]
i=1
_ 1/A}
- NA +1
S
_ . N f—
BPH [ o / AVVNV exp [-3PV] )
/ds exp[—SU (s /dsAJr exp[—BAUA (s4F sV V)]
SP H J AVV N exp [-BPV] [ dsN exp[—BU(sV, V)]

= lA ZN'
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In terms of an ensemble average, we have

QNA+1,N, 0, PT _ 1/A3
Qn, PT Na+1

(Vexp [—ﬁAUA+]> (A6)

N;,P,T

We know that in the NPT ensemble, the chemical potential of species A
equals [14]

1 QNA+1,N,44 PT>
=——In R A7
i B < QN,.PT (A7)
Combining Eq. A7 and Eq. A6 leads to
N 3
1 (@)/ AVl < BPV A >
=— |In—~—| — = |In{ =—exp [-pAUN A8
KA 3 Na 1 3 N p[-8 ] vpr (A8)
The ideal part of the chemical potential equals [14]
N 3
id:_i 1 (’BP)/AA A9
Ha 3 n Np + 1 (A9)
The excess part of the chemical potential is [14, 150]
1 PV
ps = —=|In <ﬁ exp [—ﬁAUA+]> (A10)
B N N,PT

These expressions for the chemical potential are in agreement with Ref. [14].
In principle, this expression can be split into an ideal gas part and an excess
part, see Eq. 2.9. The finite-size effect of the ideal gas part can be corrected
using the procedure outlined in [164]. The partial molar enthalpy ha and
chemical potential of species A are related by

z oH OBpa
b= ()~ ()
ONa T,P,N;z op PN;
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For convenience, ha is expressed per molecule instead of per mole. In
Eq. All, H is the enthalpy of the system, pua is the chemical potential
of component A, P is the imposed pressure, and T is the temperature of
the mixture. It is important to note that the thermal wavelength (which
appears in the ideal gas part of the chemical potential) is a function of
as well [15]:

8% h
A= Nz (A12)
Combining Egs. A9 and A12 leads to
N
pid — _g In <57P>/ B3/2h3
8/8 Nay1 /! /8r3m3
_ | 1_3pe”
B B2 (A13)
_ [_1 _ 3}
g2p
_ 5
2

in which contribution of the thermal wavelength is 3/(23). For the excess
part of the partial molar enthalpy, we combine Eqs. A10 and A1l and take
the derivative with respect to 3

Hex _ <8IBM‘X(> :_8'8
A 9 /) pn, <% exp [—,BAUA+]>
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Writing out the ensemble average leads to

7 ex

ex
/ AVVNELY exp[—BPV] / ds™ exp[—BU (N, V)]
% X /dsAJr exp[—BAUAT (s4F, sV, V)] (A15)

JAVV N exp [-BPV] [ dsN exp[—BU (sV, V)]
<ﬁp% exp [—BAUA+]>

Ni7P7T

The configurational part of the partition function of Eq. A1l is defined as
qN, PT = /dVVN exp [-BPV] /dsN exp[-BU (s, V)] (A16)

Taking the derivative with respect to 8, Eq. Al5 leads to

e
1
B <% eXp[—/J’AUA*]> "

N;,PT

/ AVVNERY oxp—BPV] / ds™ exp[—BU (sV, V)]

% X gN;,P,T
y / ds™ exp[— BAUM (52, N, V)] (A17)
(qu7P,T)2
[ vV expi-pPY) [ as® expl-gu ()
94n; PT

FERS N
X /dsAJrexp[—BAU Hsh SN V)]

L (qu',P,T)2 .
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1
=— X

<,(31-% exp[—ﬁAUA+]>

N;,PT

S expl-BPV] [ ds* expl-5U (¥, V)
AVVNEEL . o

&
X /dsA+ exp[—ﬁAUA+(sA+,sN,V)]
qN;,PT
o)
N_\ N N N
/dVV 5 exp}ﬂPV]/ds exp[—pU(s™, V)]
X /dsA+ exp[—BAUAT (sAF, sV, V)]
+
4N;,P,T
/dVVN’BP% exp[—SPV] /dsN exp[—BU(sV, V)]
8q1\g/,3p,r X /dsAJr exp[—ﬂAUA+(sA+,sN,V)]

X
L qnN;,P,T 4qnN;,PT

(A18)
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1 1
=— X X

(R exp[-BAUM)) aN. P

exp[—(PV] /dsN exp[—BU(sN,V)]x
X
/dsAJr exp[—BAUAT (s2F, N, V)]

+ / AVVNL x 2L exp[—BPV] / ds™ exp[-BU(sN, V)] (A19)

X /dsA+ exp[—BAUAT (s2F, sV, V)]
- / dvVN(—U(s™,V) — PV)exp[-3PV] / ds™ exp[—BU(sV, V)] x

/dVVNBP% exp(—(PV) /dsN exp[—BU(sN,V)]x

qn;,P,T /dSA+ eXp[—ﬂAUAJr (SAJr’ SN7 V)]

[—AUAM —U(sN,V) — PV]exp [—6AUA+]>

<ﬁ PV exp [—5AUA+]>

N;,P,T

No P (A20)
v exp[—ﬁAUA+]>

Nivva

<BJ%V eXp[_ﬂAUAJFDNi,P,T
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The partial molar excess enthalpy of component A in the NPT ensemble of
a multicomponent mixture equals
1
X="3
((AUA +U(sN, V) + PV)V exp [-BAUAT]
(Vexp[-BAUA )\, pr

(A21)

) >N“P,T _ <U(SN7V) +PV>N“P,T

The energy of the system with one additional molecule of component A can
be expressed as

UM V) = AUM + UV, V) (A22)
We can write Eq. A21 as
7ex __ _l
ATB
{((U(NHL, V) + PV)V exp[-BAUA])

(Vexp[-BAUM )y, pr

(A23)
NPT (U(sN,V) + PV)

N;,P,T

This is the result that Frenkel, Ciccotti and co-workers previously found [150,
153]. It is instructive to show that A equals zero for an ideal gas. Since
intermolecular interactions for an ideal gas are zero, for an ideal gas Eq. A23
reduces to

_ 1 PV?)
hf:—*‘i‘m—UDV)N})T

B VIn.pr v

) (A24)
_ L p [V
B V)n.pr e BT
For the average volume (V') \. p7 we can write
J5S VNV exp[-BPV]dV

v = A25
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Both integrals in the nominator and denominator can be solved analytically
according to

o N!
/0 2N exp[—az]dz = prEsy (A26)
Therefore, we have
_ (N1 n ) _N+1
Similarly, for the term <V2> N, pp We have

[ VNV2exp[-BPV]AV

V2 = A28
< >Ni7P’T IS VN exp[-BPV]AV (A28)
_ [ _(N+2)! N!
N <(BP)N+2) / ((BP)N)
_ (N+2)(N+1)
(BP)*
Combining Eqs. A24, A27 and A28 leads to
T (N+2)(N+1)/(BP)*> N+1
AT N +1/3P 3P
1 [N+2 N+1} (A29)
—__4p -
B pP sP

=0

This is the expected result.
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A.1.2 Partial Molar Volume in the NPT Ensemble

We know from thermodynamic relations that the partial molar volume
of component A in a mixture of S components equals [8, 150, 153]

_ ov > (c’mA)
o = = (=2 (A30)
(8NA T,P,N;xa op T,N;

For convenience, partial molar properties are considered per molecule in-
stead of per mole. In Eq. A30, V' is the volume of the system, N; denotes
the number of molecules of component 4, ua is the chemical potential of
component A, P is the imposed pressure, T is the temperature of the mix-
ture, 5 = 1/(kgT), and kp is the Boltzmann constant. Following Frenkel,
Ciccotti, and co-workers [150, 153], combining Eqs. A8 and A30 leads to

10 lln (%)/Af’a] 10

3P

YAT TP Na+1 N

In </8PV exp [—BAUA+] >

N; ,P,T:|

1 1 a%<PV exp [*5AUA+}>Ni,P,T

" BP B | (PVexp[-BAUM)y pr } (A31)
1 1 <Vexp [*[’)AU/H] >N,,p,T + P x 8%<V6Xp [*/3AUA+} >N1,P.,T

“pP B P x (Vexp [-BAUA) \. pr }

1 2(Vexp [-BAUAY] >N,v,P,T

T8 T (Vexp [BAUM )y, pr

Starting from 8% (Vexp [-BAUAT]
average

> N, pp » We write out the ensemble
19 K

i<V exp [—BAUM]

opP >Nl~,P,T =

N N N
, /dVV Vexp[—ﬁPV]/ds exp[—pU (s, V)] (A32)

oP X /dsAJr exp[—BAUA (s4F sV V)]
[ AVV N exp [-BPV] [ dsN exp[—BU (sVN, V)]
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_@ /dVVNV exp[—(BPV] /dsN exp[—ﬁU(sN,V)]

9P X gN;,P,T
X /dsA+ exp[—BAUM (s2F, sV V)
2
_ (QNi,P,T) (A33)
/ dVVNV exp[-BPV] / ds™ exp[-BU (s, V)]
9qn;,,P,T
oP

X /dsAJr exp[—ﬁAUA+(sA+,sN,V)]

L (gn,p1) i

i , / dVVNV exp[-BPV] / ds™ exp[-BU (s, V)]

apP
X /dsAJr exp[—BAUA (sMF, sV V)]

_ 4qN;,P,T (A34)
/ dVV NV exp[-BPV] / ds™ exp[—pU (s, V)]

9n;, P X /dsA+ exp[—BAUM (s2F N V)]
oP
X

qN;,P,T qN,,P,T
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1
= X
qN;,PT

/ AV (-BV?) exp[-BPV] / ds™ exp[-BU (sV, V)]

/ ds? exp[-BAUAT (s2F, sV, V)]

) (A35)

dN;,P,T

- / AVVY (ZBV) exp[—BPV] / ds™ exp— AU (s, V] x

X / AVVNV exp[-BPV] / ds™ exp[—BU(s", V)]

X /dsA+ exp[—BAUAT (s2F, sV, V)]
In terms of ensemble averages, we can write

8%<V exp [—BAUA+]
<_BV2 exXp [_BAUAJr] >Ni,P,T
—(=BV)N, pr X (Vexp [_/BAUA+]>Ni,P,T

Combining Eq. A36 and Eq. A31 leads to

VA = —%X
(=BVZexp [~BAUAY] >Ni’P’T +(BV) . pp X (Vexp [—BAUAT] >Ni,P’T (A37)

(Vexp [-BAUA )y, pr

>NZ~,P,T =
(A36)

The partial molar volume of component A is [150, 153]

= <V2 eXp [_BAUAJF} >N¢,P,T
AT Ve [—BAUAM) y, pr Wi pr (A38)

This expression is identical to the one derived by Frenkel, Ciccotti, and
co-workers [150, 153]. For an ideal gas, we can calculate the partial molar
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volume analytically. Since there are no intermolecular interactions between
ideal gas molecules, we can write

— <V2>Ni,P,T o

VA = <V>Ni,P,T (A39)

VN, pr

Combining Eqs. A27, A28 and A39 leads to

. (N+2)(N+1)/(BP)® N+1
VA= (N +1)/8P 3P

(A40)

This expression is the well-known result for the partial molar volume of an
ideal gas.
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A.1.3 Partial Molar Enthalpy in the Continuous Fractional
Component NPT Ensemble

The partition function of the NPT ensemble of a mixture of S compo-
nents, expanded with a fractional molecule of component A equals [38, 42,
43, 142, 178]

S

i=1

< [ 4 expl-pU(", V)] [ dsfacexpl-BUKelster ¥ A V)

Qcrcener = BP

1
X Aig / d\ / dVV N+l exp [-BPV]
A J0 (A41)

s indicates the scaled coordinates of molecules in the system, IV is the total
number of whole molecules, and the fractional molecule is distinguishable
from whole molecules of the same type. Uf‘;“ac is the interaction potential
of the fractional molecule with the rest of the system, and A is a scaling
factor. The value A = 0 means that the fractional molecule of type A has
no interactions with the surrounding molecules, and at A = 1 the fractional
molecule has full interactions with other molecules in the system i.e. the
fractional molecule behaves as a whole molecule. Before deriving expressions
for partial molar enthalpy and partial molar volume, we show that the
chemical potential of component A corresponding to the conventional NPT
ensemble (Eq. A7) can be computed in the CFCNPT ensemble and the
result is identical. Following Refs. [38, 142], we can write

V/A?/)X CFCNPT
BP £ 1/A3 1
A N+1
‘ davv < ) exp [-BPV] x
QCFCNPT }:[1 A;?’Nl N;! / V/A?/)&

/dsN exp[—ﬂU(sN, V)] /dséac exp[—ﬂUf?aC(séac, Ao, sN, V) =

BP 1

3N;
QCFCNPT i=1 Ai ‘N;!

(A42)

/dVVN exp [-BPV] /dsN exp[—BU (s, V)]
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and
(F31) coonon ™
Na +1/crener
S
1/A3
or 3/N,A /dVVNHleXp [-BPV] x (A43)
Qerener 1 AN Na+1

/ ds™ exp[— AU (sV, V)] / dsidye expl— AU (sher s A T 1, V)]

0x—1 denotes the probability of A approaching one, and dy—q the probability
of A approaching zero. Combining the ensemble averages from Eqs. A42
and A43, we have

()
Natl/crener _
()
V/AL /crenpT
S
[T v > xS VYV exp [=BPV] [ dsV T exp[—BU (N, V)]
i=1 " i
S

[[1 A;,Nﬁ, N [ AVVN exp [-BPV] [ dsN exp[—BU(sN, V)]

(Ad4)

The ratio between these ensemble averages equals the ratio between the
partition functions of the conventional NPT ensemble in which one system
has an additional molecule of type A

dr=1 >
<NA+]- CFCNPT _ QNA+1,NZ'¢A,P,T

< Ox=9 > QN,.PT
VIAX [ creNPT

Therefore, with Eq. A45, we have shown that the chemical potential in the
conventional NPT ensemble and the CFCNPT ensemble are the same by
definition, so we have

(A45)
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(1)
[a = —éln <NA+1 CFCNPT

(A46)

5A:§) >
V/ALX [ crenpT

For sufficiently large systems, Ay, V, and Nj are uncorrelated [38], so
therefore

~ 1 Na+1 (ox=1)crenpT
A _B = S S— % 0x=0)crCNPT
<V/A?A >CFCNPT (A47)
~_ 1 (<V>CFCNPT> 1 (pO‘A“)>
B \AL(Na+1)/) B \p(ha 0

In the above equations, p(Aa T 1) denotes the probability of Ap approaching
one, and p(Ap | 0) denotes the probability of Ay approaching zero. The
first term on the right hand side of Eq. A47 is the ideal gas part of the
chemical potential of component A, and the second term is the excess
chemical potential of component A. Therefore, the excess chemical potential
is directly related to the probabilities of Ay approaching one and zero [38,
142]. Similarly, we can write the partial molar enthalpy and partial molar
volume in the conventional NPT ensemble as averages in the CFCNPT
ensemble. Here, we derive expressions for the ensemble averages of Eq. A21
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in terms of averages in the expanded ensemble. Starting from the term
(Vv exp(—ﬂAUA+)>N_ pp s We can write

<5A:1>CFCNPT _

<5/\=0/V >CFCNPT

exp [-BPV] / ds™ exp[—BU(s™, V)]

£P 1§[ S [ AV

QCFCNPT
1=1

< [ st expl-BUR (st ¥ AT LV

exp [~ BPV] / ds® exp[-BU (s, V)]

5P 1/A
QcFeNPT il;ll A

A [AVYNHY T
X /dsﬁac eXp[_BUfﬁac(Sgam SN)‘ \L 07 V)]

s exp [—BPV]/dsN exp[—BU (sV, V)]
BP 1] —v— f dVVNV x
' X /dséacexp[ BUfrac(Sfram /\Tl V)]

8P ]§[ T deVN exp [—BPV] [ dsN exp[-BU (sV, V)]
i=1

= <VeXp(*ﬁAUA+)>N,,P,T

(A48)
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For the second ensemble average (U(s™,V) + PV')
can start from

(Or=0 (U/V_+ P))crenpr _
{0x=0/V )crenpr

NPT in Eq. A21, we

(UGN, V)/V + P)exp|—BPV]

QcrcenpT i A? i N,

BP 1‘—9[ 1{VA§ [avyN+ x/dsNexp U(s™, V)]

X derac GXp IBUfraC(SfAram 7>‘ \L 07 V)]
V- 1exp[—5PV]
gP ﬁ 1/A3 [AVy N+ x/ds exp[—BU(sV, V)]

3N;
QcrenPT i AN

X /dsfrac exp[_ﬁUfrac(sf[?am SN? A \L 07 V)]

s . (UGN, V) + PV) exp[—BPV]
BE zH1 AN Javv X /dsN exp[—BU(sV, V)]
ﬂP Hl A deVN exp[—BPV] [ dsN exp[—BU(sN, V)]

= <U ’V + PV>NZ~,P,T
(A49)
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For the third ensemble average
((AUM + U(sN,V) + PV)V exp[-BAU*])  ppp in Eq. A21, we have

(0r=1 (Ue T U+ PV)) cpenpr _ (A50)
(Ox=0/V )crenpr

(UR o +U(N, V) + PV) exp[—BPV]
X /dsN exp[—BU(sV, V)]

X /dséac CXp[_ﬂUéac(séac» st A T 17 V)}

LT _— LAV

QcronpT i A

A51
vV~ exp[-BPV] ( )
S
QCFﬂCPNPT 131 Al/AA deVNJrl 8 /dSN GXP[—ﬁU(SN, V)]
x /dséac exp[_ﬁUfﬁac(séaW 5N7 A \L 0, V)}
(Ufhe +U(sN, V) + PV) V exp[-BPV]
5P Tl i paves | * [ a5 el V)]
b (A52)
x /dsgac exp[ BUfrac(Sfrac’ )‘T 1 V)]
- 5
BP 1] —=v— IS 1N' J AVV N exp[—BPV] [ dsN exp[—BU(sV, V)]
i=1
Similar to Eq. A22, we can define the total energy of the system at A =1
(A53)

U(sNL V) =UR, + U (Y, V)

Uff‘ac is the interaction potential of the fractional molecule with the surround-
ing molecules. U is the total energy of the system including the fractional
molecule which has full interactions with the rest of the system at A = 1.
The ratio in Eq. A52 equals the ensemble average in the conventional NPT
ensemble as shown in Eq. A21. Combining Eqgs. A50 and A52 leads to

(0a=1 (U + PV))cronpr N+1 ol Ad
(Or=0/V )crenrer (UTTLV) + PYIV exp[=BAU) y pr (AB4)
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Therefore, the two ensemble averages yield identical results. Combining
Eqgs. A48, A49 and A54 with Eq. A21 yields

(Or=1(U+PV))
sex _ 1 n Brmo/V Toroner _ {0=0 (U/V + P))crcnpr
A ﬂ <6)\:1>CFCNPT <6)\:0/V >CFCNPT
(0x=0/V )cronpT

1 n (Ora=1 (U + PV))crenpr (=0 (U/V + P))cponpr (AB5)

B (6x=1)crenpr (6x=0/V )cronpT
1 (H/V (Aa 1 0) )crenpr

=3 +(H A T D)cronpr — (1/V(Aa 4 0) )eronpr

(H(AA T 1)) cponpr is ensemble average enthalpy of the system in the limit
at which A approaches one. (H/V (Aa | 0))cpenpr is ensemble average
of the ratio between the total enthalpy and the volume of the system
in the limit at which Ap approaches zero. It is important to note that
the assumption (H (Ax 1 0)) ~ (H/V (A 4 0))/{1/V(As 1 0)) leads to an
incorrect answer for an ideal gas as can be seen from Eqgs. A24 and A29.
A typical plot for ensemble averages in Eq. A55 is shown for LJ system
in Fig. A1l




A.1 PARTIAL MOLAR PROPERTIES IN THE CFCNPT ENSEMBLE 249

1232 : :
0 0.2 0.4 0.6 0.8 1

A

Figure Al: Ensemble average (H (X)) (line) and ensemble average (H/V)(A)/(1/V)(\)
(dashed line) in the CFCNPT ensemble simulation of a binary color mixture (50%-50%)
consisting of 200 molecules. Temperature, reduced pressure and reduced density of the
mixture are T = 2, P* =9 and (p*) = 0.880, respectively.
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A.1.4 Partial Molar Volume in the Continuous Fractional
Component NPT Ensemble

Similar to the partial molar enthalpy, we can write the averages of
Eq. A38 in terms of averages in the expanded NPT ensemble. We already
know that the denominator of Eq. A38 can be expressed as an ensemble
average in the expanded NPT ensemble, as shown in Eq. A48. For the
ensemble average in the nominator of equation Eq. A38, we can start from

<5/\=1V>CFCNPT _

<6/\:0/V >CFCNPT

exp [PV [ ds¥ expl-5U (Y. V)
X /dséac CXp[_ﬁUfﬁaC(SfAram 8N7 A T 17 V)]

exp [-BPV] / ds™ exp[-BU (s, V)]

5P ﬁ S

p— 3N;
QcrenpPT i AN

[avv Ny

BP ﬁ 1/AA deVN+1V 1

werenrt =t A X /dséac eXp[ 5Ufmc(5fr1c’ )‘ \l, 0 V)}
exp [-8PV] /dsN exp[—BU(sN,V)]
BPH A LN'deVNVQ
i < [ st el U (e ¥ AT 1Y)
BP 1‘[ [AVVN x (exp [-BPV] [ dsN exp[-BU(sN,V)])

i 1A lN'

<V2 exp [_BAUAW >Ni,P,T
(A56)
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For the second term on the right hand side of Eq. A38, we can start from

(0r=0)cronpT
<6/\:0/V >CFCNPT

exp [-BPV] / ds™ exp[—BU(sN, V)]

S
8P 1/A3
QcroneT 1:[ A?’Ni?\fi! deVN+1 R N .
=t X /dsfrac eXp[_ﬁUfrac(Sfracv SN? A l, 07 V)]
s exp [—SPV] /dsN exp[—[)’U(sN, )]
BP H 1/A deVN'HV 1
QcrenpT i A Ni 1 A
X /dsfrac eXp[ BUfraC(Sfraci )‘\LO V)}
S
H ZN' deVNV exp [-BPV] fdsN exp[—BU(sV, V)]
. i=1 A
- S
H ZN' JAVV N exp [-BPV] [ dsN exp[—BU(sV, V)]
= <V>Ni,P,T
(A57)
Substituting Eqs. A48, A56 and A57 in Eq. A38 leads to
(0x=1V)crcnpr
VA = <5Z\5=>\0/1‘)/ )CFONPT _ <5<5>\=/0‘>/C>FCNPT (A58)
=1)CFCNPT —_
CTNyATS po—— A=0 CFCNPT
_ <5)\=1V>CFCNPT o <5)\=0>CFCNPT

(Or=1)cronpr  (Or=0/V )crenpr
We can write
oA = (VO T Depenpr — (1/V Aa L 0)crenpr (A59)
(V(Aa T 1))cpenpr is the ensemble average of the volume when Aa ap-
proaches one, and (1/V (Aa | 0))cpcnpr is the ensemble average of the

inverse of the volume when Ap approaches zero. In Eq. A59, one may
be tempted to assume that (1/V (Aa 4 0))arenpr = (VOA 4 0))apenpr
However, this assumption leads to an incorrect answer for an ideal gas as
can be seen from Eqs. A38 and A39. A typical plot for ensemble averages
in Eq. A59 is shown for LJ system in Fig. A2
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Figure A2: Ensemble average (V' (\)) (line) and ensemble average (1/V) ™" (\) (dashed line)
in the CFCNPT ensemble simulation of a binary color mixture (50%-50%) consisting of 200
molecules. Temperature, reduced pressure and reduced density of the mixture are T* = 2,
P* =9 and (p*) = 0.880, respectively.
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A.2 Partition Functions of Isolated Molecules

Molecular partition functions are used to calculate thermochemical prop-
erties such as the internal energy, entropy, chemical potential, heat capacity,
etc. [4, 513]. These quantities can be obtained from different sources includ-
ing available thermochemistry data or quantum calculations, each with a
well-defined choice of reference state for zero of energy. The main purpose
of this section is to explain how reference states for energy calculations can
be chosen consistently using different data sets or computer programs. It
is assumed that the reader is partially familiar with statistical mechanics
and basic concepts in computational chemistry, and this section should
not be blindly used as a “cook book” for computation chemistry problems.
The theoretical part in this section is based on the Physical Chemistry
book by McQuarrie [4] and Essential Statistical Thermodynamics from
Computational Chemistry Comparison and Benchmark Data Base (CC-
CBDB) [340]. In this section, commonly used thermodynamic data sets
(JANAF tables [334, 514]) and the Gaussian09 software [513] are used to
provide examples on how to calculate molecular partition functions for ni-
trogen, hydrogen and ammonia. The results are used in chapter 5 to solve
the chemical equilibrium in MC simulations of the Haber-Bosch process in
the reaction ensemble [20]. To compute the molecular partition function, a
complete set of molecular energy levels is required, which is almost never
available [340, 515]. As an approximation, the energy of a molecule can
be estimated by decoupling translational, vibrational, rotational and elec-
tronic contributions, which means that different energy contributions are
unaffected by each other. Using this approximation, the molecular partition
function of an isolated molecule can be written as [4]

Q(Va T) = (trans (V7 T)Qrot (T)QVib (T)Qelec (T) (A60)

in which the terms on the right hand side of Eq. A60 denote translational,
rotational, vibrational and electronic partition functions. Here, it is
explained briefly how different contributions in Eq. A60 are calculated to
obtain ¢(V,T).
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Translational Partition Function: the translational contribution is ob-
tained from [4]
v h

Grans(V, T) = e A= il (A61)
in which A is the thermal de Broglie wavelength of the molecule, kg is the
Boltzmann constant, A is the plank constant and 7T is the temperature,
and the mass M is the sum of all atomic masses within the molecule. The
choice of volume in Eq. A61 may be defined differently depending on the
data set or software. In Gaussian09 [513], the ideal gas law is used to
calculate the volume at atmospheric pressure: V = kgT' /P [513]. It is
shown later in this section that only the temperature dependent part of
the partition function is used to obtain the chemical potential. Therefore,
the choice of volume in Eq. A61 does not affect the chemical potential.

Electronic Partition Function: For a monotonic ideal gas, the electronic
partition function is obtained using

Qelec(T) = Z Gei eXp[_BEei] (A62)

in which ge; and e; are the degeneracy and the energy of the i*" electronic
level, respectively. The degeneracy of electronic levels is determined by the
spin multiplicity [513], 25 + 1, in which S = is the net electron spin or
total spin quantum number [340]. For a monoatomic ideal gas, the zero of
electronic energy is fixed at the ground state (¢¢9 = 0). Normally, only the
first and the second term in the summation in Eq. A62 are considered for
the electronic contribution to the partition function [4]. This is because the
excited electronic energy levels at typical temperatures are around tens of
thousands of wave numbers [4], which means that the excited energy lev-
els for most substances are nearly inaccessible even at temperatures up to
T = 1000 K. As an illustrative example, hydrogen atom has a first excited
state 2P1/2 with the energy 82258 in units of cm™! [4]. At T = 1000 K, the
contribution of the second term in Eq. A62 is in order of 107°2. When con-
sidering excited electronic states, the translation, vibrational and rotational



A .2 PARTITION FUNCTIONS OF ISOLATED MOLECULES 255

Figure A3: Electronic potential curve of a diatomic molecule as a function of internuclear
distance R. —Dk. is the energy of the molecule in the ground state (lowest value), relative
to infinitely dissociated atoms. The vibrational energy of the ground state (v = 0) is called
zero-point energy which equals hv/2 . —Dy is the corresponding dissociation (atomization)
energy when the zero-point energy is selected as zero of energy.

contirbutions can be approximated as those in the electronic ground state
if no other data is available [515]. For diatomic or polyatomic ideal gas, the
arbitrary zero of electronic energy is taken to be the infinitely dissociated
atoms at rest in their ground electronic state [4]. The ground electronic
level for a diatomic ideal gas is shown Fig. A3. It is shown in Fig. A3 that
the energy difference between the minimum of the internuclear potential
well fully dissociated limit (bare nuclea and free electrons) is denoted with
D., which is the dissociation energy of the molecule. The energy of the
ground electronic state is €1 = —D,. Note the same definition of the molec-
ular ground state holds for a polyatomic molecule. The electronic partition
function for a diatomic or polyatomic ideal gas molecule is

Qelec(T) = Jel eXP[BDe] + - (A63)

in which the contributions from exited electronic levels are not considered
at ordinary temperatures. It should be noted that in Gaussian09, the
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electronic contribution only contains the degeneracy of the electronic ground
state [513], which means

Qelec(T) = Jel (A64)

The distinction between Eqgs. A63 and A64 is very important when
obtaining the molecular partition function from Gaussian09, as the energy
reference for the electronic contribution is different by De.

Vibrational partition function: Under the harmonic-oscillator approxi-
mation, the accessible vibrational energy levels of a diatomic molecule, rel-
ative to the bottom of the internuclear potential well, as shown in Fig. A3
are obtained from [4]

ey =(V+1/2)hv v=0,1,2,--- (A65)

in which v = (k/ pt? )/2m is the frequency of vibration. k is the force
constant of the molecule, v is the quantum number and g is the reduced
mass. A zero of energy is also required for the vibrational energy levels.
Two choices are common for zero of vibrational energy: (1) the minimum of
the internuclear potential energy curve as shown in Fig. A3, which means
eg = hv/2 . (2) The energy of the ground vibrational state is set to zero,
which means g = 0. As shown in Fig. A3, the corresponding dissociation
energy is Dy = De—hv/2 which means that the zero-point energy is taken to
be the ground vibrational state. For a polyatomic molecule, the vibrational
motion is described using an independent harmonic oscillator, in terms of
normal coordinates. The vibrational energies are written as

eo=Y (vi+1/2)hv; v, =0,1,2,-- (A66)
j=1

in which j denotes the j*" normal mode, and « is the vibrational degree of
freedom. For a linear molecule with n atoms, & = 3n — 5, and a nonlinear
molecule, & = 3n — 6. Similar to a diatomic molecule. Considering the first
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choice for the zero of vibrational energy, the vibrational partition function
of a diatomic molecule equals [4]:

BOT T exp [=Ovin,; /2T ]
. . A67
yib ( ) Jljl 1— exp [_@vib,j/T ] ( )

in which ©; = hv;/kp is the characteristic vibrational temperature corre-
sponding to the j*! normal mode. The notation “BOT” refers to the zero
of energy at the bottom of the internuclear potential well (—D,). This
notation is used in Gaussian09 to report the vibrational partition function
using Eq. A67. The exponential term in the nominator on the right hand
side of Eq. A67, is the contribution of the ground vibrational state [4].
Note that the vibrational energy levels are non-degenerate. Considering
the ground vibrational state as zero of vibrational energy, the vibrational
partition function is obtained using [513]

a 1
. AGS
yib ( ) jrzll 1— exp [_@vib,j/T ] ( )

The notation “V=0" refers to the vibrational ground state is taken to be
the arbitrary zero-point energy. This notation is also used in Gaussian09
to report the vibrational partition function using Eq. A68. When the
vibrational ground state is taken to be zero of energy, the corresponding
dissociation energy, for a general case of a polyatomic molecule relative to
the is obtained from, see Fig. A3:

Do =De— Y hvj/2 (A69)
j=1

The second term on the right hand side of Eq. A69 is the zero-point vibra-
tional energy at zero Kelvin, usually abbreviated as ZPE or ZPVE [340,
513]. Normally, empirical scaling factors are used to scale the vibrational
frequencies obtained from ab inito calculations to correct for vibrational
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anharmonicity and incomplete electron correlations [340, 516]. The empiri-
cal scaling factors are found in literature and reference data bases [340, 516].

Rotational partition function: Under the rigid-rotator approximation,
the rotational energy levels of a diatomic molecule are written as [4]

_RAJ(J+1)

=0.1.2.--. A
% J=0,1,2, (A70)

€J
in which [ is the moment of inertia of the rotor. The degeneracy of each
rotational level equals g5y = 2J + 1. As shown in Eq. A70, rotation of a
rigid molecule is quantized and only certain rotational energy levels can
be occupied [515]. Based on Eq. A70, a convenient choice for the zero
of rotational energy is the level J = 0. The energies and degeneracies
of a linear polyatomic molecule are the same as a diatomic molecule [4].
The expression for the rotational partition function of a linear polyatomic
molecule or a diatomic molecule is [4]

T

Qrot(T) = 0Orot (A71)

in which .o = h? / 872Ikp is the characteristic rotational temperature,
and o is the symmetry number or rotational symmetry number of the
molecule. The symmetry number is the number of unique orientations of
the rigid molecule obtained by interchanging identical atoms [4, 340, 513,
515]. For a heteronuclear diatomic or unsymmetrical molecule, o = 1,
and for a homonuclear diatomic or symmetrical molecule o = 2. The
rotational symmetry number can be identified using group theory if the
point group of the molecule is known. The symmetry number corresponding
to different point groups is provided in Table A1 [340]. As a reference, a list
of molecules and corresponding symmetry numbers is found on the website
of CCCBDB [340]. It is also possible to obtain ¢ from counting manually
the number of unique orientations of molecule. It is highly recommended to
double-check the point group of the molecule from Gaussian09 output. For
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Table Al: Point groups and the corresponding symmetry number. The values in this ta-
ble are obtained from the Computational Chemistry Comparison and Benchmark DataBase
(CCCBDB) website [340]

Group o
Claciacsacooy 1
Cny Cnv, Cup, n
Doop 2
Dn7 Dnh7 Dnd 2n
T, Ty 12
Shn n/2
Oy, 24
I, 60

non-linear, polyatomic molecules, the partition function is obtained from [4]

r1/2 T3
= AT2
¢ t( ) g (@rot,A@rot,B@rot,C> ( )

in which ©,4 is the characteristic rotational temperature corresponding to
the three principal moments of inertia; A,B,C [4]. If Orot,A = Orot,B = Orot,C
the molecule is a symmetric top, and if Oy A # Orot, B 7# Orot,c the
molecule is a asymmetric top. The molecule is called symmetric top if

G)rot,A = erot,B 7é Grot,C [4]

Molecular partition function: Combining Eqgs. A60, A61, A63, A67
and A72 , the molecular partition function for a polyatomic ideal gas equals

R P &
q( I ) - F ) o <@rot,A@r0t,B@rOt’C>

a AT73
y H exp [—Oyip, /2T | ( )
1 —exp [—Oyip ;/T' |

* Gel eXp[De/k;sz ]

J=1

in which the zero-point energy for the vibrational ground state is the bottom
of the internuclear potetnial well, and the zero of electronic energy is the
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dissociated atoms in the ground state. This means that the ground state
electronic energy equals — D, as shown in Fig. A3. In the thermochemistry
output of Gaussian09, the energy of the electronic ground state is taken
to be zero, and the corresponding partition function denoted by “Q Total
Bot” is the same as Eq. A73 except for the factor of exp[5D.] [513]. It
is important to consider this factor when evaluating equilibrium constant
of reaction from molecular partition functions. This will be highlighted
later in this section. The molecular partition function is also obtained by
combining Eqgs. A60, A61, A63, A68, A69 and A72

v~V mi/2 e
q(V,T) = A3 o <@rot,A@rot,B@ro'ﬁ:C>

(A74)

(0%
1
X ]E[l 1— exp [_evibJ’/T ] Jel eXp[DO/kBT ]
in which the zero-point for the vibrational energy is the ground state energy,
and the corresponding the ground state electronic energy is —Dg as shown
in Fig. A3. In thermodynamic tables, it is however common to take the
ground state of molecule (vibrational and electronic) as zero of energy,
instead of the dissociated atoms. This is performed by factoring out the
contribution of the ground state energy of the molecule from the partition
function:

a(V.T) = 3 exp e, /keT |

= exp [—eo/kpT | Z exp [—(; —e0)/kBT'] (AT5)
J
= exp [—eo/ksT 1¢°(V, T)

The notation ¢°(V,T) for the molecular partition functions highlights the
fact that the ground state energy of the molecule is zero (instead of —Dy).
By comparing Eqs. A74 and A75, it is clear that ¢g = —Dg. For a general



A .2 PARTITION FUNCTIONS OF ISOLATED MOLECULES 261

case of a polyatomic molecule, we have

v gl/2 T3
¢ "(V.T) = 13- < )
A g ®r0t,A®rot,B®r0t,C

(AT6)

«
1
X " Gel
jl_Il 1 —exp[—Oun,/T] 7°

¢"(V,T) is reported in the thermochemistry output of Gaussian09 as “Q
Total V=0" [513].

Atomization energy (Dy) : The experimental values for the atomization
energy of several molecules are reported in the NIST database [340] and
other thermodynamic references [4]. The atomization energy can also be ob-
tained using ab inito calculation of molecular energies. As shown in Fig. A3,
for a diatomic molecule, Dy is obtained from the difference between the
molecular energy (vibrational and electronic) in the ground state and the
dissociated atoms in their respective ground state. The same approach
holds for a polyatomic molecule. Using the notation as in the Gaussian09
manual [513], the atomization energy of a polyatomic molecule is obtained
from

N
Dy = Zyz‘(&‘e,z‘) — (€e + ezpE) (A77)
i=1

in which y; indicates the number of atoms of kind 7 in the molecule. e ;
is the electronic energy of the i*" atom (dissociated). The second term
on the right hand side is the sum of electronic and ZPE of the molecule
(vibrational energy in the ground state). It should be noted that computing
the atomization energy to chemical accuracy (usually defined as 1 kcal/mol)
is not trivial. Advanced methods (e.g. Gaussian-n composite methods [517,
518] are recommended for accurate calculation of atomization energies. This
is beyond the scope of this thesis. From JANAF tables, the atomization
energy is obtained from the difference between the enthalpy of formation of
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the molecule and the dissociated atoms:
N
Do =3 yiAHY (0 K) — AgHO(0 K) (AT8)
i=1

in which A¢H? (0 K) is the enthalpy of formation of the i*® atom (dissoci-
ated) and AyH°(0 K) is the enthalpy of formation of the molecule.

A.2.1 Chemical Potentials

In Ref. [4], it is shown that the standard chemical potential and the
molecular partition function are related:

maU:—RmnK“?T»kﬂq (A79)

PO

u°(T) is the standard chemical potential of an ideal gas molecule at stan-
dard reference pressure (P° = 1) bar. To tabulate the chemical potential
in Eq. A79, a zero of energy is required. In thermodynamic tables, it is
common to take the ground state energy of the molecule to be zero. This
leads to

qO(V, T) /{BT:| (A80)

M%Ty—Eoz—RTm[<‘/> =

in which Ey = Naeg. Choosing this energy reference, we show that the Ejy
is the standard molar enthalpy of molecule at T'= 0 K (Ey = —Dy). For
an ideal gas, the enthalpy can be written in terms of the partition function:

H°(T) = U + RT
9ng(V, T)
aT )Vf%RT (A81)

In¢®(V, T
= Neo + Nk‘BTz (M(V’)> + RT
oT v

:N@ﬂ<
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Table A2: An example of a JANAF table entry [334, 514]. In the JANAF tables, the standard
Gibbs energy (chemical potential) is referenced to the enthalpy at 7, = 298.15 K. To obtain
the chemical potential of a molecule in which the ground state energy is taken to be zero,
the values for the Gibbs energy are shifted relative to the enthalpy at 7; = 0 K, as described
in Eq. A82.

Nitrogen Oxide (NOg) N;02 (g)
J. K mol! kJ.mol ™!

T/K C%  S° —[G° — H°(T))]/)T H — H°(T,) AH° AG° logK;y

0 0 0 INFINITE -10.186 35.927 35.927 INFINITE

100 33.276  202.563 271.168 -6.861 34.898 39.963 -20.874

200 34.385 225.852 243.325 -3.495 33.897 45.422 -11.863

250 35.593 233.649 240.634 -1.746 33.46  48.355 -10.103

298.15 36.974 240.034 240.034 0 33.095 51.258 -8.98

Evaluating the enthalpy in Eq. A81 at T" = 0 shows that for one mole of an
ideal gas H°(0 K) = Ey = Naey, in which Ny is the Avogadro number. The
ideal gas partition function ¢°(V,T) in Eq. A81 is the same as in Eq. A76
which can be obtained by rearranging Eq. A79 or Eq. A80. ¢°(V,T) ob-
tained using rigid rotator-harmonic oscillator approximation which agrees
reasonably well with experiments [4]. To improve the accuracy, experimen-
tal data may be used to complement the theoretical calculations [4]. The
combination of experimentally determined thermodynamic properties and
theoretical calculations can be found in the Joint, Army, Navy Air Force
(JANAF) tables [334, 514]. Thermodynamic functions and parameters in-
cluding the Gibbs free energy, enthalpy and heat capacity are extensively
tabulated in JANAF tables [334, 514]. A JANAF table entry for NOg is
provided as an example in Table A2. Using JANAF tables, it is possi-
ble to calculate ¢°(V,T) in Eq. AS0 without performing direct quantum
mechanical calculations.

As we know for a pure component u° = G°. For a pure substance,
u(T) — E§ = in Eq. A80 is obtained from JANAF tables (denoted with
G°(T) — H). To obtain the chemical potential of a molecule in which the
ground state energy is taken to be zero (see Eq. A80), the values for the
Gibbs energy are shifted relative to the enthalpy at T, = 0 K. By rearranging
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the data in the fourth and fifth columns (see Table A2):

(1)~ HO0K) _ Kq(VT)) kBT]

T % P (AS2)
_ (G(T) - H°(298.15 K))  (H°(0) — H°(298.15 K))
T T * T

The term on the left hand side of Eq. A82 is the chemical potential as
shown in Eq. A80 divided by the temperature.

A.2.2 Chemical Equilibrium

For a general case of homogeneous gas phase chemical reaction, it is
well-known that the Gibbs energy of reaction and the equilibrium constant
are related to chemical potentials of reactants and products (at P°). For

a multicomponent reacting mixture of S distinguishable components we
have [4, 117]

s
AG, (T) = wip; (T)
=1

= —RTIn K (T)
Z-li (q(VV, T)) k;f
- —RT;:W In K‘W) kﬁT} (A83)

v; is the stoichiometric coefficient of component i, and K(7T') is the equi-
librium constant of the reaction [4]. The reaction enthalpy at standard
pressure is calculated directly from the Gibbs-Helmholtz equation [2, 5]

(aAG;z/T ) AR
P

Vi

=—RIT'In

T T2 (A84)



A.3 AMMONIA SYNTHESIS REACTION 265

A.3 Ammonia Synthesis Reaction

The ideal gas partition functions are calculated for nitrogen, hydrogen,
and ammonia using experimental thermochemistry data [4], JANAF ta-
bles [514] and quantum calculations using Gaussian09 [513]. The frequency
analysis is performed using two different basis sets: BSLYP level of theory
with a 6-31G** basis set, and MP2 level of theory with a 6-311G** basis
set [513]. It should be noted that other software packages are also avail-
able for performing frequency analysis, such as ADF [519], Spartan [520]
etc. For details about Gaussian09 input files, the reader is referred to the
manual [513]. The characteristic vibrational and rotational temperatures
of nitrogen, hydrogen, and ammonia obtained from experimental data and
ab intio calculations are provided in Table A3. For atomization energies of
components, only the experimental data provided by McQuarrie [4] are used
and not the ones obtained from Gaussian09 [513]. Atomization energies
can also be obtained from JANAF tables using Eq. A78. The results are
shown in Table A4. One can easily see that computation of the atomization
energies using a single basis set results in energy differences well above chem-
ical accuracy [361]. Advanced methods such as (e.g. Gaussian-n composite
methods [517, 518] are recommended for ab initio calculation of atomization
energies which is beyond the scope of this thesis. The thermochemical data
in Tables A3 and A4 are used to compute the partition functions of nitrogen,
hydrogen and ammonia at temperatures between T' = 573 K and T' = 873 K.
The results are presented in Table A5. Note that the corresponding vibra-
tional and rotational partition functions for diatomic molecules were used
for hydrogen and nitrogen, and for ammonia the corresponding vibrational
and rotational partition functions were used.
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Table A3: Characteristic vibrational and rotational temperatures of nitrogen, hydrogen and
ammonia obtained from experimental data [4] and ab initio calculations using Gaussian09 [513].
In the table, Gaussian (1) denotes frequency calculations using B3LYP level of theory with a
6-31G** basis set, and Gaussian (2) denotes frequency calculations using MP2 level of theory
with a 311G**basis set. To correct for vibrational anharmonicity, the vibrational frequencies
obtained from Gaussian09 are scaled by empirical factors, 0.96 for the B3LYP/6-31G** and
0.95 [340, 516]. The numbers in parentheses indicate the degenacy of the modes.

McQuarrie Gaussian (1) Gaussian (2)
Oun/[K] Owt/[Kl Oun/K] Oui/[K] Oun/K]  Oror/[K]
Ny 3374 2.88 3393 2.83 2979 2.76
Hy 6332 85.2 6161 87.16 6196 88.29
1360 13.60 1509 14.10 1542 14.24
NIH; 4800 13.60 4781 14.10 4819 14.24
2330(2)  8.92 2340(2)  9.14 2202(2)  9.18
4880(2) 4958(2) 5015(2)

Table A4: Experimental atomization energies [4] and atomization energies computed for

nitrogen, hydrogen, ammonia using Gaussian09 using the B3LYP level of theory with a
6-31G** basis set. [513]

Component Dy / [kJ/mol]
McQuarrie Gaussian
No 941.6 917.6
H, 432.1 432.1
NH3 1158 1149.8
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Table A5: Computed ideal gas partition functions of nitrogen, hydrogen, ammonia obtained as
defined in this. The reported values are based on experimental data (McQuarrie and JANAF
tables) [4, 514] and quantum computations using Gaussian09 [513]. In the table, Gaussian
(1) denotes frequency calculations using B3LYP level of theory with a 6-31G** basis set, and
Gaussian (2) denotes frequency calculations using MP2 level of theory with a 311G** basis
set. It is important to note that for the values obtained from Gaussian09, the experimental
atomization energies provided by McQuarrie [4] are used (see Table A4). One can easily
see that using the atomization energies from GaussianQ9, listed in Table A4, results in large
deviations.

a/V [Na]/[A79] q/V [Ha/[A73) q/V [NH;]/[A~3)
T/[K] Gaussian (1) Gaussian (2) Gaussian (1) Gaussian(2) Gaussian (1) Gaussian (2)
573 2.65 - 10% 2.72-10% 5.94 - 10%0 5.87 - 1040 1.40 - 10110 1.38 - 1010
673 7.00- 1077 7.22-1077 1.25-103% 1.23-10% 5.01 - 10% 4.94-10%

773 3.50 - 1098 3.62 - 1098 8.09 - 1030 7.99 - 10%0 1.94-10%3 1.92- 1088
873 2.46 - 1061 2.56 - 1061 4.96 - 10%7 4.90 - 10%7 3.33.10™ 3.29 - 107

T/[K] McQuarrie JANAF McQuarrie JANAF McQuarrie JANAF

573 2.60 - 10% 2.67 - 10% 6.08 - 1040 6.53 - 1040 1.50 - 10110 1.46 - 10110
673 6.89 - 1077 7.04 - 1077 1.27-10%% 1.36 - 103° 5.42 - 10% 5.26 - 1094
773 3.44 - 1068 3.52- 1098 8.27 - 1030 8.79 - 10%0 2.12- 1083 2.06 - 1083
873 2.42 . 1061 2.48 - 1001 5.07 - 10%7 5.38 - 10%7 3.65 - 107 3.58 . 107

A.4 Combined SRM with FA decomposition

The Gibbs free energy (or chemical potential) of each component at
standard pressure (P° = 1 bar) can be evaluated from its ideal gas partition
as shown in Eq. A79. The temperature dependent part of the ideal gas
partition function, ¢(V,T)/V, can be computed using Eq. A74. In this work,
we have used experimental data from the NIST database [340] to compute
the ideal gas partition function. Alternatively, quantum mechanical ab
initio packages e.g. Gaussian [513] can be used to evaluate the terms in
Eq. A74 [4]. Chemical potentials, u° , of methane, water, carbon monoxide,
hydrogen, carbon dioxide and Formic Acid (FA) are listed in table Table A6.
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Table A6: Gibbs free energy or 1i°, in kJ - mol™!, of carbon monoxide, water, carbon dioxide,
hydrogen, formic acid and methane at P° = 1 bar, based on Eqs. A74 and A79.

T [K] 1o 11,0 1C0, P,  Mhcoon MO,
800 -1229.8 -1068.9 -1771.9 -536.1 -2212.9 -1793.5
825  -1235.5 -1074.5 -1778.4 -540.1 -2220.7 -1799.3
850  -1241.2 -1080.1 -1784.9 -544.1 -2228.5 -1805.2
875  -1246.9 -1085.8 -1791.4 -548.1 -2236.4 -1811.2
900 -1252.7 -1091.5 -1798.0 -bb2.2 -2244.3 -1817.2
925  -1258.5 -1097.2 -1804.6 -556.3 -2252.3 -1823.2
950 -1264.3 -1102.9 -1811.3 -560.4 -2260.3 -1829.3
975 -1270.1 -1108.7 -1818.0 -564.5 -2268.4 -18354
1000 -1276.0 -1114.5 -1824.7 -568.6 -2276.6 -1841.6
1050 -1287.7 -1126.2 -1838.2 -576.9 -2293.0 -1854.1
1100 -1299.6 -1138.0 -1851.9 -585.3 -2309.7 -1866.7
1150 -1311.5 -1149.8 -1865.7 -593.8 -2326.5 -1879.6
1200 -1323.5 -1161.8 -1879.6 -602.3 -2343.5 -1892.6
1250 -1335.5 -1173.9 -1893.6 -610.9 -2360.8 -1905.8
1300 -1347.7 -1186.0 -1907.8 -619.6 -2378.2 -1919.1
1350 -1359.9 -1198.3 -1922.0 -628.3 -2395.7 -1932.6
1400 -1372.1 -1210.6 -1936.4 -637.0 -2413.5 -1946.2
1450 -1384.5 -1223.0 -1950.9 -645.9 -2431.4 -1960.0
1500 -1396.8 -1235.5 -1965.4 -654.7 -2449.5 -1973.9

A.5 Equation of State Modeling

Peng-Robinson Equation of State

The Peng-Robinson Equation of State (PR-EoS) [151] is used to compute
partial molar properties:

RT am

P= -
Um — bm  Um(Um + bm) + b (Um — bm)

(A85)
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U is the molar volume of the mixture per mole of the mixture. a,, and by,
are defined based on pure component parameters (a; and b;) and van der
Waals mixing rules [330, 382]:

S S
ay — Z Z xixjaij (A86)

i=1 j=1
S
bm = szbz (A87)
7j=1
aij = (1 — ki) (aia;)'/? (A88)

x; is the mole fraction of component ¢, k;; is a Binary Interaction Parameter

(BIP) between components ¢ and j. Pure component parameters a; and b;
are defined by

R*T?, 9 1/2\12
a; = 0.45724— [1 + (0.37464 + 1.54226w; — 0.26992w2) (1 -1 )}
(A89)
, _ OTTSRT,,

i
Pc,z’

w; is the acentric factor of a pure component which is usually available for
common components in literature [11, 521], T,; = T'/T,; is the reduced
temperature of component i at temperature T, T,.; and F.; are critical
temperature and critical pressure of component ¢ which are available in
literature [297]. The Fugacity coefficient of component ¢ in a mixture is
obtained from [312, 330, 382]

np; = — (Zn—1) —In(Zy — Bn)

bi
bm
S
2 .
Am k; Sy, In <Zm + 2.414Bm> (A90)
2v/2B,, am b Zw — 0.414B,,
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with ; the fugacity coefficient of component i, Z,,, the compressibility factor
of the mixture, and A,, and By, are defined as

Am = an (T) P/R*T? | By = b P/RT , Zyw = PV /RT (A91)

To obtain an expression for the partial molar volume of a certain com-
ponent, we start from the minus 1 rule [5]

E)Vm) <8Nk) ( oP )
Zm =" —-— =1 (A92)
<8N k/ T,P.N; opP T,Vin,Nizi OV T,N;

Vi is the volume of the mixture, IV; is the number of moles of component k,
and the notation N;; means that number of molecules of all components

except component k are kept constant during differentiation. The term

(%) is the partial molar volume of component k which equals
k /T Vi, Nizp,

(#%)
ONk T,Vin,Nizk

(%)
8‘/111 T7N’L

An analytic expression for the partial molar volume is obtained by applying
the derivatives of Eq. A93 to the PR-EoS (Eq. A85). We can write Eq. A85
as

(A93)

RT m

Ve —bu % (Vin + Nbw) + 5 (Vi — Nbu)
NRT N2ay,

" Vi — Nbm Via(Vin + Nbm) + Nbg (Vin — Nbw)

P—=

(A94)

N is the number of moles of the mixture. Starting from the denominator
Eq. A93 and taking the derivative of P (Eq. A94) with respect to V;, leads
to

(8P) _(a) ( NRT N2ay, >

Vi) rn, \OVam /), \Vn = Nom  Vin(Vin + Nbm) + Nbow(Vin — Nbw)
NRT 2N2au, (Vin + Nbp)

(Vo = Nbw)?  [Via(Vin + Nbw) + Nbp (Vi — Nby)J?

(A95)
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The derivative in the nominator of Eq. A93 equals

< oP ) B
N T,Vim,Nixk

RT (Vi — Nby) + NRT(%;)TV -

(Vin — Nby)?
N2ap (52—
<6N2am) B @ (5Nk)T,Vm,Ni7ék
8Nk T,Vm7Nz’];ék [Vm(‘/m‘f'me)“Fme(vm_me)]

[Via(Vin + Nb) + Nby (Vin — Nb, )2

[Vin (Vin+Nbwm )+ Nbm (Vin—Nbwm )]

(A96)

Taking the derivative on the right hand side and rearranging leads to

_ ONbm
<8P> B RT(VIH me) T NRT( INj )T,Vm,Ni;ék
ONy T Vi Nisk (Vi — me)z
Naw () (%ie=)
I G P o P (A97)

[Vin(Vin + Nbm) + Nbom (Vin — Nbm)]

ONb ONb
N2am | 20m m —2Nbuy ( A2
@ v ( ON}, )T,Vm,N#k < ONy, )T,Vm,Ni¢k:|
[Vin (Vin+Nbym )+ Nbm (Vin — Nbm )]

[Vin(Vin + Nbm) + Nbm (Vin — Nby)]
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Here, two analytic derivatives of ay, and by, are required which are listed

below
ONb 0 d
m = = N > b (A98)
( 8Nk )T,Vm, Nis (aNk>TVm, Nizk < ; >
<‘9> |
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s s
d N

v —Nja;;
aNk>Tvm7Ni,#k (ZZN "

oNi S N; [ ON;

SN N + ai,l<9>
’ ]<8NR>T,Vm,Ni¢k ZZ "N \ON; TV, Nz,

R R I » e )

= ii Vi = | a7 (VRSN BT
- N aNk T,Vin,Ni2p, i=1 j=1 aNk T, Vin,Nixk
i [ ON;
+Zzaij <8Nk

s S S

N, N;
B I 5 S TS S

j=1 i=1 j=1 i=1

I
]«
.ij

==

)T,VmNi;sk

(A99)
Replacing Eqs. A98 and A99 in Eq. A97 leads to
oprP RT (Vi — Nby) + NRT by,
(azvk)T,vm,N#k T (V- Nbw)?
(A100)

s
- 201 N2 (Vi — Nbp)

2N lezal#k’ " Vo (Vint Nbum )+ Nbrm (Vin — Nom)]

1=

[Vin(Vin + Nbm) + Nbm (Vin — Nbw)]
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Replacing Eqgs. A95 and A100 in Eq. A93, the partial molar volume of
component k becomes

VE =

S 2
o 2amby N2 (Vin — Nbm)
RT(Vi—Nbo) 4 NRTh, 2 25 5% Vaa Vit N b N b Vi~ N )]

(Vin—Nby )? [Vin (Vin+Nbm )+ Nbm (Vin—Nbm )]
NRT 2N2am (Vin+Nbm) ]
(Vin—Nbm)?  [Vin(Vin+Nbm ) +Nbm (Vin—Nbm )]
(A101)
Factorizing N leads to
VU =
Vi
S am 3 m m
y ON S wian— . 2amby N3 (7 b)
NRT( m_bm)+NRTbk i=1 [Nzim( N +bm)+N2bm( N —bm)]
- Vi Vi Vin
N2 (Y ) [N2 3 (S 4 bin )+ N2bn (33 —bun)]
NRT 2amN3(VWm+bm)
Vin 2 Vin Vi Vin 2
NQ(W—bm) [N2W(W+bm)+N2bm(W_bm)]
v
S am —Om
V. 22951'%1' V. : bk(N b)
1 | RT(N —bm)+RTby 1 i=1 []\r;‘( N +bm)+bm( N —bm)]
N 2 - N Vin Vi Vin
(4 —bm) AP (AP +bm)+brm (FF —bin)]
= Vm
1 RT 2am (N +bm)
N | Va 2 Vi 2
(7 —bm) [ ( N T0m)+bm (77 —bm)]
(A102)

Um = VWH‘ is the molar volume of the mixture which is solved directly from

Eq. A85. Therefore, partial molar volume of component k in the mixture
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equals
S 2amby, (vm —bm)
RT(vm—ba) £ RTb, 25 " ™ omCom ) FomCom =]
O — (Um—bm)2 [Um(vm+bm)+bm(vm_bm)]
(Um_bm)2 [Um(vm+bm)+bm(vm_bm)]2

(A103)

The partial molar enthalpy of component k is related to its partial molar
volume [3]

ailk o 0y,
(o7 )= 7(5).. o

The right hand side of Eq. A104 is only related to excess partial molar
volume as the ideal gas term drops out:

_ vy,
”‘T(m)gm—
—id k —ex k —
Pk T<8T>RM o T<8T>RM
RT R ovgx
o T - —ex _ T k —
For(6)] ().,

a,DEX
5eX _ k
ok <8T>RM

Given that the ideal part of the enthalpy is only a function of temperature,
we can write

(A105)

(‘3h,‘?‘> ((%k )

=0 — T — (A106)
< OP ) pny, T ) pn,
The partial molar excess enthalpy can be computed numerically from

P
zX—/dP
0

_ Juy,
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Table A7: Critical temperatures (1), pressures (P.), acentric factors (w) used for PR-EoS
modelling, and enthalpies of formation (71;) of the components at the standard reference
state (P° = 1 bar, T° = 298 K) [334, 514, 521].

Component | T, /[K] | P. /[Pa] w Bof /[kJ.mol ]
Ny 126.19 | 3395800 | 0.0372 0
Ho 33.14 1296400 | -0.219 0
NH; 405.4 | 11333000 | 0.25601 —45.944+0.35
H>O 647.1 | 22064000 | 0.3443 | —241.826 £ 0.040
CO 132 3400000 0.066 —110.53 £0.17
COq 304 7300000 0.228 —393.51 £0.13
HCOOH 577 7500000 0.445 —425.5£0.3
CHy 190 4500000 0.012 —74.6 £0.3

Egs. A103 and A107 were numerically verified with the expressions derived
by Michelsen and Mollerup [8]. Exact agreement was found between the
results from both methods.

PC-SAFT Equation of State

The Perturbed Chain - Statistical Association Fluid Theory (PC-SAFT)
EoS [18, 19, 331, 332, 347] is a theoretically derived model, based on
statistical mechanics principles. The basis of the model relies on applying
rigorous perturbation theory [331] for systems which are comprised of a
repulsive core and multiple attractive sites, resulting in an expression for
the Helmholtz energy. In this way, the Helmholtz energy of a molecular
fluid can be obtained as the sum of the Helmholtz energies of a simple
reference fluid (which is known accurately) and various perturbation terms.
For details and the exact mathematical relations, the reader is referred to
Refs. [18, 19, 331, 332, 347]. The calculation of mixture properties requires
appropriate mixing and combining rules. In this work, the van der Waals
mixing rules, as proposed by Gross and Sadowski [18], were used for the
dispersion term, while the Lorentz-Berthelot mixing rules were applied to
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calculate the segment energy and diameter parameters [15]. The PC-SAFT
parameters for the mixtures are therefore

- S S
mZkBLTJB = ;;xixjmimj []:BZ]T] a?j (A108)
N 2 , s s - 2 ,
m [k:BT} o :;;mixjmimj [kBT] o3 (A109)
ij = \/Eig; (1 — kyj) (A110)
o1 = % (A111)

In these equations, m; is the number of spherical segments in component i, €;
is the dispersion energy between spherical segments of component 7, o; is the
temperature-independent diameter of each spherical segment in component
i, and k;; is the BIP between components ¢ and j. In this work, the binary
interactions parameters k;; are set to zero. For associating mixtures, two
more combining rules have to be applied for the cross-association energy
and volume [332]:

eAiBi = i(aAiBi + eiBi) (A112)
3
/G0
kA5 = /g AiBiAi By | (A113)
3(0i +0j)
where €45 is the association energy and k4¢Pi is the association volume

of component ¢. In this work, ammonia was treated as an associating
molecule with 4 association sites, as proposed by Mejbri and Bellagi [333,
343]. The PC-SAFT EoS parameters that were used in our calculations are
summarized in Table A8.
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Table A8: PC-SAFT EoS parameters for the components studied in this work.

Component m o/[A]  ¢/kg/[K] €B/kp/[K]  wAP Ref.

H, 0.8285 2973  12.53 _ - [343]
N, 1.2053 3.313  90.96 - - [19]
NH; 2.5785  2.2677  75.002 1041.5  0.37213  [333]

A.6 Evaluating Enthalpies

The reaction enthalpy is defined as the difference between the enthalpy
of the reaction products and enthalpy of the reactants, with respect to their
stoichiometric coefficients [5]:

Ah = "v;hi(T,P)= > v;h;(T, P) (A114)
P A

The partial molar enthalpy of a component at temperature 7' and pressure
P equals

Bz(Ta P) = Bj{z + [BZ(T7 Pref) - Ei(Trefv Pref)] + [B?X(Ty P) - E?X(Ta Pref)]
= Ry + [hi(T, Pret) — hi(Tret, Prer)] + B(T, P) (A115)

Tref and P,or are the reference temperature and pressure at 298 K and 1 bar,
respectively. l_z(}’i is the formation enthalpy of component i at (Tjef, Pref) and
its value can be found in literature [3, 334, 514]. The second term on the
right hand side of Eq. A118 is associated with enthalpy difference at (T', Pyef)
relative to the reference state at (Tief, Pref) and at constant composition.
This is often expressed as follows (the Shomate equation [514]):

- - BT? CT1° DT* FE
hi(TaPref)_hi(TrefaPref) :AT+ + + _*+F_H

2 3 4 T
(A116)




A .6 EVALUATING ENTHALPIES 279

The temperature T in Eq. A119 is in units of %. The coefficients A
to H for NHg, Ny and Hy are taken from NIST-JANAF Thermochemical
Tables [334, 514]. The coefficients A to H and the left hand side of Eq. A119
evaluated at T' = 573 K are listed in Table A9 for all components. The third
term on the right hand side of Eq. A118 is associated with the enthalpy
difference between states (T', P) and (T, P.t) which accounts for deviation
from ideal gas behavior relative to the standard reference pressure [3]. The
term B;?X(T, Pref) in Eq. A118 can be considered zero at high temperatures.
As explained in the previous sectons, h*(T, Pyef) can be obtained either from

the PR-EoS (Eq. A107), the PC-SAFT EoS, or MC simulations (Eq. A55).
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A.7 Evaluating the Reaction Enthalpy at High
Pressure

The reaction enthalpy is defined as the difference between the enthalpy
of the reaction products and enthalpy of the reactants, with respect to their
stoichiometric coefficients [5]:

Ah = vihi(T,P)= Y v;h;(T, P) (A117)
P A

The partial molar enthalpy of a component at temperature T' and pressure
P equals

hi(T, P) =
Rpi+ [T, Pret) = hi(Tiet, Pret)] + [R§¥(T, P) = B(T, Pret)| =
R+ [7a(T, Prct) = hi(Tret, Prer)] + B(T, P)

(A118)

Tref and Por are the reference temperature and pressure at 298 K and 1 bar,
respectively. l_z(}’i is the formation enthalpy of component i at (Tief, Pref) and
its value can be found in literature [3, 334, 514]. The second term on the
right hand side of Eq. A118 is associated with enthalpy difference at (T', Pyef)
relative to the reference state at (Tief, Pref) and at constant composition.
This is often expressed as follows (the Shomate equation [514]):

_ _ BT? T3 DT* E
hi(T,Pref)_hi(ﬂefaPref) :AT+ + + - =+F-H

2 3 4 T
(A119)

The temperature T in Eq. A119 is in units of 15%. The coefficients A
to H for NH3, Ny and Hs are taken from NIST-JANAF Thermochemical
Tables [334, 514]. The coefficients A to H and the left hand side of Eq. A119
evaluated at T' = 573 K are listed in Table A9 for all components. The third
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term on the right hand side of Eq. A118 is associated with the enthalpy
difference between states (7', P) and (7', P,ef) which accounts for deviation
from ideal gas behavior relative to the standard reference pressure [3]. The
term BfX(T, Pef) in Eq. A118 can be considered zero at high temperatures.
As explained in the previous sectons, B?X(T, Pief) can be obtained either from
the PR-EoS (Eq. A107), the PC-SAFT EoS, or MC simulations (Eq. A55).
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Table A9: Calculation of the enthalpy differences for each component in the ammonia synthesis
reaction at temperature of 573 K relative to the reference temperature (Tref = 298.15K) at
P.ef = 0.1MPa, using the Shomate equation (Eq. A119 [514]). The parameters A to H were
taken from NIST thermochemistry database [334, 514]. The parameters are applicable to the
temperature range of 298 K to 1400 K for NH3s, 500 K to 2000 K for N2 and 298 K to 1000
K for Hy. Enthalpies are in units of kJ.mol .

Component NHj Ny Hs
A 19.99563 | 19.50583 | 33.066178
B 49.77119 | 19.88705 | -11.363417
C -15.37599 | -8.598535 | 11.432816
D 1.921168 | 1.369784 | -2.772874
E 0.189174 | 0.527601 | -0.158558
F -53.30667 | -4.935202 | -9.980797
G 203.8591 | 212.3900 | 172.707974

H -45.89806 - -
hi (T7 Pref) - hz (Trefy Pref)
T /K] NH;3 Ny Ho
573 10.97 8.08 8.01
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A.8 Umbrella Sampling

Considering the partition function in the NPT ensemble expanded with
a fractional molecule, as in Eq. A41, the probability of A = X is written as

S
pP 1/A% N+1
[R— / — —
(603 = Gorenrr L 3ty / AVVNH exp[—GPV]

1
< [N [ A5 expl- U (st X, V)J8 (A= X)
0
(A120)

where Uygtal (sN s Strac, A, V) is the total interaction potential between the
molecules including the fractional molecule. Multiplying and dividing the
integrand on the right hand side of Eq. A120 by a biasing factor pro-
portional to the Boltzmann factor of total enthalpy of the system at T*,
exp[—p* (Utotal + PV)], leads to

s
ppr 1/A3 N+1
(5(A—N)), = i / AVVN exp[ABPV]
f Qcroner -3 AMVIN!

1
X/ dN eXP[—ﬁ*PV]/dsN exp[ABUotal (sN,SfraC,/\’,V)]
0
x exp[—BUrotal (SN, Stracs X', V)18 (A = X))
(A121)
where Af = * — 3. Rearranging Eq. A121 leads to
S

BN, = ]

~ Qcronpr it

1/A3
AN

/dva+l

1
X / d\ (5 ()\ _ )\/) exp [A/BHtotal (SNasfraC7)\/7 V)]) (A122)
0

x exp[—B*PV] /dSN exp[—B"Utotal (SNa Stracs A V)]
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which means that the distribution p(\) in the CFCNPT ensemble can be
sampled by performing a simulation in the CFCNPT* ensemble. Eq. A122
can be written as

PWls = e (80 = Nexp (5"~ 5) H]) (A123)
where ¢ is a normalization constant. In a similar manner, one can calculate
other ensemble averages, such as the density, in the CFCNPT ensemble
by performing a simulation in the CFCNPT* ensemble. To compute the
distribution p(\) at a different pressure, one can simply multiply and divide
the right hand side of equation Eq. A120 by exp[—SP*V] leading to

s
ppP 1/A% N+1
(5(A— X)), = /i / VYN exp[BV AP
Qcrenpr -7 AN

1
X / dX exp[—BP*V] / ds™ exp[—BUotal (87 Stracs X', V)]
0

x 6 (A= X)

(A124)

where AP = P* — P. Rearranding Eq. A124 leads to

s
pp 1/A° / N
S(A=XN)), = dvy N+t
(o Ve Qcroner -1 APV

(A125)

1
x /0 AN (5 (A — X) exp [V AP]) exp[8P*V]

X /dsN exp[_BUtotal (3N7 Sfrac )\/7 V)]

which means that the distribution p(\) in the CFCNPT ensemble can be
sampled by performing a simulation in the CFCNP*T ensemble. Eq. A125
can be written as

plp=c- (50 = Nexp 8V (P* — P)]) (A126)

P*
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In a similar, manner, one can calculate other ensemble averages, such as the
density, in the CFCNPT ensemble by running a simulation in the CFCNP*T
ensemble.
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A.9 Fugacity Coefficients from CFCMC
Simulations

Consider a multicomponent system that is simulated in an ensemble that
is either open (e.g. grand-canonical ensemble) or closed (NPT ensemble).
In this system, we would like to calculate the fugacity coefficient ¢; of
component i. We assume that a fractional molecule of component i is
present. The chemical potential of component i equals (Eq. 2.9)

b= i+ RO P e — 0 4 g P pppy PA =D
po po p(Ai

in which M? is the reference state of the chemical potential which depends
on the temperature but not on the pressure, (p;) is the average number
density of i, u’, is the excess chemical potential of i, pg is an arbitrary
reference density (to make the argument of the logarithm dimensionless),
and p(\;) is the probability distribution of the coupling parameter of the
fractional molecule of i. We are considering a large system so p; = N;/V =~
(N; +1)/V [164]. In classical thermodynamics, the chemical potential of i
is usually expressed as [4, 312]

MP@)

0

pi = p; + RT In < (A128)

in which ¥ is a reference chemical potential (which is different from u?),
1; is the mole fraction of 7, P is the pressure, and P is a reference pressure
(usually 1 bar). The reference chemical potentials u and ;¥ only depend on
the temperature and not on the pressure or composition of the system. To
find an expression for the fugacity coefficient ¢;, consider a system in which
the pressure P is approaching zero while the composition of the mixture is
constant. In this limit, ¢; = 1 and p’, = 0. We have

i i P
u?+RT1n@=M;+RT1n (y ) (A129)
Po
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In this limit, the ideal gas law can also be used to calculate the average
number density of 4,

_ P

) = Al
(i) = B (A130)
This leads to
pd — = RTIn (Po}fT) (A131)
0

This equation can be used to eliminate the reference state in Eq. A128
leading to

ex __ ylp¢l
- = RTIn <RT <pl>> (A132)
S0
o RT (pi) i
e 11/ (RT)] (A133)

If the system consists of N; molecules in total (including component ¢, and
not counting fractional molecules), we have (p;) ~ N;/ (V) ((V) being the
average volume) and y; = N;/N;. We finally have

exp [1i*/(RT)]
Zm

_ N,RT
- PV)

exp 15/ (RT)] = (A134)

i

in which Z,, = ]];fg% is the compressibility of the mixture. The fugacity

coefficient ¢; thus depends on both the excess chemical potential of 7 and
the overall deviation from ideal gas behavior of the mixture.
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A.10 Activity Coefficients from Molecular
Simulation

Eq. A127 described the chemical potential of component 7 in a mixture,
with respect to the ideal gas. For a liquid, the chemical potential of Eq. A127
in can also be written in terms of the activity coefficient of component ¢ in
the mixture:

wi = i + kT n (y;2;) (A135)

where p is the reference chemical potential of component ¢ which depends
only on temperature and pressure. z; is the mole fraction of component
i, and ~y; is the activity coefficient of component ¢ which depends on tem-
perature, pressure and composition. For a pure component (y;x; = 1),
the reference chemical potential 1 is obtained by combining Eqs. A127
and A135

p; = p; +kpT'ln (pi)
Po

s (A136)

in which (pp;) is the ensemble average number density of pure ¢ and u§; is
the excess chemical potential of pure i with respect to the ideal gas. By
combining Eqgs. A135 and A136, the chemical potential of component i in
a mixture can be written as

wi = pi + kT 1ln <gl> + por 4+ kT In (yix;) (A137)
0

The activity coefficient can be obtained by combining Eqs. A127 and A137.
This leads to

<pl> ex

kgT In + 45 = gy = kT In (yiws) (A138)
(poi)
By rearranging this equation, we obtain
(pi) [ui”‘ - MS’{}
;= exp | —L+—> A139

This is the same result as obtained by Sadowski and co-workers [294].
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A.11 Experimental Solubilities

A.11.1 H,0 — Hy, mixtures - Liquid phase

Table A10: Experimental solubilities of hydrogen in HoO — Hy mixtures (liquid phase) at
coexistence. Experimental data are converted to mole fractions for different temperatures
and pressures. For the original units for each data set, see the indicated references below. For
conversion to mole fractions, standard conditions at 7" = 273.15 K and P = 1.01325 atm are
considered, unless otherwise mentioned in the reference.

T/IK] [ P/[bar] TH, Ref
273.15 25 431 x 107 380
273.15 51 8.63 x 10~* 380
273.15 101 1.71 x 1073 380
273.15 203 3.35 x 1073 380
273.15 405 6.40 x 1073 380
273.15 608 9.25 x 1073 380
273.15 811 1.19 x 1072 380
273.15 1013 1.42 x 1072 380
298.15 25 3.50 x 107 380
208.15 51 6.94 x 104 380
208.15 101 1.39 x 1073 380
208.15 203 2.71 x 1073 380
208.15 405 5.24 x 1073 380
298.15 608 7.64 x 1073 380
208.15 811 9.90 x 1073 380
208.15 1013 1.20 x 1072 380
310.15 1.013 1.33 x 10—° 384
310.93 3.4 4.50 x 10°° 385
310.93 13.8 1.81 x 1074 385
310.93 31.0 4.10 x 104 385
310.93 65.5 8.62 x 104 385
310.93 | 103.4 1.33x 1073 385
310.93 | 137.9 1.76 x 1073 385
323.15 25 3.26 x 101 380
323.15 31.8 4.02 x 104 386
323.15 51 6.49 x 10~* 380
323.15 60.3 7.63 x 1074 386

Continued on next page
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T/IK] | P/[bar] TH, Ref

323.15 101 1.29 x 10~ 380
323.15 119.3 1.51 x 10~ 386

o

3
323.15 203 2.54 x 1073 380
323.15 405 4.92 x 103 380
323.15 608 718 x 1073 380
323.15 811 9.34 x 1073 380
323.15 1013 1.14 x 1072 380
348.15 25 3.32x 107 380
348.15 51 6.63 x 10*§ 380

348.15 101 1.32 x 10~ 380
348.15 203 2.60 x 1073 380
348.15 405 5.04 x 1073 380
348.15 608 7.35 x 1073 380
348.15 811 9.54 x 103 380
348.15 1013 1.17 x 1072 380

366.48 3.4 3.74 x 1077 385
366.48 13.8 2.0x 10°* 387
366.48 13.8 1.80 x 104 385
366.48 27.6 3.7x 1074 387
366.48 31.0 4.26 x 10~* 385
366.48 55.2 7.5 x10°* 387
366.48 65.5 8.93 x 104 385
366.48 110.3 1.50 x 1073 387
366.48 | 1379 | 1.840 x 1073 | [385

373.15 21 3.0l x 10 % 388
373.15 25 3.70 x 10~* 380
373.15 31 4.48 x 104 388
373.15 42 5.94 x 1074 388
373.15 42 517 x 1074 389
373.15 51 7.30 x 104 380

373.15 57.0 8.20 x 104 386
373.15 62 877 x 1074 388

373.15 62 7.61 x 10°* 389
373.15 82 1.15 x 1073 388
373.15 82 1.02 x 103 389

373.15 | 101 1.45 x 107 | [380
373.15 102 1.32 x 1073 389

Continued on next page
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T/IK] | P/[bar] TH, Ref
373.15 | 120.9 1.75x 1073 386
373.15 | 153.7 2.23 x 1073 386
373.15 203 2.85 x 1073 380
373.15 405 5.46 x 1073 380
373.15 608 7.96 x 1073 380
373.15 811 1.03 x 1072 380
373.15 1013 1.25 x 1072 380
398.15 23 3.44 x 107 388
398.15 33 5.04 x 1074 388
398.15 43 6.54 x 104 388
398.15 52 7.18 x 104 389
398.15 63 9.32 x 104 388
398.15 82 1.13 x 1073 389
398.15 83 1.21 x 1073 388
398.15 87 1.21 x 1073 389
398.15 102 1.43 x 1073 389
422.04 31.0 5.00 x 102 385
422.04 65.5 1.16 x 1073 385
422.04 103.4 1.88 x 1073 385
423.15 21 3.26 x 107 388
423.15 30 4.95 x 104 388
423.15 31 4.370 x 107* | [389
423.15 40 6.55 x 104 388
423.15 42 5.98 x 1074 389
423.15 52 7.79 x 1074 389
423.15 51.8 9.00 x 10~* 386
423.15 54.3 9.79 x 104 386
423.15 55 8.75 x 104 388
423.15 62 9.43 x 10~* 389
423.15 76 1.15 x 1073 388
423.15 75.9 1.35 x 1073 386
423.15 82 1.34 x 1073 389
423.15 87.1 1.60 x 1073 386
448.15 22 3.28 x 1074 388
448.15 29 483 x 1074 388
448.15 39 6.59 x 104 388
448.15 52 7.46 x 1074 389

ontinued on next page
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T/IK] | P/[bar] TH, Ref
448.15 60 9.56 x 107 388
448.15 62 9.43 x 104 389
448.15 80 1.24 x 1073 388
473.15 26 3.30 x 107 388
473.15 31 1.00 x 1073 388
473.15 36 5.74 x 1074 388
473.15 42 5.52 x 1074 389
473.15 46 8.44 x 104 388
473.15 52 7.51 x 1074 389
473.15 76 1.22 x 1073 388
473.15 82 1.24 x 1073 389

473.15 102 1.40 x 103 389
473.15 118 1.62 x 1073 389

477.59 27.6 3.5 x 10712 387
A77.59 31.0 4.29 x 104 385
A77.59 55.2 1.05 x 1073 387
477.59 65.5 1.46 x 103 385
477.59 103.4 2.57 x 1073 385
477.59 110.3 2.71 x 1073 387

498.15 33 3.22 x 107* 388

498.15 36 4.47 x 1074 388
498.15 41 591 x 104 388
498.15 51 8.10 x 104 388
498.15 62 9.93 x 104 389
498.15 71 1.21 x 1073 388
498.15 92 1.45 x 1073 389
523.15 44 2.70 x 10~% 388
523.15 47 4.45 x 1074 388
523.15 52 6.50 x 104 388
523.15 60 8.93 x 1074 388
523.15 70 1.18 x 1073 388
548.15 63 3.0l x 107 388
548.15 65 4.70 x 104 388
548.15 68 6.54 x 104 388
548.15 72 8.48 x 1074 388
548.15 80 1.19 x 1073 388
573.15 89 2.86 x 102 388

Continued on next page
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T/[K] | P/[bar] TH, Ref
573.15 91 5.42 x 10 % 388
573.15 93 7.24 x 1074 388
573.15 96 8.80 x 10~* 388
573.15 100 1.25 x 1073 388
574.81 | 110.3 141 x 1073 387
588.70 | 110.3 2.26 x 102 387
588.71 | 137.9 2.98 x 1072 385
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A.11.2 H;0 — H; mixtures - Gas phase

Table A11: Experimental solubilities of water in HoO — Ha mixtures (gas phase) at coexistence.
Experimental data are converted to mole fractions for different temperatures and pressures.
For the original units for each data set, see references below. For conversion to mole fractions,
standard conditions at T' = 273.15 K and P = 1.01325 atm are considered, unless otherwise

mentioned in the reference.

T/[K] | P/[bar] T, Ref
310.93 3.4 1.96 x 102 385
310.93 13.8 4.88 x 1073 385
310.93 31.0 222 x 1073 385
310.93 65.5 1.16 x 1073 385
310.93 | 103.4 7.6 x 10°* 385
310.93 | 137.9 6.0 x 10~* 385
310.95 13.8 4.88 x 103 390
310.95 31.0 222 x 1073 390
310.95 65.5 1.16 x 1073 390
310.95 | 103.4 7.60 x 10~* 390
323.15 50 2.66 x 10 ° 391
323.15 100 1.48 x 1073 391
323.15 | 101.3 1.38 x 1073 | [61]
323.15 150 1.08 x 1073 391
323.15 200 8.8 x 10~* 391
323.15 | 202.7 7.84 x 1074 [61]
323.15 250 7.6 x 1074 391
323.15 300 6.8 x 1074 391
323.15 | 405.3 | 4.64x107* | [61]
323.15 | 608.0 3.61 x 10~* [61]
323.15 | 1013.3 | 2.80x10°* | [61]
343.15 50 6.60 x 102 391
343.15 100 3.58 x 1073 391
343.15 150 2.57 x 1073 391
343.15 200 2.07 x 1073 391
343.15 250 1.77 x 1073 391
343.15 300 1.57 x 1073 391
366.45 13.8 3.86 x 103 390
366.45 31.0 2.64 x 1073 390

ontinued on next page
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T/[K] | P/[bar] YH,O Ref
366.45 65.5 1.32 x 1073 390
366.45 | 137.9 6.68 x 103 390
366.48 3.4 247 x 1071 385
366.48 13.8 5.54 x 102 387
366.48 13.8 5.86 x 102 385
366.48 27.6 3.08 x 102 387
366.48 31.0 2.64 x 1072 385
366.48 55.2 1.63 x 1072 387
366.48 65.5 1.32 x 1072 385
366.48 | 110.3 6.51 x 1073 387
366.48 | 137.9 6.68 x 103 385
422.04 31.0 1.570 x 10T [ [385
422.04 65.5 7.53 x 1072 385
422.04 103.4 5.13 x 1072 385
423.15 50 1.06 x 1071 391
423.15 100 6.00 x 102 391
423.15 150 4.40 x 102 391
423.15 200 3.60 x 1072 391
423.15 250 3.12 x 102 391
423.15 300 2.83 x 102 391
448.15 50 2.06 x 101 391
448.15 100 1.21 x 1071 391
448.15 150 9.27 x 1072 391
448.15 200 7.80 x 1072 391
448.15 250 6.88 x 102 391
448.15 300 6.23 x 102 391
473.15 50 2.66 x 101 391
473.15 100 1.48 x 1071 391
473.15 150 1.08 x 1071 391
473.15 200 8.8 x 1072 391
473.15 250 7.6 x 1072 391
473.15 300 6.9 x 102 391
477.59 27.6 6.34 x 10T 387
477.59 31.0 5.55 x 101 385
A77.59 55.2 3.26 x 1071 387
A77.59 65.5 2.85 x 1071 385
47759 | 103.4 1.88 x 101 385

Continued on next page
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T/[K] | P/[bar] YH,0 Ref
47759 | 110.3 1.72 x 1071 387
498.15 50 5.54 x 101 391
498.15 100 3.22 x 1071 391
498.15 150 2.44 x 101 391
498.15 200 2.08 x 101 391
498.15 250 1.83 x 1071 391
498.15 300 1.67 x 1071 391
523.15 50 826 x 10T 391
523.15 100 4.96 x 101 391
523.15 150 3.83 x 10! 391
523.15 200 327 x 1071 391
523.15 250 2.94 x 1071 391
523.15 300 2.71 x 101 391
548.15 100 6.86 x 10T 391
548.15 150 5.36 x 101 391
548.15 200 4.61 x 101 391
548.15 250 416 x 1071 391
548.15 300 3.86 x 10! 391
573.15 100 9.00 x 10T 391
573.15 150 722 x 1071 391
573.15 200 6.33 x 101 391
573.15 250 5.82 x 1071 391
573.15 300 5.51 x 101 391
574.81 | 110.3 8.45 x 10 T 387
588.7 110.3 9.67 x 10T 387
588.71 | 137.9 810 x 10T 385
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Summary

Improving and developing simulation techniques are key to obtaining
higher efficiency and accuracy in molecular simulations of dense liquid sys-
tems. The methodology development introduced in this thesis is relevant
both for academia and industrial applications. In this thesis, the meth-
ods developments/improvements for molecular simulations are introduced
followed by applications for realistic systems and systems of industrial rel-
evance. The Continuous Fractional Component Monte Carlo (CFCMC)
simulation methodology considers an expanded ensemble to solve the prob-
lem of low insertion/deletion acceptance probabilities in open ensembles. It
allows for a direct calculation of the chemical potential by binning of the
coupling parameter \ and using the probabilities p(A = 0) and p(A = 1).
In chapter 2, the application of the CFCMC method in the GE is introduced.
Chemical potentials of coexisting gas and liquid phases for water, methanol,
hydrogen sulfide and carbon dioxide for the temperature range T'=220 K to
T=375 K are computed using two different methodologies: (1) the WTPI
method in the conventional GE, and (2) the CFCGE MC method. It is
shown that the WTPI method fails to accurately compute the chemical
potentials of water and methanol in the liquid phase at low temperatures,
while accurate chemical potentials in the liquid phase are computed using
the CFCGE MC method. For the CFCGE MC method, the statistical
uncertainty for computed chemical potentials of water and methanol in the
liquid phase are considerably smaller compared to the WTPI method. For
the water models considered in this study (SPC, TIP3P/EW, TIP4P/EW,
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TIP5P/EW), computed excess chemical potentials based on three-site mod-
els are in better agreement with chemical potentials computed from an
empirical equation of state from the NIST database. For water, orienta-
tional biasing is applied during test particle insertions to check whether
certain orientations of test particles are energetically unfavorable. A two-
dimensional Overlapping Distribution Method (ODM) in the NVT ensemble
is derived for this purpose. It is shown that the failure of the WTPI method
for systems with a strong hydrogen bonding network does not depend on
orientation of the test molecule in that system. For all systems in this study,
the WTPI method breaks down when the void fraction of the system drops
below approximately 0.50.

In chapter 3, we show that extrapolating p(\) to compute the chemical
potential leads to systematic errors when the distribution is steep. We
propose an alternative binning scheme which improves the accuracy of com-
puted chemical potentials. We also investigate the use of multiple fractional
molecules needed in simulations of multiple components, and show that
these fractional molecules are very weakly correlated and that calculations
of chemical potentials are hardly affected. The statistics of Boltzmann
averages in systems with multiple fractional molecules is shown to be poor.
Good agreement is found between CFCMC averages (uncorrected for the
bias) and Boltzmann averages when the number of fractional molecules
is less than 1% of the total number of all molecules. We found that, in
dense systems, biased averages have a much smaller uncertainty compared
to Boltzmann averages.

In chapter 4, the performance of the spherical cutoff methods in MC
and MD simulations was compared to the Ewald summation. The use of
a spherical cutoff method for handling long range electrostatic interactions
is computationally advantageous compared to the Ewald summation, es-
pecially for dense systems. Cutoff based methods in MC simulations are
most attractive for dense systems as the effect of the long range interactions
beyond the cutoff radius becomes negligible due to the efficient screening
of charges. The radial distribution functions obtained from the Ewald sum-
mation and the Damped-Shifted Force (DSF) method were in excellent
agreement. Numerical artifacts appeared at the cutoff radius when the
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original Wolf method was used to calculate the electrostatic interactions.
The calculated excess mixing enthalpies, excess chemical potentials, and
activity coefficients of water and methanol obtained from the Wolf method
were in good agreement with the DSF method. Our simulation results show
that the numerical artifacts of the original Wolf method have little effect
on energy calculations in aqueous methanol mixtures. The combination of
the TraPPE and OPLS/2016 force fields with five water models, TIP3P,
SPC/E, OPC, TIP4P /2005 and TIP4P/EW was used to compute mixing
enthalpies, excess chemical potentials, and activity coefficients of water and
methanol. Excess chemical potentials and activity coefficients were com-
puted in an expanded version of the NPT ensemble. We found the best
agreement between experimental data for all the computed properties of
water-methanol mixtures for the TIP4P /2005-TraPPE force fields.

In chapter 5, an alternative method for calculating partial molar excess
enthalpies and partial molar volumes of components in Monte Carlo (MC)
simulations is developed. This method combines the original idea of Frenkel,
Ciccotti, and co-workers [Chem. Phys. Lett., 1987, 136 pp 35-41] with the
CFCMC technique. The method is tested for a system of Lennard-Jones
particles at different densities. As an example of a realistic system, partial
molar properties of a [NH3, No, Ho] mixture at chemical equilibrium are
computed at different pressures ranging from P = 10 MPa to P = 80 MPa.
Results obtained from MC simulations are compared to those obtained
from the PC-SAFT Equation of State (EoS) and the Peng-Robinson EoS.
Excellent agreement is found between the results obtained from MC simu-
lations and PC-SAFT EoS, and significant differences were found for PR
EoS modeling. This is expected as it is well-known that the PR EoS fails
at high pressures. We find that the reaction is much more exothermic at
higher pressures. Moreover, the reaction enthalpy of the ammonia synthesis
reaction is be computed directly by simple linear regression of the enthalpy
as a function of the number of reactant molecules. The results is in excellent
agreement with that of the CFCMC method.

In chapter 6, It is shown that in the grand-canonical ensemble, expres-
sions for thermodynamic derivatives obtained from least squares multiple
linear regression are identical to the expressions obtained from fluctuations.
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This provides a conceptually simple and computationally efficient approach
to obtain thermodynamic properties from fluctuations in multicomponent
systems. Identical expressions are only obtained if higher order terms are
not included in the linear regression model. Multiple linear regression is
thermodynamically consistent with fluctuations both in constant-volume
and constant-pressure ensembles. In the grand-canonical ensemble, multiple
linear regression can be used to obtain the heat of adsorption even around
sharp inflection points where the fluctuation approach is known to fail.

In chapter 7, an alternative method is introduced for free energy calcula-
tions at multiple temperatures and pressures from a single simulation. This
method combines umbrella sampling with CFCMC simulations to obtain
accurate estimates of chemical potentials for systems with appreciable over-
lapping density of states at (7%, P) or (T, P*) with the system of interest
(T, P). The chemical potentials estimated at different temperatures and
pressures are used to obtain partial molar properties. The partial molar ex-
cess enthalpy h°* is obtained by numerically evaluating (9(3u*)/03)p, and
the partial molar volume v is obtained by numerically evaluating (Ou/9P) 7.
This method is tested for a system of LJ at different densities. The results
are compared to those obtained from independent simulations. The partial
molar properties for LJ systems are compared to those obtained from the
method in chapter 5, and the WTPI method. We found excellent agreement
between all methods. As an example of a realistic system, the chemical po-
tentials and partial molar properties of different mixtures of water-methanol
are computed using umbrella sampling and the method in chapter 5. To
test the limits of the method, we considered estimating properties of pure
methanol at temperatures and pressures far from the system of interest
(T'=298 K and P =1 bar). The results show that for temperatures +15
K, accurate estimates of the chemical potential of methanol are obtained
from a single simulation of 410 molecules. The method breaks down grad-
ually by increasing the temperature difference. The chemical potentials of
methanol (N = 410 molecules) are estimated accurately for pressures up
to P = 500 bar. The method breaks down for pressures between P = 500
bar and P = 1000 bar. For larger systems this range becomes smaller since
the relative fluctuations of energy and volume become smaller. For larger
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systems this range becomes smaller since the relative fluctuations of energy
and volume become smaller. We find that this method is a powerful tool
for free energy calculations, especially for dense systems.

In the last two chapters of thesis, the focus is on industrially relevant
applications. In chapter 8, simulation techniques developed in previous
chapters are applied to simulate and verify the main thermophysical prop-
erties of HoO — Hy mixtures in the gas phase at elevated pressures (up to
P = 1000 bar). The results are used to optimize the electrochemical com-
pression of hydrogen using a recently developed compressor by HyET BV.
Hydrogen is one of the most popular alternatives for energy storage. Due
to its low volumetric energy density, hydrogen should be compressed for
practical storage and transportation purposes. Recently, Electrochemical
Hydrogen Compressors (EHC) have been developed that are capable of com-
pressing hydrogen up to P = 1000 bar, and have the potential of reducing
compression costs to 3 kWh/kg. As EHC compressed hydrogen is saturated
with water, the maximum water content in gaseous hydrogen should meet
the fuel requirements issued by the International Organization for Standard-
ization (ISO) when refuelling Fuel Cell Electric Vehicles (FCEV). The ISO
14687-2:2012 standard has limited the water concentration in hydrogen gas
to 5 pmol water per mol hydrogen fuel mixture. Knowledge on the vapor
liquid equilibrium of HoO — Hs mixtures is crucial for designing a method
to remove HoO from compressed Hy. To the best of our knowledge, the
only experimental high pressure data (P > 300 bar) for HoO — Hy phase
coexistence is from 1927 [J. Am. Chem. Soc., 1927, 49, pp 65-78]. In this
paper, we have used molecular simulation and thermodynamic modelling
to study the phase coexistence of the HoO — Hs system for temperatures
between T' = 283 K to T' = 423 K and pressures between P = 10 bar and
P = 1000 bar. It is shown that the PR EoS and SRK EoS with van der
Waals mixing rules fail to accurately predict the equilibrium coexistence
compositions of the liquid and gas phase, with or without fitted binary
interaction parameters. We have shown that the solubility of water in com-
pressed hydrogen is adequately predicted using force field based molecular
simulations. The modelling of phase coexistence of HoO — Hy mixtures may
be improved by using polarizable models for water. In the appendix, we
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present a detailed overview of available experimental solubility data for the
H30 — Hy system at high pressures.

In chapter 9, we have considered formic acid as a source for both hydro-
gen and carbon monoxide to adjust the Ho:CO ratio in the syngas. Syngas
is an important intermediate in the chemical process industry. It is used for
the production of hydrocarbons, acetic acid, oxo-alcohols and other chem-
icals. Depending on the target product and stoichiometry of the reaction,
an optimum (molar) ratio between hydrogen and carbon monoxide (Hy:CO)
in the syngas is required. Different technologies are available to control
the Hy:CO molar ratio in the syngas. Using thermochemical equilibrium
calculations, we show that the syngas composition can be controlled by
co-feeding formic acid (FA) into the SRM process. The H2:CO molar ratio
can be adjusted to a value between one and three by adjusting the concen-
tration of FA in the reaction feed. At steam reforming conditions, typically
above 900 K, FA can decompose to water and carbon monoxide, and/or to
hydrogen and carbon dioxide. Our results show that co-feeding FA into the
SRM process can adjust the Ho:CO molar ratio in a single step. This can
potentially be an alternative to the WGS process.



Samenvatting

Om moleculaire simulaties uit te kunnen voeren in systemen bij hoge
dichtheden is het van belang om simulatietechnieken te ontwikkelen en te
verbeteren. De ontwikkeling van deze methoden is relevant voor zowel we-
tenschappelijke als industriéle toepassingen. In dit proefschrift bekijken we
eerst de ontwikkelingen op het gebied van moleculaire simulatietechnieken
en daarna hun toepassing in realistische systemen die interessant zijn voor
de industrie. Om het probleem op te lossen van de kleine acceptatiekans van
het toevoegen danwel verwijderen van deeltjes in open ensembles is de Con-
tinuous Fractional Component Monte Carlo (CFCMC) methode ontwikkeld.
Met behulp van deze methode, die gebruik maakt van de koppelingsparame-
ter A, is het mogelijk om in een simulatie direct de chemische potentiaal te
berekenen door middel van de kansen p(A = 0) en p(A = 1). In Hoofdstuk 2
wordt uitgelegd hoe de CFCMC methode gebruikt kan worden in het Gibbs
Ensemble (GE). Voor water, methanol, waterstofsulfide en koolstofdioxide
wordt de chemische potentiaal uitgerekend in zowel de gas- als vloeistoffase
bij temperaturen van T'=220 K tot T'=375 K en wordt gebruik gemaakt
van (1) de WPTI methode in het conventionele GE en (2) de CFCMC
methode in het GE. Hier wordt aangetoond dat, bij lage temperaturen,
de chemische potentiaal van vloeibaar water en methanol nauwkeurig kan
worden berekend met de CFCMC methode en dat de WPTI methode het
daarentegen laat afweten. Bovendien zijn de foutmarges voor de CFCMC
methode een stuk kleiner dan die voor de WPTI methode. Van de bere-
kende excess chemische potentialen voor verschillende watermodellen (SPC,
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TIP3P/EW, TIP4P/EW en TIP5P/EW) komen de drie-site-modellen het
beste overeen met de chemische potentialen uit empirische toestandfunc-
ties in de NIST database. Voor simulaties met water is gebruik gemaakt
van orientational biasing voor het testdeeltje om te zien welke oriéntaties
energetisch onwaarschijnlijk zijn. In het NVT ensemble is hiervoor een
Overlapping Distribution Method (ODM) ontwikkeld. We laten zien dat
de slechte werking van de WPTI methode in systemen met een netwerk
van sterke waterstofbruggen niet afthangt van de oriéntatie van het testdeel-
tje. Uit dit onderzoek blijkt dat de WPTI methode niet werkt wanneer de
zogenaamde void fraction van het systeem lager is dan ongeveer 0.5.

In Hoofdstuk 3 laten we zien dat extrapolatie van een sterk stijgende
kansdichtheidsfunctie p(\) leidt tot een systematische fout in de berekening
van de exces chemische potentiaal. Daarom introduceren we een alternatief
binning scheme dat de berekening van de chemische potentiaal nauwkeuriger
maakt. Verder onderzoeken we eventuele effecten van meerdere fractional
moleculen in een systeem en zien we dat deze vrijwel niet gecorreleerd
zijn aan elkaar en nauwelijks invloed hebben op de berekende chemische
potentialen. In een systeem met meerdere fractional moleculen zijn Boltz-
mannstatistieken onnauwkeurig. Als het aantal fractional moleculen kleiner
is dan 1% van het totaal aantal moleculen vinden we vrijwel gelijke Boltz-
mann en biased gemiddelden. Bovendien zien we dat de biased gemiddelden
een veel kleinere foutmarge hebben dan de Boltzmann gemiddelden.

In Hoofdstuk 4 bestuderen we verschillende methoden om interacties
(sferisch) af te breken in MC en MD simulaties. Dit wordt vergeleken met de
Ewald methode. Het gebruik van deze methoden is rekentechnisch efficiénter,
vooral voor systemen met een hoge ladingsdichtheid omdat screening van
de ladingen de interacties over langere afstanden vrijwel verwaarloosbaar
maakt. We zien in dit hoofdstuk dat de radiale distrubutiefuncties (RDF)
in simulaties met de Ewald en Damped-Shifted Force (DSF) methoden goed
overeenkomen. Er worden kleine afwijkingen waargenomen in de RDF wan-
neer de Wolf methode wordt gebruikt. We zien geen verschil tussen de Wolf
en DSF methode in de berekening van mengenthalpie, chemische poten-
tiaal en activiteitscoéfficiénten voor water en methanol. Onze simulaties
laten zien dat er geen verschillen optreden in de energieberekening van
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water-methanolmengsels. Voor het berekenen van mengenthalpieén, excess
chemische potentialen en activiteitscoéfficiénten van water en methanol zijn
de combinaties gebruikt van de TraPPE en OPLS/2016 krachtvelden met
vijf watermodellen: TIP3P, SPC/E, OPC, TIP4P /2005 en TIP4P/EW. Om
excess chemische potentialen en activiteitscoéfficiénten te berekenen zijn si-
mulaties uitgevoerd in het extended NPT ensemble. De beste resultaten (in
vergelijking met experimentele data) worden behaald voor de combinatie
TIP4P /2005 met TraPPE.

In Hoofdstuk 5 besteden we aandacht aan de ontwikkeling van een
methode voor het berekenen van partieel molaire excess enthalpieéen en
partieel molaire volumes in MC simulaties. Deze methode combineert het
werk van Frenkel, Ciccotti, en anderen [Chem. Phys. Lett., 1987, 136
pp 35-41) met de CFCMC methode. We testen deze methode eerst voor
een simpel Lennard-Jones systeem voor verschillende dichtheden. Daarna
berekenen we de partiéle molaire grootheden van een [NH3, No, Hy]-mengsel
bij verschillende drukken van P = 10 MPa tot P = 80 MPa. De resultaten
uit deze MC simulaties worden vergeleken met waarden uit de PC-SAFT
toestandsfunctie (EOS) en de Peng-Robinson (PR) toestandsfunctie. De
resulaten uit de simulaties komen goed overeen met die van PC-SAFT maar
wijken af van die van PR-EOS. Dit kan worden verklaard uit het feit dat
PR-EOS niet geschikt is voor systemen bij hoge druk. We concluderen
dat de reactie, No + 3Ho = 2NHj3, sterker exothermisch wordt bij een
toenemende druk. De reactie enthalpie voor de ammonia-reactia kan worden
berekend door lineaire regressie van de enthalpie en het aantal reactanten.
De resultaten zijn gelijk aan de resultaten van de CFCMC methode.

In Hoofdstuk 6 laten we zien dat de uitdrukking voor “thermodyna-
mische afgeleiden”die wordt gevonden met meervoudige lineaire regressie
gelijk is aan die in de fluctuatie-methode. Dit biedt een eenvoudige en
snelle methode om thermodynamische eigenschappen te berekenen uit de
fluctuaties in systemen met meerdere componenten. Dezelfde uitdrukkingen
worden gevonden als hogere orde termen niet worden meegenomen in dit
model. Meervoudige lineaire regressie is thermodynamisch consistent in
ensembles met een constant volume en ensembles met een constante druk.
In het groot-canoniek ensemble kan meervoudige lineaire regressie gebruikt
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worden voor het berekenen van de adsorptie-warmte. Dit in tegenstelling
tot de fluctuatie-methode waarvan bekend is dat deze niet werkt rond de
buigpunten.

In Hoofdstuk 7 beschouwen we een methode voor het berekenen van de
vrije energie uit één simulatie voor verschillende temperaturen en drukken.
Dit is een combinatie van umbrella sampling en de CFCMC methode. Deze
methode kan gebruikt worden om de chemische potentialen te bepalen voor
systemen in de toestanden (7%, P) of (T, P*) indien hun toestandsruimte
genoeg overlap heeft met die van het gesimuleerde systeem (7', P). Deze che-
mische potentialen kunnen op hun beurt weer gebruikt worden om andere
partieel molaire grootheden te bepalen. De parti€le molaire excess enthal-
pie h® kan berekend worden door numeriek de afgeleide (O(8u*)/08)p
te bepalen. Op dezelfde manier kan het partieel molair volume v worden
berekend door het bepalen van (Ou/0P)r. Deze methode is getest in een
Lennard-Jones systeem en de partiéle molaire grootheden zijn vergeleken
met resultaten uit de methode beschreven in Hoofdstuk 5 en de WPTI
methode. De resultaten van alle methoden zijn identiek. Voor een meer
realistisch systeem bepalen we de partiéle molaire grootheden van verschil-
lende water-methanol mengsels met umbrella sampling en de methode uit
Hoofdstuk 5. Door naar eigenschappen te kijken van systemen verder weg
van het referentiepunt (7' = 298 K en P = 1 bar) kunnen we de grenzen
van de toepasbaarheid van onze methode bestuderen. De resultaten laten
zien dat we voor temperaturen +15 K de chemische potentiaal nog steeds
nauwkeurig kunnen bepalen uit één simulatie van 410 moleculen. Voor gro-
tere temperatuursverschillen worden de resultaten onnauwkeuriger. Voor
drukken tot 500 bar kunnen we nauwkeurig de chemische potentiaal bepalen
maar tussen de P = 500 bar en P = 1000 bar neemt de onnauwkeurigheid
toe. Voor systemen met een groter aantal deeltjes zullen deze grenzen klei-
ner worden omdat de fluctuaties in energie en volume dan relatief kleiner
zijn. We concluderen dat deze methode geschikt is voor de bepaling van
vrije energieén, in het bijzonder voor systemen met hoge dichtheden.

De laatste twee hoofdstukken van dit proefschrift richten zich op toe-
passingen die relevant zijn voor de industrie. In Hoofdstuk 8 worden de
nieuwe simulatietechnieken gebruikt voor de berekening van thermofysische
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eigenschappen van water-waterstofmengsels in de gasfase onder hoge druk
(tot P = 1000 bar). De resultaten worden gebruikt voor het optimalizeren
van de elektrochemische compressie van waterstof in een compressor, recent
ontwikkeld door HyET BV. Waterstof is een van de populairste alternatie-
ven voor energie-opslag. Omdat waterstof een lage energiedichtheid heeft
is compressie vanuit praktisch oogpunt nodig om het op te slaan en te ver-
voeren. Er zijn elektrochemische waterstofcompressors (EHC) ontwikkeld
die in staat zijn waterstof te comprimeren tot P = 1000 bar en de com-
pressiekosten kunnen terugbrengen tot 3 kWh/kg. Het gecomprimeerde
waterstof in een EHC is verzadig met water en hoort te voldoen aan de
eisen van de Internationale Organisatie voor Standaardisatie (ISO) als het
gebruikt wordt als brandstof voor waterstofauto’s (FCEV). De ISO 14687-
2:2012 standaard hanteert een limiet van 5 umol water per mol waterstof
als brandstofmengsel. Voor het verwijderen van water uit het waterstof-
brandstofmengsel is inzicht in het gas-vloeistof evenwicht van groot belang.
Voor zover wij weten is het artikel [J. Am. Chem. Soc., 1927, 49, pp 65-78§|
uit 1927 het enige met experimentele data over gas-vloeistofevenwichten
van water-waterstofmengsels bij drukken hoger dan 300 bar. Wij gebruiken
moleculaire simulatie en thermodynamische modellen voor de bepaling van
het gas-vloeistofevenwicht van water-waterstofmengsels bij temperaturen
van T = 283 K tot T' = 423 K en drukken van P = 10 bar tot P = 1000
bar. Verder laten we zien dat de PR-EOS en SRK-EOS toestandsfuncties
niet gebruikt kunnen worden om de evenwichtscomposities te bepalen in
de gas- en vloeistoffase, in beide gevallen: met en zonder gefitte binaire
interactie parameters. Moleculaire simulaties die gebruik maken van kracht-
velden zijn wel geschikt hiervoor. Het modelleren van de evenwichten in
water-waterstofmengsels kan wellicht worden verbeterd door gebruik te ma-
ken van polariseerbare modellen van water. In het Appendix presenteren
we een uitgebreid overzicht van beschikbare experimentele data over gas-
vloeistofevenwichten en oplosbaarheden van water-waterstofsystemen onder
hoge druk.

In Hoofdstuk 9 gebruiken we mierenzuur om voor waterstof en kool-
stofmonoxide de verhouding H2:CO in syngas aan te passen. Syngas is
een belangrijk tussenproduct in de (chemische) procesindustrie en wordt
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gebruikt voor de productie van koolwaterstoffen, azijnzuur, oxo-alcoholen
en andere chemicalién. Afhankelijk van het gewenste product en de stoi-
chiometrie van de reactie is er een optimale verhouding tussen waterstof
en koolstofmonoxide in het syngas. Er bestaan verschillende technieken
om deze ratio aan te passen in syngas. We laten met thermochemische
berekeningen zien dat de compositie van syngas kan worden aangepast door
mierenzuur toe te voegen aan het SRM proces. De verhouding Hy:CO kan
worden veranderd tussen 1 en 3 door de concentratie mierenzuur aan te pas-
sen. In het geval van stoomreforming (typisch bij temperaturen boven 900
K) kan mierenzuur ontbinden in water en koolstofmonoxide en/of waterstof
en koolstofdioxide. Onze resultaten laten zien dat door het toevoegen van
mierenzuur aan het SRM proces de verhouding Hs:CO in één enkele stap
kan worden aangepast. Dit kan een interessant alternatief zijn voor het
WGS proces.



Conclusions

Molecular simulation is a valuable tool to design and optimize industrial
processes and can simultaneously provide better insight into the physics
of these processes. By modelling the interactions between molecules, we
can improve our understanding of how materials behave, especially at ex-
treme conditions where conducting experiments are dangerous or expensive.
Many important thermodynamic and transport properties are not easily
obtainable using conventional simulation techniques, especially in open en-
sembles. This is mostly due to low probability of molecule exchanges in
dense systems. For dense systems, computation of equilibrium compositions,
chemical potentials and partial molar properties requires several (long) sim-
ulations. With the increase in density, computation of some properties be-
come almost impossible using conventional methods. Improving simulation
techniques and increased computational power make molecular simulations
more attractive/relevant for many industrial applications. In chapter 3, we
have improved the accuracy of computing chemical potentials in CFCMC
simulations. Chemical potentials can be used to verify the condition of
chemical equilibrium, compute activity coefficients in mixtures, and pre-
dict solubilities at extreme conditions. In addition to efficient free energy
calculations, application of the CFCMC method is coupled with improved
molecule exchange efficiency in phase equilibrium simulations. In chap-
ter 5, we developed an alternative method, within the framework of the
CFCMC method, to calculate partial molar properties from a single simula-
tion. Partial molar properties are computationally difficult to calculate and
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are experimentally difficult to measure at extreme conditions. Contribution
of the partial molar enthalpies in calculating the reaction enthalpy can be
significant at high pressures which can be calculated using our method with-
out the drawbacks of the Widom’s Test Particle Insertion (WTPI) method.
We calculated partial molar enthalpies of nitrogen, hydrogen and ammonia
to compute the reaction enthalpy of Haber-Bosch process at high pressures.
We showed that the contribution of the partial molar excess enthalpies is
not negligible for this process. It is expected that partial molar properties at
high pressures are more accurately predicted using a physically based EoS
such as PC-SAFT or advanced MC techniques, compared to a cubic EoS.
However, cubic EoS are widely used to study other industrially important
applications due to their simplicity. By developing faster and more efficient
simulation techniques, we can encourage our collaborators from industry to
use molecular simulations more often.

Based on the method proposed by Josephson and Siepmann, we com-
puted the reaction enthalpy of Haber-Bosch process directly by simple linear
regression of the enthalpy as a function of the number of reactant molecules.
Obtaining partial molar properties from multiple linear regression, strongly
suggests that fluctuations and multiple linear regression lead to identical
values for thermodynamic derivatives. In chapter 6, we we rigorously proved
the equivalence of the two approaches for computing thermodynamic deriva-
tives in open ensembles of an n-component system. This means that in
the grand-canonical ensemble, multiple linear regression can be used to
obtain the heat of adsorption even around sharp inflection points where the
fluctuation approach is known to fail. Using multiple linear regression for
computing thermodynamic derivatives is simple and allows for using legacy
data without any additional requirements.

In chapter 7, we developed a method to perform free energy calculations
for mixtures at multiple temperatures and pressures from a single simulation,
by combining umbrella sampling and the CFCMC technique. One can per-
form a simulation of a mixture at a certain pressure and temperature, and
accurately compute the chemical potential at other pressures and tempera-
tures close to the simulation conditions. Using the values of the estimated
chemical potentials, the partial molar enthalpies and volumes of a compo-
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nent are obtained by numerically evaluating the derivatives (0(8u)/08)p
and (Ou/0P)y,, respectively. The method developed in this chapter also
aims at obtaining more information about thermochemical properties of the
system (including at near temperatures and pressures) to potentially save
simulation time. We found excellent agreement with the results obtained
in chapter 7.

In the last two chapters, we applied thermodynamic modelling to two
different systems of industrial relevance. Hydrogen is an example of a re-
newable source for fuel and feedstock for production of chemicals. One of
the emergent technologies in this area is the electrochemical compression
of hydrogen to very high pressures. Due to the inner working of the elec-
trochemical compressor, developed by HyET BV, water is dissolved in the
compressed gaseous hydrogen in small, yet unknown, amounts. To develop
and optimize of new drying technology, accurate molecular modelling is
required to describe the phase behaviour of hydrogen at high pressures. Re-
quirements for dry hydrogen for application in a hydrogen fuel cell car are
found in the ISO standard. In this thesis, we applied advanced molecular
simulation techniques to model the thermodynamics of HoO — Hy systems
for a range of composition, temperature and pressure conditions. The main
focus has been on high pressure, electrochemical hydrogen applications.
The thermodynamic behaviour of hydrogen above P = 500 bar is not ex-
tensively studied. While conducting experiments at such high pressures
are very expensive, molecular simulations can be used to provide detailed
and comprehensive of the phase behaviour of the systems with hydrogen.
Although the results for the high pressure VLE of HoO — Hs from molecu-
lar simulations were reassuring, we feel that further improvements may be
realized taking polarizability of water molecules into account. Therefore,
further molecular simulations of the HoO — Hy are recommended using po-
larizable force fields for water, especially to improve the predictions for the
liquid phase composition.

Improved molecular models are necessary to describe physical /chemical
processes accurately. One of the most studied molecules in the field of
molecular simulation is water. Water is a flexible and polarizable molecule.
To account for polarization, recently polarizable force fields for water have
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been developed. Some properties of water, such as vapor pressure, critical
properties, dielectric constant, and virial coefficient are most accurately
predicated by considering polarization effects. However, the performance
of different polarizable force fields to compute chemical potentials and
activity coefficients of water is not fully investigated in literature, and more
work needs to be done in this field. Further improvements in simulations
of HoO — Hs systems may be realized taking polarizability of water into
account.

Syngas is an important intermediate in the chemical process industry.
It is used for the production of hydrocarbons, acetic acid, oxo-alcohols
and other chemicals. Depending on the target product and stoichiometry
of the reaction, an optimum (molar) ratio between hydrogen and carbon
monoxide (H2:CO) in the syngas is required. To adjust the Hy:CO ratio
we have considered formic acid as a source for both hydrogen and carbon
monoxide (chapter 9). Using thermochemical equilibrium calculations, we
show that the syngas composition can be controlled by co-feeding formic
acid into the SRM process. Due to low pressures, and temperatures, it
was not needed to use molecular simulations for computing phase and
reaction equilibria. However, with the increase in pressure, or decrease in
temperature, it is strongly recommended to perform molecular simulations
to describe the thermochemical properties of the system more accurately
compared to conventional equation of state modelling.
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