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1 Introduction

A conductor in practice (almost) always has imperfections, such as foreign atoms substituting for atoms of
the crystal, vacancies due to missing atoms or dislocations in the crystal. These defects will scatter electrons
in the conductor. The effect on the electron motion of such imperfections, can be modelled by defining
a potential which deviates from that of an ideal crystal. When a crystal contain impurities, it is usually
impossible to know what the exact potential landscape is. Therefore, are experimental observations often
best modelled by calculating ensemble averages. Assumptions are made about properties of the impurities.
Then, the members of the ensemble, which typically all have a different disorder configuration, are generated
and subsequently averaged. The averaged potentials can be used to alter the Hamiltonian and study the
difference between clean and disordered systems.

Finding new topologically non-trivial states of matter is an important goal in condensed matter physics(!].
The quantum Hall state was the first example of such a statel2hBLAL0B] Another proposed state is the
quantum spin hall (QSH) insulator:6]. The QSH insulator is invariant under time reversal and the 2D bulk
is gapped. There are topologically protected edge states that lie inside the bulk insulating gap. These edge
states are helical, which means that at a given edge there are two! states with opposite spin-polarization
counter propagating. The two counter propagating modes are time-reversed partners of each other and
because their wave functions are orthogonal, there is no scattering between these two states. If an electron
would be reflected, its spin must be flipped. However, such a spin-flip is forbidden, because it would break
time reversal symmetry. The BHZ Hamiltonian®) can be used to describe the QSH insulator. The effect of
average disorder on the BHZ Hamiltonian is investigated in this research. By altering the Hamiltonian in
order to take the averaged potentials into account (see previous paragraph), the disordered band structure
can be calculated and subsequently compared to the clean one.

Symmetry plays a central role in quantum mechanics and in physics in general. When a symmetry is
present, a feature of the system remains unchanged under some transformation, such as a rotation or inversion
in space or time. Mathematically, the operators associated with these transformations are called symmetry
operators and commute or anti-commute with the Hamiltonian. By using the commutation relations, the
constraints, which the presence of symmetries impose on the Hamiltonian, can be found. By starting from
a 3-band basis and imposing symmetry constraints, an extended BHZ Hamiltonian can be derived!”). The
effect of average disorder is studied on the band structure of the aforementioned Hamiltonian.

Section 2.1 introduces the Green’s function, which tells how a system reacts to an impulse response.
The role of the Green’s function in quantum mechanics is discussed and specifically how it relates to the
Hamiltonian. The objective of this section is to introduce the equations governing the Green’s functions,
which are later used to capture the effect of disorder.

Section 2.2 introduces the tight-binding approach. The objective of this section is to show how the
connection is made from continuous functions to computer simulations. It involves defining a lattice that
can have any shape. Operators and functions are discretized and the quantities of the system are only defined
on the lattice points.

In section 2.3, the diagrammatic impurity-average technique is presented. After stating assumptions
about the disorder properties, theory from the previous two sections is used to find an analytical expression
for the impurity averaged Green’s function. The concept of the self-energy is introduced and eventually the
first order self-consistent Born equation is derived.

In section 3.1, the first order self-consistent Born approximation is tested on relatively simple Hamil-
tonians. By considering for example an infinite quantum well, its validity can be assessed. The effect the
disorder has on the band structure is discussed.

In section 3.2, the theory is applied to the more interesting BHZ Hamiltonian and an extended BHZ
Hamiltonian. It is visualized how the disorder influences the band structure of the aforementioned Hamilto-
nians and it is discussed how the disorder changes the transport properties of a sample. It is shown that by
plotting the disordered band structures, the results of a transport calculation can be qualitatively predicted.

1When there is an even number of pairs of helical edge states, interactions can open a gap and the system is topologically trivial.
However, when there is an odd number of pairs of helical edge states, interactions can not open a gap unless time reversal
symmetry is broken. For simplicity it is assumed here that there is one pair of helical edge states at each edge.



In this work the software package Kwant!® is extensively used. It is a free (open source) Python package
for numerical calculations on tight-binding models. With Kwant, one can among other things calculate
dispersions, wave functions, Green’s functions and transport properties.

During my studies I became interested in condensed matter physics. I would like to thank Dr. A. R.
Akhmerov and Dr. M. T. Wimmer for giving me the opportunity to work in their group and in this field.
On many occasions I have benefited from their guidance. In addition, I would like to express my gratitude to
R. J. Skolasinski (MSc). We had many discussions and I thank him for sharing his programming knowledge
as well as proofreading drafts.



2 Theory

2.1 Green’s functions
2.1.1 General discussion of Green’s functions

The theory in section 2.1 is based on [9], [10] and [11]. The Green’s function gives the response of a system
at every position 7, and every time ¢, due to a delta peak forcing at a certain position #, and at a certain
time t'. Consider the general differential equation and the equation for the Green’s function

L{(r, 1)} = f(7,1), (2.1.1a)
then: £{G(F, t;7,t')} = 6(F — #)d(t — t'), (2.1.1Db)

where £ is a linear operator, G(7,t;7,t') is the Green’s function and f(7,t) is the source term of the
differential equation. Since the source term, f(7,t), can be seen as a superposition of delta forcings, the
solution involves a sum over the Green’s functions. This superposition principle only holds if L is a linear
operator. This intuitive notion can be shown more clearly by doing

// LAGF ;7 )} f(F )3 Fdt’ = // S(F—7)o(t — ) f(F > F dt' = f(F,t) = L{Y(F,t)}.
\4 \%4

Now use that £ in the most left part of the the equation above, only operates on 7 and ¢ and therefore it
can be taken out of the integral

ﬁ{//VG(r,t;r’,t’)f(r',t’)d?’r'dt’} = L{Y(7,1)},

which suggests
¢(f,t):// G ;7 ) f(7, ) d>F dt’ .
v

The derivation above is not rigorous, usually there are additional terms involving an integral over the Green’s
function, which account for the the boundary and initial conditions. The boundary and initial conditions
can also be viewed as forcings on the solution. When the linear operator L is known, usually Green’s second
identity can be used to find the solution as a function of the Green’s function. As an example a derivation,
where the solution for the three dimensional non-homogeneous wave equation is expressed in terms of several
integrals over the Green’s function, can be found in appendix A.2. In this derivation is used that the Green’s
function is symmetric under exchange of 7 and 7/. This symmetry is called Maxwell’s reciprocity and it is
proven for the time-independent case in appendix A.1l. Intuitively this symmetry makes sense; if the space
is isotropic, it does not matter whether you excite the system at position # and measure at 7 or excite at
position 7 and measure at 7.

When solving a differential equation with non-homogeneous boundary conditions, the Green’s function
always satisfies homogeneous boundary conditions. The Green’s function is defined as the response of the
system to a delta forcing only and therefore there should be no forcing from the boundaries. An advantage of
the use of Green’s functions is that when the source term of the differential equation, the boundary condition
or the initial state of the system are changed, it is not necessary to repeat an entire calculation as long as the
linear operator £ stays the same. The general solution of the differential equation is expressed as integrals
over the Green’s function, which involve the forcing function, the boundary condition and the initial state
of the system. By simply adjusting the integrands of the integrals, the changes in the forcing function, the
boundary or initial conditions can be incorporated.

There are two kinds of solutions to the equation for the Green’s function: the retarded and the advanced
Green’s function?. Let G*‘(f,t;fﬂt’) be the retarded Green’s function and G~ (7, t;7,t') the advanced

?Besides the retarded and advanced Green’s function also the greater and the lesser Green’s function are often defined. These
Green’s functions will not be used in this work.



Green’s function, with the following properties

GH(rt;7,t') =0 for t <t (2.1.2a)

G (r,t;7",¢') =0 for t >t (2.1.2b)

As the retarded Green’s function, G (7,t;7,t'), can only take on non-zero values for times after the delta
forcing has taken place, the retarded Green’s function is causal. It can then also be seen that the advanced
Green’s function, G‘(F,t;?’ ,t'), is anti-causal, because it has only non-zero values before the excitation
occurs.

From now on the the Green’s function is considered to be an operator, so that

LGt =6t —t)I. (2.1.3)
The Green’s function can then be viewed as the right inverse of L.

2.1.2 Green’s functions in quantum mechanics

In the case of the Schrédinger equation

(maat - H> [ (t)) =0, (2.1.4)

the linear operator L is equal to (ih% — ﬁ) The solution to this equation is

(1)) = e I |y (e = 1)) = U(,t) (1) | (2.1.5)
where U(t, t') is the time evolution operator. The equation for the Green’s function is
9 .\ - . .
(mat — H) GE(t;t) = L GH(t;t)) = 6(t — ). (2.1.6)

Only the time or energy dependence of the Green’s functions are written throughout section 2.1, but the
Green’s functions are also functions of position, momentum or wavevector depending on the chosen basis,
for example: (p| éi(t;t’) 1Py = GE(p, t; 9/, t').

The solution to equation (2.1.6) for the retarded and advanced Green’s function is

_de—iH{—=t)/h  for ¢ > ¢

GH(tst) = {0 [ ey = —%U(m’)@(t — ), (2.1.7)
A 0 fort >t i~
G () = {iem(”/)/h fort <t ﬁU(tvtl) 1-0e(-t)), (2.1.8)
h

where ©(t —t') is the Heaviside step function. It can be verified that these are the solutions by substituting
them into equation (2.1.6) and using [f[, Ult, t’)} =0.
Inverting equations (2.1.7) and (2.1.8) give

N N ALY f /
U<t7t,):{th (L)) fort>t

N 2.19
—ihG~ (t;t')  fort < t'. ( )

Equation (2.1.9) can be presented equivalently as U(t, ) = ih(Gt(t;t') — G (t;t')). Besides the time
evolution operator, this operator is also known as the spectral function

At ) = k(G (5:t) — G (1)), (2.1.10)



Using equations (2.1.5) and (2.1.9), the solution of the Schrodinger equation is written in terms of the
retarded and advanced Green’s function

() = {mw“; D) fort> v

—ihG~(t: ) [p(t'))  for t <t (2.1.11)

It can be seen from |1h(t)) = ihGT (t; 1) [)(t')) for ¢t > ¢/, that the retarded Green’s function propagates the
wave function. The wave function at a certain time is used to calculate the wave function for a later time,
while from |1(t)) = —ihG~ (&) [ (t')) for t < #', it is seen that the advanced Green’s function is used to
calculate the wave function at a certain time from the wave function in the future.

Further the Hermitian conjugate of G (t;t) is equal to G~ (t';1):

~ 1 b i ’ ) . 2y ’ ~ ~
(G*(t;t’)) = %e“ﬁ“*t Rt —t') = %e*“’(*“*t DL —O(—(t—t)] =G (—t;—t') =G~ (t;t).  (2.1.12)

So far time-dependent Green’s functions were considered. The time-independent Green’s functions can be
obtained by taking the Fourier transform of the time-dependent ones (equation (2.1.7) and (2.1.8)):

GH(E) = F. {é+(t;t’)}:/ G*(t;t’)eiE(t*”/ﬁe*e(H')/hdt:/ GH(tyt)e Bt he=<t=tD/hgy —(21.13a)
—o00 t’
[e%¢] t’

G (E)=F. {G*(t;t’)} :/ G (t; 1) Bt/ hohelt—t Wdt:/ G (t; 1)) Bt/ heet=tD /gy (2.1.13b)

The infinitesimal small number e > 0 is introduced to make sure the integrals converge. The integrals in
equations (2.1.13a) and (2.1.13b) can be evaluated as

é+(E) — /oo 7iefif[(tft’)/heiE(tft')/hefe(tft')/hdt _ %7 (2.1.14a)
t/ h F+ie— H
oo A N
éi(E) — / %efiH(tft’)/ﬁeiE(tft')/heﬁ(tft’)/hdt _ ﬁ (2114b)
— — 1€ —

Clearly from (2.1.14a) and (2.1.14b)
{G*(E)T — G (B). (2.1.15)

In the steps above, the Hamiltonian can be replaced by H,, which contains only the kinetic part of the full
Hamiltonian. The retarded and advanced Green’s function are then denoted by G’gt(t;t’ ) or in the time-
independent case G (E). For clarity and later references equations (2.1.7), (2.1.8), (2.1.14a) and (2.1.14b)
are repeated for the free Green’s functions:

R _demiHo(t=t)/h  for ¢ > ¢/ i~
Gty =14 n° = 10y, )0 — 1), 2.1.16
) {0 o e ) 2.1.16)
A 0 fort >t i A
GO (t7 t/) = {,’ée—iﬂo(t—t/)/h fOr t < t/ = %Uo(tt/) (1 - ®(t - tl)) ’ (2117)
. i
HE) = —— (2.1.18a)
E +ie — Hy
. I
Go(E)= — 2.1.18b
(B = (21.18b)



2.1.3 Lippmann-Schwinger equation

The Lippmann-Schwinger equation gives the relation between the free and the full Green’s function. We
start from the Schrodinger equation for the free and full Hamiltonian

(g5~ 10 ) 1ote) =
(ingg = o =) oo =

The equations for the Green’s functions are

(maat - ffo) GE(t;t) =6t — )1, (2.1.20a)

(mgt — Hy — f/) GE(t:t) = 6(t —t)1. (2.1.20b)

The solution of equation (2.1.20b) can be written as an integral equation
GHt:t) = G (1) + t/t GEGOVEHEY ) dE = G (41) + t/t G (D VG E ) dE, (2.1.21a)
G () = Gy (1) + /tt/ Gy (DVE (Et)dl = Gy (4 1) + /tt/ G~ (t DV Gy (F;t')di. (2.1.21D)

It is verified that the presented solution for G (£;¢') in equation (2.1.21a), satisfies the equation for the
Green’s function, equation (2.1.20b), by substituting it

t t
in ety +inl [ G DG E ) — Fo Gt () — By [ G (6 VG () di—
ot ° ot J, 0 0 " 0

t
VGt -V | GHDVEEEt)dE =6t — ).

t/

The first and third term are together equal to 8(t — )1 by equation (2.1.20a), further the derivative with
respect to time in the second term can be taken into the integral as well as the Hy in the fourth term and
V in the last term

t t
5(t— I+ /t m%éw;fﬁ/é;(&t')d{ -/, HoGH (D) VG () di—
t
V(1) / VO (47 G ()i L 5(t— )],

This can be rewritten to

5t — "I + /; [ihaat — Hy— } G (D VGEEE)dE — VG (1) =

Using equation (2.1.20b) for the second term

t
6(t7t’)f+/ 8t —DIVGEE (&t dE — VG (1) = 6(t — )],
tl

St —tI+VGEtt) - VAT (t:t)



S(t—t) =6t —1t)I.

Indeed the presented solution for G (t;t') satisfies the equation for the Green’s function. A similar procedure
can be done for G~ (t;¢).

The set of equations (2.1.21a) and (2.1.21b) are called the time-dependent Lippmann-Schwinger equa-
tions. It gives the relation between the free Green’s function and the full Green’s function. By taking the

Fourier transform, Gi(E) = F. {é’i (t; ¢ )}, the time-independent counterpart is found

0 t
GH(E) =G (B)+ / { / éé(uav@ﬂat')df] Bt/ h=e(t=t)/hgy —
t/

G (E) +/

t

o0 t
|: Gt (t; E)Véar (tN, t/)d£:| eiE(t_t/)/he_e(t_t/)/hdt,

t’ t
G (B) =Gy (B) + / / Gy (DVE (& t’)df] B heet=t) hgy
—00 t

— 00

t' t’
Gy (E) + / [ / G~ (:DV Gy (i t’)df} e B=t)/hge(t=t)/hgy.
t

The infinitesimal small number ¢ > 0 is introduced in the Fourier transform to make sure the integrals
converge. Among other things, interchanging the order of the integrals gives

t 00
GH'(E) — Gva-<E) +/ {/ Ga—(t;5)esz(t—{)/he—e(t—t")/hdt} VG+(f; t/)eiE(f—t’)/he—e(f—t')/hdtN:
v L/

t
ég(E) +/ |:/oo G+(t; t~)eiE(t—f)/ﬁe—e(t—f)/hdt:| Vésr(g; t/)ez‘E(E—t/)/;*Le—e(wf—,g/)/)‘z(ht7
t t

t/
/ G (6 8) BN/ et=D /Mgy | G (5 ) Bt Bt g —

t/
/ G- (t; t”)eiE(t—f)/hee(t—f)/ﬁdt f/éa (g; t/)eiE(f—t’)/ﬁe—e(f—t’)/ﬁdg.
—00

Gim+ [ '

The expressions in the square brackets are equal to G (E) or G*(E)

t g ’ I ! ~
G (E) = GE(B) + CH(E)V / G (F: ) B =) h=eli=t) /1 g —
t/

K 54! T gt ~
G7(E) + G*(E)V/ G (I ) B ) h=eE=t) /h g
tl

t/ ing ’ g ’ ~
G~ (B) =Gy (B) + Gy (B)V / G~ (5 1) et BE—t)/ho=e(t=t)/hgf —
t
t/ g ’ g ! ~
Gy (B)+ G [ Gy (Bt)ePO /e et=ng
t

The last integrals can now be evaluated, giving the time-independent Lippmann-Schwinger equations:
GH(E)+ GHE)WGE(E), (2.1.22a)
Gy (E)+ G~ (E)VGy (B). (2.1.22b)

GH(B) = Gi (B) + GJ (B)V G (B)
0

G~ (BE) =Gy (E)+ Gy (E)WG™(E) =



The time-dependent and time-independent Lippmann-Schwinger equations are repeated below for clarity
and later reference:

CGH(t;t) =G tt)+ | GHEHVET(Et)di = Gt + | GH(HVES (Et)d, (2.1.23a)
G (t;t) = Gy (t; 1) +/t Gy (EDVE™ (5 t))di = Gy (1) + t G~ (D) VG (Ft)di, (2.1.23b)
GH(BE)=GJ(E)+ GH(E)VGH(E) = GJ (E) + GT(E)VG{ (B), (2.1.24a)
G (BE) =Gy (E)+ Gy (E)WG(E) = Gy (E) + G~ (E)VGy (E). (2.1.24b)

2.1.4 Born series and Dyson’s equation

As a first approximation (Born approximation) the full Green’s functions in the integrals of equations
(2.1.23a) and (2.1.23b) can be replaced by free ones

GHt;t) = G (1) + / GT (L DVGEEE ) di, (2.1.25a)
t/
t/

G~ (t;1) :Go—(t;t’)+/ Gy (LD VGy (Ft)dE. (2.1.25b)
t

By putting equation (2.1.25a) back into (2.1.23a) and (2.1.25b) back into (2.1.23b) the next term of the
approximation is obtained. The series that arises when this procedure is continued is called the Born series:

t
Grt)y =Gt + | GEDHVET (i t)dt+/ dtl/ dts GF (t0)VES (b15t2)VES (t2;t)) + ..., (2.1.26a)
tl

t/
G*(t;t’):ég(t;t’)Jr/ Gy ( D)V Gy (1) dt+/ dtl/ dtz Gy (4 4)V Gy (t15t2)V Gy (t2;8)) + ... . (2.1.26b)
t

The Born series for the retarded Green’s function, equation (2.1.26a), has an intuitive physical interpretation.
The full Green’s function is a sum of scattering events. The zeroth order term corresponds to no scattering
event; there is free propagation from ¢’ to ¢. The first order term corresponds to free propagation from ¢’ to
t, then an interaction occurs, followed by free propagation from ¢ to time t. The series continues this way,
every higher order term has one more scattering event than the previous term.

Following a similar procedure, the Born series for the time-independent case can be found:

GH(E) =G (E)+ G (BE)VGT(E) + GHE)WVGH(E)YVGE(E) + ..., (2.1.27a)
G~ (BE) =Gy (BE) + Gy (E)VGy (E) + Gy (E)VGy (E)WGG (E) + ... . (2.1.27b)
The effects of the scattering events can be lumped together using the self-energy:
t t
GHt:t) =Gf ;1) + / dty / dty G (t;11)57 (b5 t2)GT (Lo t) = (2.1.28a)
t t

GE(t:t) + /dtl/ dty G (6 00) S (113 1) G (121,
G~ (t;t) = Gy (1) + /dt1/ dty Gy (t11)57 (b5 t2) G (ta; ') = (2.1.28b)

Gy (t:t) / dtl/ dty G~ (t;t1)57 (t1;12) Gy (ta;t').



Similarly for the time-independent counterpart:

GH(E) = GL(E)+ G (B)SH(E)GH(E) = G (E) + GHE)ST(B)GY (B), (2.1.29a)

G~ (E) =Gy (E)+ Gy (E)S(E)G~(E) = Gy (E) + G (E)X™(E)Gy (E). (2.1.29b)
Equations (2.1.28a), (2.1.28b), (2.1.29a) and (2.1.29b) are are all Dyson’s equations. Rewriting equation
(2.1.29a) and (2.1.29b) leads to

N I 1

GH(E) = — = — . (2.1.30)
i) sy Fic o SHE)
N T N
Because [G*(E)] = G~ (F) (see equation (2.1.15)) it follows that
[iﬂE)T =S (B). (2.1.31)

2.2 Tight-binding

The theory in this section is based on [11] and [8]. So far, all the functions (e.g. the Green’s function and
wave function) were represented as continuous functions. Due too the complexity of problems, the system
of interest is often studied with a computer simulation and it is therefore necessary to make a discretization.
The approach that involves such a discretization is called tight-binding and it involves defining a lattice that
can have any shape. Quantities of the system are only defined on the lattice points. Electrons that are
localised at a certain site are influenced only by sites that are sufficiently close to them.

The continuous wave function is discretized as follows:

) =D _wili), (2.2.1)

where ; are coefficients and [i) is a vector that corresponds with the i-th lattice site.
The non-interacting many particle Hamiltonian is then given by

=3 Hy 1) Ul (22.2)

Here, |i) is a column vector, (j| is a row vector, called ket and bra and H;; are matrix elements. The diagonal
elements of the matrix H represent the local chemical potential of the sites, while the off-diagonal elements
give the interactions between the sites. These hopping terms are often chosen to be zero for sites that are
further apart than nearest or next-nearest neighbours.
In order to clarify the tight binding approach an example is given of a 1D system with a certain potential
landscape. The Hamiltonian is
- h? d?
H= _%E + V(l‘)
For simplicity, the Hamiltonian is discretized on a evenly spaced lattice with lattice constant a. The lattice
sites are indicated by index i and thus z = ia = |i).
In the Hamiltonian it can be seen that the second derivative with respect to position is needed. In order
to obtain the expression for the second derivative at lattice site i, the discrete first forward derivative and

the discrete first backward derivative are calculated first

dip _ Y+ 1)a) —9(ia) (2.2.3a)
425+ 1) ¢
dip _ Ylia) = ¢((i = Da) (2.2.3b)
4 li- ) “




The second derivative at lattice site 7 then becomes

Cyl _1(dy _ W
de?|,, a\ dz (i+1)a dz (i-1)a ’
| _ (i + a) - 2i(ia) + (i — a) )
dz?|,, a? ' o
The Hamiltonian acting on the wave function at lattice site ¢ is then
5 h? . . . .
Ay| = - {0 (i +1)a) - 26(ia) + (i — D)} + V (ia). (2:2.5)
Rewriting and defining t = 5-— gives
{Hw] = V(ia) + 2t9(ia) — ¢ {((i + D)a) + ((i — 1)a)}. (2.2.6)
Removing the test function (wave function) gives the matrix elements of H:
V(ia)+2t fori=j
Hij =< -t for i and j are nearest neighbours (2.2.7)
0 otherwise.
The tight-binding Hamiltonian thus is
H= }: (ia) + 2t) |i) (i| — t (|i + 1) (@] 4 [3) (i 4+ 1]) . (2.2.8)

This method can be generalized to higher dimensions. In general the matrix elements of H are given by

V(Fi)+q fori=j
Hij =< -t for 7 and j are nearest neighbours (2.2.9)
0 otherwise,

where ¢ is the number of nearest neighbours for the chosen dimension.

2.3 Disordered conductors
2.3.1 General discussion disordered conductors

The theory in section 2.3 is based on [11] and [12]. Consider a metallic conductor placed between two leads.
The conductor is not clean but disordered; there are foreign atoms that substituted atoms of the crystal,
vacancies and other kinds of deviations from the perfect structure. The defects give rise to potentials that
will scatter the electrons as they are moving through the conductor.

Take a conductor with N impurities located at 71,72, ...Fy and let V be the volume of the conductor.
Assume that all the impurities are of the same kind, which means that the potentials of the impurities are
equal. The potential that the electrons feel due to the impurities is the sum of all the individual potentials

N
F) =Y Vimp(F — 7). (2.3.1)
i=1

Equation (2.3.1) can be written as an integral by introducing a density function which is a sum of delta
functions

V(r) = ZVimp / d*r Vzmp ) (7‘ —T), (2.3.2)
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pr—r) = 38— 7). (2:33)

Further a Fourier transform is introduced
FUMY=F@ = [ @t f7), (2.3.4)
FHF@) = 1) = —

T / d3qe'TTF(q), (2.3.4b)

where f is a test function. The Fourier transform is applied to the potential
Via) = FV) = [ arer va,, ' — )

/ 4 T Vi (7 — 1) + / A eI Vi (= T) + .
v 1%

Apply a change in variables, 7 = 7 — 7;, in order to evaluate the integrals

V(7)) = Vimp( Ze—“l” (2.3.5)

The potential only depends on the distance between the electron and the impurity, therefore the argument
g in equation (2.3.5) represents the difference between the ingoing and outgoing wavevector of the electron.

If the conductor has volume V in which N impurities are embedded, the mean distance between the
impurities is equal to (N/V)~1/4 = n=1/4 where d is the dimension. The conductor can be divided into
small cells characterized by the lattice constant a. The lattice constant is usually smaller than the mean
distance between the impurities. By letting the lattice constant go to zero, one can go to the continuous
limit.

Let P(71,72,...,7n) be the probability to have a certain configuration of impurities. If the positions of
the impurities are independent then P(7y,7a,...,7n) = P(71)P(72)...P(Fn). If the probability density as a
function of the position is uniform then P(7;) = 1/M, where M is the total number of cells. If the cells are
cubes P(7;) = a®/V and in the continuous limit P(7;) = 1/V.

The expectation value of an observable is equal to the sum of the probability to get a certain configuration
times the value of the observable for that configuration. For the continuous case, the expectation value of a
variable F' is given by

N
<F> = / P(’Fl, T2, .y fN)F(fl, T2, ..., ’FN) H dsfi. (236)
v i=1
For the independent random case in the continuous limit this simplifies to

N
<F>:%/VF(T1,T2,..., )Hd3 (2.3.7)

If a lattice would be considered, the pre-factor is changed to %,3—115 and the integral would become a summation

over all the lattice sites
= 7w H > F(F1, T2, ). (2.3.8)

i=1 {r;}

In equation (2.3.8), {7;} means that the coordinate of the i-th impurity is swept over all the lattice sites.
So far it was assumed that all the impurities were of the same kind. This can be a good approximation for
certain systems, alternatively it can be assumed that the potentials of the impurities have a delta shape of

11



which the amplitudes are independently generated from a distribution with zero mean and that the positions
in the conductor are random. Also in this case the conductor has N impurities located at 71,7, ..., 7y and
volume V. One impurity potential then has the form «;0(7 — 7;), where «; is the generated value from
a distribution and §(7 — ;) gives the random position in the conductor. The chosen distribution, for the
amplitudes of the delta potentials, can for example be uniform or Gaussian. The notation Ujp,,(F — 7;) is
used instead of Vi, (7 — 7;) in order to prevent confusion with the case where the impurity potentials were
equal. The total potential is the sum of all the individual impurity potentials and is equal to

N
r) = Z Uimp(F - Fi)- (239)
1=1

The same definition of the Fourier transform as in the equal impurity case is chosen: F{f} = F(q) =
fv d3Fe T i (7). The impurity interactions only result in a change of the wavevector of the electrons,
therefore § = kpew — korg- The Fourier transform of the impurity potentials only depends on ¢

U(q) :/ d?’f/e*iq":'aﬁ(f’fﬂ)Jr/ dSF’e*iq'F/(s(f/—?’2)+...+/ A3 e a NS (7 — Ty),
|4 14 1%

N .
U(q) = Z e 1T (2.3.10)

The impurity amplitudes are drawn from a distribution with first moment Uy equal to zero, second moment
equal to Us,, third moment equal to Us etc. The average over all the generated values is denoted by [E, which
for the first and second moment of U(q) yield

N
Z aie_iq‘”] = Z E[a;] e ™7 =0, (2.3.11)
i=1 -

When ¢ # j, then E [ala]] = E [0;] E [o;] = 0 because the amplitudes are independently generated. When
i = j, then E o] = E [02] = U, and therefore

N ~ —i(qed ) L
o Y Us > e (@+d) 7 for § = J
EU@U@E)) = Y. Elasay]e (@mtam) = § 72 2 (2.3.12)
w1 0 for i # J.

Higher moments can be calculated in a similar way.

If a lattice would be considered, the impurity potentials would have the form ;07 7. When dealing with
lattices, it is custom to set the number of impurity potentials equal to the number of lattice sites, which
means that the impurity density is a function of the lattice constant

n=—. (2.3.13)

A difference with the continuous case is that in the continuous case the units of «; are energy times volume,
while in the discrete case the units of «; are energy. Adding all the individual impurity potentials gives the
total potential

Udzs Z az T (2314)
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A discrete Fourier transform is introduced

FLm}y=F(@ =Y e 7 f(r), (2.3.15a)
{7}
FHF@} = f(r) = (Zi)g /dffq@“?'fF(q). (2.3.15b)

Applying the discrete Fourier transform to the potential leads to

N N
Usis(Q) = F{Uais(P)} = D> 707y " ibrp, = > aie 07,
=1

{7} i=1
N .
Uais(q) = Y cie ™07, (2.3.16)
i=1
The average over the amplitudes for the first and second moment is taken
N .
E[Uais(9)] = > Efoi]e 7™ =0, (2.3.17)
i=1
N
N iy 7i(q+q ) 7 for i = i
o e or i =
E [Uais(@)Uais(7)] = z E [ovjar;] e~ 07050 = 2;2 7 (2.3.18)
wI=t 0 for i # j.

In this section U, and Ué occur. Both are equal in value, but the former has units energy squared times
volume to the power 2d, where d is the dimension, while the latter has units energy squared.

2.3.2 Diagrammatic perturbation theory for equal impurities

The quantity that has to be calculated is the Green’s function, because this will eventually give information
on how the impurities impact the energies of the system. The diagrammatic perturbation theory is first
discussed for the assumptions that all the impurity potentials are the same and that the positions of the
impurities are independently generated from a uniform distribution (see section 2.3.1). The shape of the
impurity potential can still have any form, it is just the same for every impurity.

The full time-independent Green’s function can be written as the Born series (see section 2.1.4 Born
series and Dyson’s equation)

GT(E)=GJ(E)+ GH(E)WGT(E)+ GEH(BE)WGT (E)VGT(E) + ... . (2.3.19)

The series is also called the perturbation series. It is decided to work in the momentum basis: (p|V [p) =
V(p,p'). The Hamiltonian in momentum space is equal to

H.(p,p') = Ho(p,p' )05 + V (D, D). (2.3.20)

The time-independent free Green’s function (see equation (2.1.18a)) is

i I
G+ 5 E :(5— =/ =
o (DD, E) = 055 E +ie— Ho(p,p)) E +ie— Ho(p)

= Go(p, E). (2.3.21)

The perturbation series of equation (2.3.19) is now written in momentum space

G*(p:p,E) = G§ (p, E)+G§ (b, E)V(p,0)G§ (P, E)+Gq (b, E)V(p,p")G§ (", E)WV (", PGy (P, E) +... . (2.3.22)
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The full Green’s function consists of a sum of possible processes. The zeroth order term corresponds to zero
impurity interactions (free propagation), while the first order term involves one interaction with an impurity,
the second order term has two interactions etc. A summation over all the intermediate momentum values
(for example P’ in the second order term) is implied, because only the incoming and outgoing momenta are
fixed while the intermediate momenta can take on any value and it necessary to sum over all the possible
processes. The implied summations are only relevant for the second order term and higher. The perturbation
series in equation (2.3.22) has an intuitive diagrammatic representation.

b b D D

A
=T+

Py p ¥ i

Figure 2.3.1: Diagrammatic presentation of the perturbation series (Born series). The total propagator (Green’s
function) consists of a sum of possible processes. The first diagram of the sum corresponds to free propagation, there
is no interaction with the impurity potentials, for the second diagram there is one interaction with an impurity, in
the third there are two interactions etc.

The scattering potential only depends on the difference between the incoming and outgoing momenta. There-
fore it is convenient to introduce a new notation: V(p,5’) = V(p — p'). From equation (2.3.5), using p = hk

N
V(p—p) = Vimp(p— ) Y e #0777, (2.3.23)

i=1

Different samples put between the leads correspond to different Green’s functions since the impurity con-
figuration is different. Ensemble averages can be calculated by averaging over an ensemble of conductors
with impurity configurations that were generated from the same position distribution. It is assumed that
the distribution is the independent and random distribution introduced in the beginning of subsection 2.3.1.
In this case expectation values of observables can be calculated with equation (2.3.7). This averaging over
all the realisations of the impurity configuration is now done for the potential

1

- O |
(V(p=0) = 575 Vimp (0 = D)V 1/Ve RPN 4 o

N
1 _ _/ 71'(—7_’).771. 3
VVimp(pp);/Ve R PP )T O,

Vi (p — 9V / e HEIT Py 4 =
\%

The integral will average out to zero unless p = p’ and therefore

Vip-79)) = %Vz—mp(ﬁ —p)o(p—7p)-N,
(V(p =) = nVimp(p = 0). (2.3.24)

The calculated expectation value of the potential is used to find the first order term of the ensemble averaged
Green’s function

(GH(p;7', B)) = (G§ (b, B)) + (G§ (0, E)V (b — P')Gy (7, E)) +

<Ga_ (p, )V (p — ﬁ/I)GS'_(ﬁH, E)V(ﬁ” . p/)GS_(ﬁ/, E)> 4o (2.3.25)

The zeroth order term of the perturbation series will not be modified by taking the expectation value, because
it obviously does not depend on the configuration of the impurities. For completeness the diagrammatic
representation before and after averaging is included.
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=]
]

p p

before averaging after averaging

Figure 2.3.2: Two diagrammatic representations of the zeroth order of the Born series. The left diagram corresponds
with the situation where the averaging has not taken place yet, while the right one is after averaging over all the
disorder configurations. Because the zeroth order term represents no electron-impurity interaction, the averaging has
no effect and the two diagrams are the same.

The first order term of the perturbation series is <G(‘f (p, B)V(p—p')Ga (P, E)> and this is equal to nVj,,,(p =

0) [G¢ (p, E)]2 by equation (2.3.24). However it is set to zero because it represents a constant in the Hamil-
tonian.

p
—/
p
before averaging after averaging

Figure 2.3.3: Two diagrammatic representations of the first order term of the perturbation series (Born series)
before and after averaging. The left diagram represents the situation before the impurity averaging has occurred.
The horizontal arrow indicates that the electron interacts once with an impurity. The incoming electron has an
arbitrary momentum of ' and the outgoing electron has a momentum of p. The right image shows the situation
after the averaging.

If a constant —nV;,,(p = 0) would be added to the Hamiltonian then the single terms

—Vinp (0= 0) [GE (5, E)]”, (=nVimp( = 0) [GE (5, E)], (=nVimp(p = 0))* [GE (5, B)] ", ..., (2.3.26)

would appear in the perturbation series. Further cross terms would appear of which the first is equal to
2. —nVipnp(p=0) - (V(p— ) [GE (5, B)]” = =202 (Vip(p = 0))* [G{ (5, E)]”. The first of the single terms
in equation (2.3.26) cancels the original first order term nV;n,(p = 0) [G{ (P, E)]2 Higher order terms will
be cancelled by parts of the higher order terms in the perturbation series. It appears that the contributions
of the terms in the perturbation series which correspond to a diagrammatic representation which contains
one or more isolated impurity interactions can be set to zero because they can be worked away by adding
a constant to the Hamiltonian. This is intuitive, because when there is an isolated perturbation and the
varying strength of the perturbation is averaged, it corresponds to a constant value and can be modelled by
adding a constant to the potential of the Hamiltonian. It was seen that this indeed happened to the first order
term; the diagrammatic representation contained an isolated impurity perturbation and the contribution in
the perturbation series disappeared after averaging by cancelling with the added constant.

The second order term in the perturbation series is (G (p, E)V (p — p")Gg (9", E)V (" — P')Gg (0, E)).
Substituting equation 2.3.23 in this expression gives

N
Gbi-(p’ E) Z‘/zmp(p 713/,)G3_(Z_),/7E)‘/imp(ﬁu *ﬁ/)G(—;(ﬁ/, E) < Z E;L(pp/')'Tie;L(p”p’)""j> '

p i,j=1
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N i =1 —/ =
Two cases are considered: ¢ # j and 4 = j. When i # j, then < S e w PP )i R (P p)'”> =
ij=1
i)
w&ﬁ —p")o(p" — p'). Equation (2.3.7) was used to apply the averaging operation. In the ther-
modynamic limit N and V go to infinity while keeping their ratio fixed. This means that N(N — 1)/V?
approaches n? in this limit, which gives

(GS B BV (B~ )GS (' )V (B = 5)G (0 E)) ™ = (Vimp(5 = 0))° [Gif (5. E)]
This contribution adds to the second term of equation (2.3.26) and then they cancel together with the first

’ (2.3.27)

cross term which is —2n? (Vi (p = 0))2 [Gar (P, E)} ® Indeed the diagrammatic representation of the second
order term for ¢ £ j contains two isolated impurity perturbations.

N i /! = 7 =/ —/ =
When i = j, then <E e~ w(P=P")Tig=7 (PP )'“> = % (p—p') = {6(p —p'). The equal summation
i=1

indices mean that two impurities are located at the same position and the electrons scatters off both of them.
The second order term of the impurity averaged Born series is

(G BBV (E—5"Gi (0, BV —#)G{ (0, )™ =

n
00 = PGB, B) D Vimp (0 = D) (0", E)WVimp (0" = 9) G (0, ),
p/l
(G5 (0, BV (0~ "G5 (0" BV (0" = 5)G5 (0 )™ = 2 [GS (0. B)]" Y Vi (0 = 9)|” GS (0. ). (2.3.28)
ﬁl

In the continuum limit the summation becomes an integral

(Gt e BV -GG BV -G @) =n[6ie.B)] [ Vimp(p —7)[* G (7, B). (2.3.29)

d3p’

(27h)3 |
Figure 2.3.4 shows the diagrammatic representation of the second order term before and after averaging.
The second order term corresponds with two impurity interactions, giving two possibilities: the electron
interacts once with two impurities at different positions or the electron interacts with two impurities at the
same position. It was seen that the first scenario can be normalized away while the second one gives a
contribution. The arc in figure 2.3.4 means that there are two impurities with the same position on which
the electron scattered. In general: the number of arcs corresponds to the number of sites involved in the
scattering process and the number of connections to the main line tells the number of interactions the electron
experienced.

p p
< /
p
<—
_/ _
p
before averaging after averaging

Figure 2.3.4: Diagrammatic representations of the second order term of the Born series before and after averaging.
The left diagram corresponds with the situation before averaging over all the impurity configurations has taken place.
The two horizontal arrows indicate that an electron interacts twice with an impurity. The meaning of the diagram on
the right is that the electron comes in with a certain momentum, it interacts with an impurity after which it moves
to a different value in momentum space and then moves back to its original momentum by interacting again with an
impurity at the same position.

The momentum at the beginning and end of the right diagram of figure 2.3.4 is the same. All diagrams that
contribute to the impurity averaged Green’s function have this momentum conservation, because the other
diagrams average out.
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The third order term in the perturbation series is
(GE(, EYV(p—p"G (@, E)V (" —p")GE (", E)V (" —p )Gy (P, E)). Equation (2.3.23) is substituted in
this expression, giving

) S Vins (B — 5)GE B E)Varp (8 — 9GS (0 Vi (5 — B)G (7, E) -

ﬁ///.ﬁ//

< Z e~ 5 @=0")Ti g= 5 (0" =) 75 o= 3 (B —p)rk>.
i,5,k=1

There are three different cases: i # j £k, i =j#k (ori#j=kori=k+# j)andi=j =k When

1 # j # k, then

N

i (= =l 111 I =\ = N N_l N—2

< Z e~ 5 @—0")Ti o= £ (0" —D") T o~ £ (B P)‘Tk> = ( V)i“’( )5(]3—]3”’)6(]5’” - - ) =
i,5,k=1

ik

n28(p— """ — p")o(p" — p'). Therefore:

(GE (D, E)V (p—p")GE(@" BV (5" — "G (0", E)V (5" - §)Gi (0, E)) 77" =
1% (Vimp(p = 0))* [GE (5, B)] .

This exactly cancels with the third term of equation (2.3.26). Indeed the diagrammatic representation for
i # j # k has three ‘dangling’ arrows. When two summation indices are equal but the third is not, then
N /17

P 16#@ 7)ot (0 = >rje;;<p”p'>-m> = N (5 5")6(" — ) ~ " 5(p—p")0(5" — ). Thus:
l]-]’ =

(2.3.30)

i=j#k
(G BV (B -p")G " EVE" — )G (0 BV —p)Gs (0, B)) 77" =
2
8P~ PG (5. B ) 32 Vinolp = 316 G B Wi 5 = )G 0", Wi = F)GE . ),
(GE(P.E)V (p— "G (" E)V (’” ﬁ”)G(T (ﬁ”,E)V(ﬁ”—ﬁ’)GJ @ E) 7" =
_ n 3 _ _ 2.3.31
Wi (5 = 0) - 1 [G5 (3. B)]* 3 Va5~ ) G5 7. ). (2331
p/

This term cancels with a cross term that was acquired by adding the constant —nVin,(p = 0) to the
Hamiltonian. It consists of the constant —nVj,,,(p = 0) with a different sign times the expectation value of
(V(p—p"))? (see equation (2.3.28)) with an additional G§ (p, E). For the last case the summation indices
are all equal, giving

N 117 —I = 1! —/ —
< S L AR U G T e >%a<ﬁﬁ'>~&6<p 7). This leads to
5, k=1
i=j=k

(Gg (p. EW (= "G BV (5" = 3G BV (!~ p)GE (0, ) T =
6<7 7/ G+ Z V;mp p— p///)Gg(ﬁ///aE)‘/imp(ﬁ/// - 7H)G+( )‘/zmp<p —p )GJr(p E)

p/// p//

n
V2

<G3 ﬁ, )V(p p///)GJr(p/// E)V(—/// _ —//)GJr(—// E)V(ﬁ// _ ﬁ/)Gar(ﬁ/, E)>i:j:k _
o _ _ o 2.3.32
‘7 Z Vimp(® = 9")Gg (0", E)Vimp(0" — 0)GG (B, E) Vi (5 — D) (2.3.32)
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In the continuum limit the summations become integrals
(GE(B.EYV (5 —5")GS (0", BV (5" — §)Gi (0" E)V (5" — §)G§ (7. B)) " =

B’ [ PP (2.3.33)
n [G (5. )] / i / D Vo5 — 8)GE (0" EVinp (0" — 5)GE (7 B) Vi — ).
(2mh) (27h)

Figure 2.3.5 shows the diagrammatic representation of the third order term before and after averaging. The
third order term corresponds to three interactions. There are three possibilities here: the electron interacts
three times with impurities at different positions, the electron interacts twice with the impurities at the
same position and once with an impurity at a different position or the electron interacts three times with
impurities at the same position. It was shown that the first two can be normalized away while the last
scenario gives a contribution. There is one arc in the right diagram of figure 2.3.5 meaning there is only
scattering at one position in the scattering process. There are three connections to the main line meaning
there were three interactions. The contribution of diagrams that involve more than scattering twice off the
same impurity site is small and therefore these diagrams are often disregarded. The approximation, where
contributions that involve scattering more than twice off the same impurity site are neglected, is called the
Born approximation. Apart from the fact that the diagrams, which are neglected in the Born approximation,
give a small contribution, there is another reason to make this approximation. As will later become clear,
application of the Born approximation allows for the development of the self-consistent Born approximation
in section 2.3.4.

p p
le—— p//
47
i
S p
—/ —
p p
before averaging after averaging

Figure 2.3.5: Diagrammatic representations of the third order term of the Born series before and after averaging.
The left diagram corresponds with the situation before averaging. The horizontal lines in the left diagram indicate
that an electron interacts three times with an impurity. Further, the momentum of the incoming electron is p’ and
the outgoing momentum is p. The diagram on the right corresponds with the situation after averaging. In the
diagram it is shown that the incoming and outgoing momentum of the electron are equal to each other. All the other
cases did not give a contribution. The connection between the arrows signify that the impurities with which the
electron interacts are all at the same position. The type of diagram, where the electron interacts more than twice
with impurities at the same position is often neglected.

The fourth order term in the perturbation series is

<Gsr(ﬁ’ E)V(ﬁ _ ﬁ’”’)GJ(ﬁ”", E)V(ﬁ/m _ p///)Gsr(ﬁ///7 E)V(ﬁm _ ﬁ//)Gar(ﬁH, E)V(ﬁ” _ ﬁ/)Gar(ﬁla E)> Substi—
tuting equation (2.3.23) in this expression gives

Ga» (ﬁ7 E) Z ‘/;,mp(ﬁ _ ﬁ//II)GO+ (p////7 E)‘/imp(p”// _ Ij/”)Gg (ﬁ”/, E)‘/imp(ﬁ”/ _ ﬁ”)Gar(lj/ly E)‘/imp(ﬁ” _ ﬁl)Gg (ﬁl7 E) )

S 511 511
PP

< 3 e_;i(P_P”N)‘Tie_;»LL(PN”_P”/)'Tje_;’L(p”,_PN)"'"ke_;L(p”_l’l)”'l>.
i,k l=1

There are four different cases: all summation indices are equal, three are equal and one is different, two
equal pairs or none are equal. Only the cases where all summation indices are equal or when there are two

equal pairs give a contribution that is not cancelled by the effect of adding a constant to the Hamiltonian.
These two cases do not contain any ‘dangling’ arrows in the diagrammatic representation. When there are

18



two pairs of equal summation indices for example i = j # k =1

N
< Z 67%(5717////)_;1_67%(5//// _///) 7 67%‘(5///713//)_@667% ﬁ//ﬁ/)'FZ> _ N(N - ].) 5(ﬁ . ]5,/,)5(]5,/, . ﬁ/) ~
7.k, =1
=j#k=l

V4
n’ — /11 /11 —/
Wd(p—P )o(p" —p').
This gives
_ _ _//// 111 111 111 111 111 _11 _1 _1 _r _/ i=j#k=l
(GE (B E)V (5 - )G*( V(" -GS BV (@B 56 @ BV (5 - 5)GE (5, ) T =

= [GS.E erm- PG @ B) |Vimp (6 — B)|” GS (7, B).

Also the cases i = k # j = [ and ¢ = [ # j = k should be added. They can be calculated in a similar way.
In the case all the summation indices are equal

al N n
< Y e kP T R )T e~ (B =) T o= (0= >> yade =) = 59— p).
’J

k,l=1
=j=k=I

The fourth order contribution for equal summation indices is equal to

[G+ p’ Z vap _ —// )G+(—/// )Vimp(pm B 23//)Gbi- (]3”, E) .
pI// !’ ﬁl (2»3.34)

Vimp(p// —D )GO (p/»E)Vimp(ﬁl — D).

Figure 2.3.6 shows the diagrammatic representation of the fourth order term before and after averaging. The
fourth order term corresponds to four interactions. There are four possibilities: the electrons interacts four
times with impurities at different positions, the electrons interacts twice with one impurity site and twice
with a different impurity site, the electron interacts with three impurities at the same position and once with
an impurity at another position or the electron interacts four times with impurities at the same position.
The first and third scenario were normalized away by adding a constant to the Hamiltonian while the second
and fourth scenario gave a contribution. The second scenario could be realised in three different ways and
the fourth scenario in only one way, resulting in four contributing diagrams.

p p p p D
[ ]’)" pm
1
- + p) 4+ O
7 v o
P
<_
_/ — — _
p p p p
before averaging after averaging

Figure 2.3.6: Diagrammatic representations of the fourth order term of the Born series before and after averaging.
The leftmost diagram corresponds with the situation before averaging. The incoming momentum of the electron is
the arbitrary " and the outgoing momentum is . The horizontal lines indicate that the electron interacts four times
with an impurity before leaving the studied sample. The four diagrams on the right correspond with the situation
after the impurity averaging has been applied. They each display one of four different scenarios, that did not average
to zero. In the four diagrams on the right it is further shown that the incoming and outgoing momentum of the
electron are equal to each other.
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The terms that involve more than two interactions at one impurity position give a much smaller contribution
to the Green’s function than the ones that involve only two. In the Born approximation the diagrams that
correspond to scattering more than twice off the same impurity site are neglected.

It is useful to stress here that all the diagrams that contribute to the impurity averaged Green’s function
do not contain any ‘dangling’ impurity lines, because these diagrams can be normalized away. Also all the
contributing diagrams have the same ingoing as outgoing momentum, because the diagrams, that do not
have this momentum conservation, average out.

Some of the possible non-normalisable and momentum conserving processes are gathered in the self-
energy. Using the self-energy, the ensemble averaged Green’s function can be expressed in a compact implicit
expression

G (p,E)=G{(p,E) + G§ (p, E)S*(p, E)GT (p, E) = G{ (b, E) + Gt (p, E)X* (p, E)G{ (p, E).  (2.3.35)

See section 2.3.4 for a discussion about the self-energy in the context of diagrammatic perturbation theory (see
also section 2.1.4). A new notation is introduced in equation (2.3.35), namely: G (p, E) = (GT(p;p/, E)).
It is clear that G*(p, E) is the impurity averaged Green’s function, because it only depends on p and not
on p’ (contributing diagrams have the same ingoing as outgoing momentum). In contrast, the non-ensemble
averaged Green’s function, G*(p; p’, E), depends on both p and p'.

2.3.3 Diagrammatic perturbation theory for non-equal delta impurities

The diagrammatic perturbation theory is discussed for the case that the impurities have a delta shape of
which the amplitudes are independently generated from a zero mean distribution. Just as in section 2.3.2 the
full time-independent Green’s function is averaged over an ensemble of conductors. For every realisation of a
disordered conductor in the ensemble not only the positions of the impurities but also the amplitudes of the
impurities vary. Ensemble averaging corresponds to taking the average over all the possible configurations
of the impurity positions and amplitudes. The derivation will be very similar to that of the previous section
because while the impurities are not equal now, they all have the same shape.

It is decided to work in the wavevector basis. The Born series and its diagrammatic representation in
this basis are equal to

TR — +(f k—EGE (K
GWE, K, E)=Gg (k,E)+ Gg (k, E)U(k - K')Gg (K, E)+ (2.3.36)

G (k, EYU(k — KNG (K", E)UK" — KNG (K, E) + ... .

k

k k k
=+l +F+
p—
]_€/ ];:/ ]_Cl ]}/
Figure 2.3.7: Diagrammatic representation of the Born series in the wavevector basis. The horizontal arrows
denote perturbations. The leftmost diagram corresponds the full (non-averaged) Green’s function. The first diagram
to the right of the equal sign corresponds with free propagation, the second diagram with one perturbation, the third

diagram with two perturbations etc. The wave vector of the incoming electron is equal k', while k is the wave vector
at the end of the process.

The average over all the realisations of the impurity configurations is taken on both sides of equation (2.3.36)
giving

(2.3.37)



A summation over all the intermediate wavevectors (for example k” in the second order term) is implied,
because only the incoming and outgoing wavevectors are fixed while the intermediate wavevectors can take
on any value and it necessary to sum over all the possible processes.

The equations for the first and second moment in the Fourier domain that resulted from the assumptions
regarding the impurities are repeated (see section 2.3.1), namely

E[U(q)]=0 (2.3.38)
and .
N o J —i(q+d’)-7 P
EU@U@)] = Y Elasag]e(aran) = 1 V2 o fori = (2.3.39)
i,j=1 0 for i +# j

Because the positions of the impurities are random and independently generated, equation (2.3.7) can be
used to calculate expectation values.

The zeroth order term of equation (2.3.37) is not modified by averaging over the conductor ensemble,
because it does not depend on the impurity configuration and therefore

(GF(k,E)) =G{ (k,E). (2.3.40)

The diagrammatic representation of the zeroth order term is included for completeness.

L]

before averaging after averaging

Figure 2.3.8: Diagrammatic representations of the zeroth order term of the Born series before and after ensemble
averaging. The left diagram corresponds with the situation before impurity averaging has taken place, while the right
one with the situation after the averaging. Because there is no impurity interaction at all, the averaging process does
not change anything and the two diagrams are the same.

Because E [U(g)] = 0 the value of (U(q)) is equal to zero. It does not matter that the positions change during
the averaging because the amplitudes already average to zero and thus

(GY (k, EYUipp(k — K')GJ (K, E)) = 0. (2.3.41)

This is true for the continuous case as well as the discrete one. Figure 2.3.9 shows the diagrams for the first
order term.
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]2_/

before averaging after averaging

Figure 2.3.9: Diagrammatic representations of the first order term of the Born series before and after ensemble
averaging. The left diagram is without averaging. The incoming electron has an arbitrary wave vector &'. The
horizontal arrow indicates that there is one impurity interaction after which the electrons wave vector changes to k.
The right image shows the situation after averaging. The first order term of the impurity averaged Born series is
equal to zero.

For the second order term the expression for E[U(q)U(7)] (see equation (2.3.39)) is needed. Using this
_ - _ _ e N S~ —/ =
equation and equation (2.3.7) gives (U(k — k") U(K" — k') = & <Z e—ilata )r> Uy 256(q+q) =
i=1

U, %5((/:: — kN + (K" —K)) = (',7235(/_6 k). If a tight-binding approach would be used, the expression for
E [Udis(’)wa(”)] is given by equatlon (2.3.18) and the averaging in done with equation (2.3.8), this gives
a®N %4
o (3
units than U,. The second order term for the continuous system is

2.0y O N =1 "U2 85 - Note that there is an apostrophe on the Uy, because it has different

(G§(k, E)U(k — K")GJ (K", E)U(K" — k)G§ (K, E)) = 172 (G (k, E)] ZG+ (k" E).

After renaming this is rewritten to

(G (k,E)U(k — k"G (K", E)U(K" — K)G§ (K, E)) = %Uz (G (K, B)]? > G{(K,E). (2.3.42)

k/
The summation can be written as an integral, giving
d3K'

(G§ (R, YUk — F")GS (K, EYU(R" = K)G{ (K, E)) = nU, [G{ (R, B)]” / )

Gi(K,E).  (2.3.43)

For completeness the second order term is also given for the discrete case
3K
(2)°

where a is the lattice constant. Figure 2.3.10 shows the diagrams for the second order term.

(G (k, EYU(F — K")GE (R, EYUK" — K)GE (K, E)) = a®nl} [G (F, E)]? / GHE,E), (2.3.44)
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Figure 2.3.10: Diagrammatic representation of the second order term of the perturbation series before and after
ensemble averaging. The left diagram corresponds with the second order term of the Born series before impurity
averaging has been applied. The incoming wave vector of the electrons is k' and k is the outgoing wave vector. The
two horizontal arrows imply that there is interaction with two impurities. The right diagram corresponds with the
second order term of the Born series after impurity averaging has been applied. The meaning of the diagram on the
right is that the electron comes in with a certain wave vector, it interacts with an impurity after which it moves to a
different k-value and then moves back to its original wave vector by interacting again with an impurity at the same
position.

In order to evaluate the third order term, the third moment,

needs to be calculated. Because the amplitudes are generated independently and E [«;] = 0, the only way
E [ ] is non-zero, is when ¢ = j = k and therefore

N
N - —i(g+d +3") -7 . .

— Py v RV U z(q+q +a ) " f = = k
E [U(q)U(q’)U((j”)] _ Z E [osaja] eﬂ(qrﬁq Fi+q ) _ 3 {2 e ori¢ =9

i,,k=1 0 otherwise.

(2.3.45)

Using equation (2.3.45) and equation (2.3.7) gives (U(k — k" U(K" — kK")U (K" — k')) =

7 N N R AN ~ - - 9 7171/
8?,, <Zlez(q+q +e )T> = Usy0(k — k). The result would be '1‘772{]35,;7;;, for a discrete space. For the
i=

continuous limit the third order term is

(G (k,E)U(k — K"G§ (K" E)UK" — k")G§ (K", E)U (K" — K')G§ (K, E)) =

2
n o~ - - (2.3.46)
U [Go(k, B)]” <Z Gﬁ{(k’,E)) .
El
The summation can be written as an integral
~ . 2 d3K' . 2
nUs [Go(k, E)] (/ WGJ(H,E)) . (2.3.47)

The third order term involves more than scattering twice at one impurity position, such contributions are rel-
atively small and are therefore often neglected (Born approximation). Figure 2.3.11 shows the diagrammatic
representation of the third order term.

23



k k
EEES j
47
];/
H
K’ k
before averaging after averaging

Figure 2.3.11: Diagrammatic representation of the third order term of the perturbation series before and after
ensemble averaging. The left diagram corresponds with the situation before the impurity averaging has occurred.
The horizontal arrows indicate that the electron interacts three times with an impurity. The right diagram corresponds
with the situation after the impurity averaging has been applied. The connection between the arrows signify that
the impurities with which the electron interacts are all at the same position.

For the fourth order term, the fourth moment,

E[U@U@)U@WU@G")] = Y. Elaajapa]e (@t msanedn),
i,9,k,1=1

needs to be calculated. There are now four different ways to get a non-zero value expectation value: i = j #
k=1l i=k#j=1, i=1#j=kori=j=k=I[. Evaluation for the different cases gives

N
E [U(q)U(q_/)U(q//)U(q—H/)] _ Z E[oqozjakoq] 6*1'([7'771‘+Q’.’Fj+(?”.17k+q///.ﬁ) _
i,k 0=1
~ 2 N =, =\ = s
<U2) S el @) Tt (@ 4T )T for = £ k=1
i,5=1
i

~ 2 N . - =1 — =/ =117 —
(Uz) > emil(a+d") mir(@+a") 5] gor i — £5=1

~ 2 N . — 11 - —/ —1! =
(Ug) S e @) (T +d) ] g =1t =k

N = —/ I /11 .
Us . e~ i(atd+a"+a") 7 fori=j=k=1

0 otherwise.

The case where i = j = k = [ involves more than scattering twice off the same impurity site and is neglected
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in the Born approximation. Equation (2.3.7) is used to calculate the ensemble averages

_ \2N(N -1
<Uzmp(k k////) (k//// k///) (k/// k//) zmp(k// k/)> — (U2> ( V4 )6(q—+ )(S(Q _|_ q///)+
- \2 N(N - \2 N(N N
() 7(1/ Lsta+ o +a") + (0) 7(V Lsta+ i +4") + Usgrpd(@+7 +4" +4") =
n2 7 2 7. T T 7./ 2 7 2 7. IR 7011 .1 70111 7011 .1 7.1
s (Ug) 5k — KSR —F) + = (UQ) Sk — K" + B — K)ok — K" + k" — k)+

2 ~\? 7. R R 7! R R n o~ 7 7./
s (UQ) Ok — k" + K = K)O("" — ") + 5 Usd (k= ).

The fourth order term is then equal to

<G3_ (];‘7 E)Uimp(k _ E‘N”)Ga_ (Eu// E)Uimp(l;'/m _ ]*C///)G-‘r(fc///7 E)Uimp(km _ E//)Ga— (];‘//7 E)Uimp(];'/’ _ EI)GS— (E’, E)> _
n? . \2 + /(T + Tt + T +(T 2 + T T + T + (7
o (U2) [GO (k,E)] S GER,B)G (R E)+— (U2) [GO (k;,E)] ST GER - F +kE)G (R, E)GE (R, E)+
k/ k// TC/,EII
2

%(02) [G*kE] > Gi (B [GE (R, )]2+V [G*kE)] (Zcﬁ K, E )

k:/ k//
(2.3.49)
The summations can be written as integrals, giving

<G8L (I_C, E)Uimp(’:? _ E////)G(J)f (];‘////7 E)Uimp(l_f/m _ E///)GBL (E/// E)Uimp(’:?/// - I_CII)GJr (]_CII7 E)Uimp(l_fu _ Z:/)Gar(l_ﬁ/, E)> _
n? (02)2 [Gg(E,E)r( o G+(k’ E))
,E)]2/ gf)’; g:‘;s GE(' —F +Fk BE)GE (K, E)GE (K, B)+
311 31
n2 (*2)2 [GS”(E,E)T/ é:)?’ / (d k) GE (R, )[GS“(IE’,E)]QJr
’ 3
nlis [G7 (R 2] ( / (i";scg(i‘c’,E))

Figure 2.3.12 shows the diagrammatic representation of the fourth order term.

3
(V)
—~
Sx
~—
©
—
Q
o+
=

(2.3.50)
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Figure 2.3.12: Diagrammatic representation of the fourth order term of the Born series before and after ensemble
averaging. The leftmost diagram corresponds with the situation before the impurity averaging over all the disorder
configurations has been implemented. After the averaging, there are four types of diagrams that survive. The last one

of these diagrams involves scattering off the same impurity site more than twice. It gives a very small contribution
and is therefore often neglected.

It is good to notice that in the Born approximation besides the first moment, which was assumed to be zero,
only the second moment of the impurity amplitude distribution is needed. Higher moments only appear
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in terms which involve scattering off an impurity site more than twice. Further the Born approximation
becomes better when the amplitude distribution involves a lot of moments which are equal to zero. A
normal distribution for example has uneven moments equal to zero.

In the Born approximation higher order diagrams are straight-forward to draw. All the the impurity
perturbations need to form pairs in order to give a relevant contribution. This means that the diagrams can
be generated by connecting all the horizontal arrows, in the diagrams before the averaging, with a partner. It
is then also possible to directly write down the formula corresponding with a given diagram. The formula’s

2
have a pre-factor of <nl72)m/ , where m is the number of impurity perturbations (number of horizontal
arrows in the diagrams before the averaging) and the structure of the free Green’s functions can be seen
from the flow of the diagrams. For example: the diagram where the first and second, third and fourth and
fifth and sixth arrow form pairs, gives a contribution

(n02)’ G5 . )]’ ( / g’;am:E))s.

When the number of impurity perturbations increases, the contribution of each diagram decreases, while the
number of possibilities to form pairs increases. In certain cases it can happen that the series diverges, because
the contribution per diagram does not go down fast enough when the number of perturbations increases.

Further it is repeated here that all the contributing diagrams do not contain any ‘dangling’ impurity lines.
Also all the contributing diagrams have the same ingoing as outgoing momentum, because the diagrams,
that have ‘dangling’ impurity lines or do not have momentum conservation, average out.

2.3.4 Self-Energy and 1SBA

The self-energy is introduced in order to write the ensemble averaged Green’s function in a more compact
expression. The principle is the same for the cases of equal impurities (section 2.3.2) and non-equal delta
impurities (section 2.3.3). It is chosen to draw the diagrams in the wavevector basis.

The diagrams can be classified by their topology; they are put into different groups based on how many
times the diagram can be cut into pieces without cutting a curved line. For example: figure 2.3.13 shows
three diagrams; two from the sixth order term term and one from the fourth order term. The left diagram
can be cut twice resulting in three diagrams, the middle diagram can be cut once, while the right diagram
can not be cut. The left and middle diagram belong to the second and first reducible group respectively,
while the right one belongs to the irreducible group.

Figure 2.3.13: Three examples of diagrams that belong into different groups based on their topology. The left
diagram can be cut into three other diagrams, the middle one can be cut into two, while the right diagram can not
be cut into other diagrams.

The self-energy is defined as the sum of all the formula’s corresponding to the diagrams that belong in the
irreducible group but with the free propagating parts at the end cut off. The first couple of diagrams that
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the sum consists of are presented in figure 2.3.14.

Yhe== pr + Bf - @k, + + @)k +
: ‘ K p

Figure 2.3.14: The self-energy is equal to the sum of all the terms that correspond to diagrams of the irreducible
group, but with the end parts cut off.

o

The ensemble averaged Green’s function can be written as
Gt (k,E) = Gf (k, E)+G§ (k, EYXT(E)G§ (k, E)+Gg (k, E)ST(E)GY (k, E)ST(E)GY (k, E) +... . (2.3.51)

By construction all the possible diagrams are taken into account without double counting. The zeroth order
term, G’S‘ (k,E), corresponds with free propagation, the first order term consists of the contribution of all
the irreducible diagrams, the term G (k, E)X+(E)GH (k, E)X*(E)G{ (k, E) only contains the diagrams of
the first reducible group, etc.

The diagrams that involve more than scattering twice off the same impurity site are neglected in the
Born approximation. Figure 2.3.15 shows the first couple of diagrams for the self-energy that are included
in this approximation.

];;//
Y e== pr + Bk + k,+

Figure 2.3.15: The self-energy in the Born approximation is equal to the sum of all the terms that correspond to
diagrams of the irreducible group, but with the end parts cut off and that do not involve more than scattering twice
off the same impurity position.

Rewriting equation (2.3.51) to
G*(k,E) = G{ (k,E) + G§ (k, E)ST(E) [G§ (k, E) + G (k, E)ST(E)G§ (k, E) + ..] .
The part in brackets is equal to GT(k, E), giving
GY(k,E) = G{ (k,E) + GF (k, E)ST(E)G™T (k, E). (2.3.52)

Solving for G+ (k, E) gives
- 1
Gk E) = ——— . (2.3.53)
[Go(k, )] —SH(E)

Also, by putting in the value for [G{ (k, E)] - (see equation (2.1.18a)) yields

1

GY(k,E) = - . 2.3.54
( ) E +ie — Hy(k) — 2+ (F) ( )

When the self-energy is a number, it can be split in a real and imaginary part
YHE) =o(E) —in(E). (2.3.55)
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When the self-energy is a matrix, it can be split in a Hermitian and anti-Hermitian matrix
SHE)=SH(E)+ 214 (E). (2.3.56)

The split self-energy is inserted in the expression for the impurity averaged Green’s function (see equation

(2.3.54))
1

E — Hy(k) — o(E) +i(e +n(E))

G (k,E) = (2.3.57)

or in matrix form

_ I
E +ic— Hy—35(E) -4 4(E)

G (E)

(2.3.58)

The physical meaning of the real/Hermitian and imaginary/anti-Hermitian part of the self-energy becomes
clear by going to the time domain through the application of the inverse Fourier transform. Comparison of
equations (2.3.57) and (2.3.58) with equation (2.1.14a) directly gives

Gt ) = _%e—i(Ho(k)-‘rU)(t—t/)/h e n=t)/h, (2.3.59a)
G () = 7%’efi(ﬁom%im(tft’)/ﬁ_ (2.3.59b)

In equation (2.3.59a) it can be seen that the real part of the self-energy shifts the energies of the electrons,
while the imaginary part of the self-energy causes the ensemble averaged Green’s function to decay with
time. Note that the shift of the energy levels, caused by the real part of the self-energy, depends on the
energy and therefore is not a trivial shift from a physical point of view. When the self-energy is a matrix,
the hermitian part of the self-energy causes the energy levels to shift.

So far we have an expansion of the self-energy, besides this series it is useful to derive a selfconsistent
relation for the Born approximation where the self-energy is expressed in terms of the impurity averaged
Green’s function (which in turn depends on the self-energy). The diagrammatic representation of the self-
consistent relation in the Born approximation is presented in figure 2.3.16. The straight lines between the
arcs in this figure correspond to the full propagator, while they represented free propagation in the previous
figures.

G G
Z§=>B+ + o) + o)\ +
¢ G

Figure 2.3.16: Diagrammatic representation of the self-energy under the Born approximation in terms of the full
Green’s function.

It can be visualised that the all the diagrams are included and not double counted in this construction, use
equation (2.3.51) and figure 2.3.15 to see this. A self-consistent relation as presented in figure 2.3.16 is only
possible for the Born approximation and not for the general self-energy.

The first diagram gives the largest contribution. When the higher order diagrams are neglected, the
self-consistent relation for the self-energy is given by equation (2.3.60a) for equal impurities and by equation
(2.3.60b) for non-equal delta impurities. These equations can be found by using equation (2.3.29) for equal
impurities and equation (2.3.43) for non-equal delta impurities. In equation (2.3.29) and equation (2.3.43) the
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free Green’s function in the integral is replaced by the full Green’s function and the pre-factor [GS‘ (k, E)]2
is removed because the free propagating ends are cut off

d3 =/ , ,
SH(E) = n/ 7(272)3 Vimp(@ — 9)|° G* (7, E), (2.3.60a)
- d3k _
YH(E) :nUQ/ (2ﬂ)3G+(k,E). (2.3.60b)

The expression for the full Green’s function, equation (2.3.54), is subsituted in equations (2.3.60a) and
(2.3.60b)

d*p’ Vimp (B — ') |°
SHE)=n li / . mp , 2.3.61
(B)=n ey (2rh)®  E +ie — Ho(p') — XH(E) ( 2)
~ d®k 1
YH(E) =nU, li = = . 2.3.61b
(B) =nU, Py (2m)®  E +ie — Ho(k) — St (E) ( )

The discrete version of equation (2.3.61b) is obtained by removing the pre-factor [Ga' (l;:,E)]2 in equation
(2.3.44) and replacing G (k, E) in the integrand by the full Green’s function

i 6P 1 43k 1
YT(E) =a’nU, !1_1}1(13 e e Ho(h) S+ () (2.3.62)
For clarity the limit ¢ — 0 is added in equation (2.3.62); this limit was left out for brevity in many other
equations, but should be added to any equation that has an e in it.

Equations (2.3.61a), (2.3.61b), (2.3.62) and also (2.3.65) and (2.3.67) are called the first order self-
consistent Born approximation, for which the abbreviation 1SBA will be used. The term first order, refers
to the fact that the equations are based only on the first diagram of figure 2.3.16. The equations are self-
consistent, because the outcome of the integral is also present in the denominator of the integrand. Lastly,
the Born approximation refers to the fact that diagrams, which involved more than scattering twice off the
same impurity location, were neglected in the construction of figure 2.3.16.

It is useful to relate the self-energy to the real space Green’s function. Wavevector space and real space
are related to each other by the Fourier transform,

10 = [ drime . (2.3.630)
f(r) = (Q:T):),/d%f(k)e““'ﬂ (2.3.63b)

where f is a test function. Entering 7 = 0 in equation (2.3.63b) gives

n
£(0) = / (;lw’)“g F(R). (2.3.64)

Applying this relation to equation (2.3.60b) yields the relation between the real space Green’s function and
the self-energy for non-equal delta impurities

- 3k - - o
SHE) = nUQ/ m)gcﬁ(k, E)=nU,-G"(F=0,E),
SHE) =nl,GT(F=0,E). (2.3.65)
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If the space would be a lattice, the Fourier transform is

Z f(F)e T (2.3.66a)

1 o
f(f)zi?)/ Bk f(k)e*T, (2.3.66b)
(2m)” JBz
where BZ stands for the first Brillouin zone. By taking 7 = 0 in equation (2.3.66b) and subsequently
combining the result with equation (2.3.62) gives

YHE) = aSnU,GH (7 = 0, E). (2.3.67)

2.3.5 Scaling of the disorder strength

Hamiltonians are often discretized in order to study systems through computer simulations. Such a tight-
binding approach (see section 2.2) involves one or more lattice constants.

It is possible to add all kinds of disorder to such systems by for example modifying the on-site energy of
the lattice sites. As was seen in section 2.3.4 the effect of average disorder can be incorporated by adding the
real or hermitian part of the self-energy to the Hamiltonian. Formula’s for the first order Born approximation
of the self-energy in the case of a lattice and non-equal delta impurities were derived in section 2.3.4, namely
equations 2.3.62 and 2.3.67. In the aforementioned equations the impurity density, n, depends on the lattice
constant, see equation (2.3.13). When the lattice constant becomes smaller the fluctuations in the on-site
energies increase and therefore a smaller lattice constant corresponds to stronger disorder. A scaling factor
needs to be added to make sure that while varying a, the disorder strength does not change allowing for fair
comparison between systems with different values of the lattice constant. Fermi’s golden rule can be used
to estimate the mean free path length. This length should not depend on the lattice constant and therefore
with this approach it will become clear how to scale Ué

The calculation for the mean free path length with delta impurities for the continuous case can be found
in Appendix C. Fermi’s golden rule is equal to

iy = Z’ Fl Hie 14) ‘ 5(E; — Ey). (2.3.68)

The initial and final state are defined on a lattice and thus have the form [¢); = >4y [I) and |[¢) p = > b [m)
]

m
(see section 2.2). Without the disorder the wave function would be a plane wave and thus [¢); and |¢) ; are

— M7 which gives kn = % Therefore the

ma

set to plane waves. Wavelengths are restricted to A,

i2mng i2mn

coefficients of the initial and final state are v = \/:lﬁ eZm -1 1% and ey, = \/1? TN

Ll imng s m

The matrix element is now calculated with [¢), = Z Fe(N D 1), ), = Z Fe 0 |m) and Hipp =

>y |p) (p| giving
p

—imn,,m

N 2 N
‘(f\Hm|¢>‘ = (f| Hint i) Gi| Hine | f) = e [Ze 0 (| (Zapp M)Zem iy |z]
imngl 1 i , _in ,
e (Soulor ) S | - 5 oo,

p.q

The impurity average of the matrix element is taken. Use that E[a,0) =0ifp # gand E [ai] = U}. Notice
that when p = ¢ the complex exponentials cancel each other and therefore

~ . 2 U2 _Ué_ ~r a d
(i, - B Gex (2’
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<‘<f|f{int Ii>‘2>imp = U} (%)d (2.3.69)

The parameter d is the dimension of the studied system. The calculated matrix element is put into equation
(2.3.68) giving

_ 27;‘252 25 (Ex — Ew). (2.3.70)
The density of states is defined as
D(Ex) = 75 Z §(Ey — Ep). (2.3.71)
Therefore: e
== 2D(Ey). (2.3.72)

The mean free path length can be calculated with equation:

I VR ’UFh 1
=vp-T = — = = .
free free T 27radU2’ D(Ek)

Rewriting, by using that vp = \/% , yields

h 2Er 1
21adUy V' m  D(Ey)

Liree = (2.3.73)

The mean free path length can be made independent of the lattice constant by replacing Ué by Ué /ac.
Therefore is _
7/ Ué
Uss = > (2.3.74)
the sought after scaling formula. The scaling of ﬁé allows to vary the lattice constant while maintaining a
constant effective disorder strength.

This result is not surprising considering equations (2.3.61b) and (2.3.62). Equation (2.3.61b) gives the
self-consistent Born approximation for a continuous 3D space with a fixed impurity concentration, while
equation (2.3.62) gives the self-consistent Born approximation for a 3D lattice with an impurity concentration
n =1/a®. If U} in equation (2.3.62) is replaced by its scaled version and the limit a — 0 is taken, the result
is equation 2.3.61b. This reasoning can mathematically be displayed as

lim a®nUs , lim @’k . L =
a—0 2,8 e—0 (271')3 FE + 7€ — HO(E) — EJ"(E) N
™/a _ oo _
d*k 1 S d*k 1
lim U35 lim 3 - = — nUsz lim 3 - = .
a0 " =0 | (27)° E +4ie— Ho(ak) — X+ (E) e—0 ) (2m)° E +ie— Ho(k) — X+ (E)
—7/a —oo

Thus by scaling Ué with the lattice constant is, as if having a constant impurity concentration and thus
having the same disorder strength for different lattice constants.
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3 Simulation

3.1 Simple models
3.1.1 Free particle in a 1D infinite space

In order to get more intuition what the effect of disorder is on a system, it is decided to first investigate its
effect on relatively simple systems.
Consider a one dimensional infinite space, with a constant potential, which can be set to zero. The

Hamiltonian for such a system is
- n? d?

H=—-——-—. 3.1.1
2m dx? ( )
The dispersion relation for this Hamiltonian is
h2k2
E(ky) = —=2 3.1.2
(ka) = = (3.1.2)

and the eigenfunctions are plane waves.

The Hamiltonian of equation (3.1.1) is discretized on a 1D lattice with N sites, periodic boundary
conditions and lattice constant a. The number of sites N is very large in order to approximate the infinite
space. The matrix elements of the Hamiltonian are given by equation (2.2.7) with V(ia) = 0 and ¢t =

h?/2ma?, which results in
H=2tY i) (i —t > _1i) (il (3.1.3)
i (4.3)

The summation indices ¢ and j run over all the lattice points and () means nearest neighbours. In the
Hamiltonian it can be seen that the on-site energy is 2t and the hopping energy is —t.
The Fourier and inverse Fourier transform are respectively defined as

k) = ﬁ Z e~ i) | (3.1.4a)

i) = ﬁ zk:ek k). (3.1.4D)

Applying the Fourier transform to the on-site part of the Hamiltonian gives

% Z Zei(l’wk’)ﬂ l;:> <];:/| )

i kK

N -1, .7 —
Interchanging the summations and realizing that ) elh=h) T — Nog g gives
i=1

Hon =2ty |k) (K| (3.1.5)
k

Before applying the Fourier transform to the hopping part of the Hamiltonian, the hopping term is rewritten
as

—t <Z|¢> (i + 1+ i +1) <i|> . (3.1.6)

Equation (3.1.6) takes every hopping possibility into account without double counting.
Now applying the Fourier transform, the hopping part of the Hamiltonian becomes

_% (ZZ Gi(E-ry =k (7 +a2)) |EY (K| 4 ik (Fy+ad) =K' 7) R <k;’> _ _% Z <67i12'.a;i n eu’c.a@> Zei(hgl>.ﬁ
i kK kK i

k) (k|
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N -7 7 —
Again using that Y e/®=F)7i = N§; 1, gives
i=1

Hpop = —t 3 (€07 + =07 [k (k] (3.1.7)

k

The complete Hamiltonian in Fourier space is thus
=237 (k) (B = 30 (08 4 em®at) 1) (R (3.1.8)
k k

Equation (3.1.8) can be written in the form H = 3 |k) H(k) (K|, where H(k) =2t —t (6“7““”% + e‘i’;‘“) =
k
2t — t (e'ks + e~iaka) = 2¢ — 2t cos(ak,) = 2t (1 — cos(ak,)) = H(ky). The dispersion relation is
H(k,) =2t (1 — cos(aky)) . (3.1.9)

Figure 3.1.1 shows plots of the band structure of the discretized and exact system around k& = 0. In order
to visualize the effect of the chosen lattice constant, the discretized dispersion relation is plotted for three
different values of a.

0.40

0.30

H(k,) (eV)

0.10

0.05

0.00

ky (nm™1)

Figure 3.1.1: Three plots of the discretized Hamiltonian (see equation (3.1.9)) of a free particle in an one dimensional
infinite space. Each of the three curves corresponds with a different lattice constant (1, 0.5 and 0.25 nm). The exact
dispersion, a parabola, is plotted in red (see equation (3.1.2)). The wavevector k; runs from —m to .

A Taylor expansion of H(k,) around k, = 0 can be made

aZk? atkA ta*kA
Hky)=2t{1—(1—-—= z _ L)) =ta?k? — I
(k) ( < > Ty )) L T

Using that t = h%/2ma? gives
Rk R%aKY
- 2m 24m

H (k) (3.1.10)
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When the limit a — 0 is taken, only the first term survives and the dispersion relation is

21.2
E(ky) = ’;:f (3.1.11)

Looking back at equation (3.1.2), this is indeed the result that should be obtained when a — 0. Indeed it
can be seen in figure 3.1.1 that the bands have a parabolic shape around k, = 0 and the dispersion relation
approaches more and more a perfect parabola when a becomes smaller.

It is interesting to see what will happen to the band structure if average disorder is added to the system.
The band structure corresponding to the system with average disorder could be calculated by generating
realisations of the system where independent and identically distributed disorder potentials are added to
the on-site energies and by consequently averaging over all the calculated band structures. In this case the
system is infinite and therefore only the analytical approach, as discussed in section 2.3, is applied and not
the ‘brute force’ method outlined in the previous sentence.

It is imagined that the amplitudes are generated independently from a uniform distribution in the interval
[~Uo/2,Uy/2]. The first moment of this distribution is zero and the second moment is U2 /12. Further the
impurity concentration is equal to 1/a.

In order to take the effect of the disorder into account the self-consistency relation of equation (2.3.62)
could be solved, which for the presented situation takes the form

T/a
~ dk 1
YH(E) = a*nU} li / —. . 3.1.12
(B) = a’nl 20 2 FE +ie — 2t(1 — cos(ak,)) — LT (E) ( )
—7/a

One might think that the limit ¢ — 0 in equation (3.1.12) can be carried out before calculating the integral.
This is not allowed; the infinitesimal small € has to remain in the integrand and the limit ¢ — 0 is carried
out after evaluating the integral. The e guarantees that no poles are located on the integration path. In
appendix B.1 the integral self-consistency relation is solved numerically, however a different procedure is
presented here. Instead of solving equation (3.1.12), the self-energy is obtained by making use of equation
(2.3.67), which for the system of this section is

YH(E) = a®>nULGt(z =0, E).

In order to fairly compare self-energies evaluated for different lattice constants, the second moment of the
uniform distribution, Ug /12, is scaled according to equation (2.3.74): Uj , = Us/a = U§/12a. The scaling
with @ however does not effect the units of the equation. Further applying n = 1/a (equation (2.3.13)) gives

2
©H(E) = %G*(z =0, E). (3.1.13)

The software package Kwant[®! is used to apply the tight-binding approach. An infinite chain is build and the
on-site and hopping energies are set as described by the Hamiltonian (see equation (3.1.3)). Then Kwant is
used to calculate the Green’s function at the origin, subsequently equation (3.1.13) gives the self-energy. This
result is then used to modify the on-site energies of all the lattice sites after which the Green’s function at
the origin is calculated again. The process is iterated until the change of the self-energy is below a threshold
level. In practice an Anderson mixing scheme is used so that only a few iterations are required to obtain a
solution for the self-energy.

Tables 3.1.1, 3.1.2 and 3.1.3 lists some of the self-energies attained from the simulation. The energy
levels for which the self-energies are calculated are fixed at 0.05, 0.10 and 0.15 eV respectively. For each of
the energies, the value of Uy and the lattice constant are varied. The self-energies are solved with very high
accuracy, 107, but the values in the tables are rounded to two digits.
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a (nm) Uo = 0.001 (eV) Uo =0.01 (eV) Up =0.1 (eV) Up=1 (eV)
1 —6.9-1007%+1.2-107% [ —6.9-100%4+1.2-107% | —6.3-10"*+1.1-10"%5 | —0.013 + 0.285
0.5 —9.0-107"+100-10775 | —9.0-10°®+10.0-107°j | —8.4-10"*4+9.8-107 35 | —0.095 + 0.35;5
0.25 —9.1-102496-1007j | —9.1-10°549.6-10°5 | —85-10 T+9.4-103j | —0.15+0.33j

Table 3.1.1: The table shows the calculated self-energies for the Hamiltonian of a free particle in an one dimensional
infinite space. The results are obtained from a simulation using Kwant. The energy level was set at £ = 0.05 eV
and the lattice constants and disorder strength are varied.

a (nm) Up = 0.001 (eV) Up = 0.01 (eV) Up =0.1 (eV) Up =1 (eV)
1 6.0-1002+1.2-10" % 6.0-10 5 +1.2-10 % 55-101 4+ 1.1-10" % 0.011 + 0.28;
0.5 221002 474.10775 | —2.2-107%4+7.4-107% | —2.2-107*+7.4-107%j | —0.076 + 0.355
0.25 —23-1007+69-10775 | —2.3-10°%4+6.9-10°5 | —2.3-100*+6.9-10"°5 | —0.14+ 0.325

Table 3.1.2: The self-energies correspond to the Hamiltonian of a free particle in an one dimensional infinite space.
The results obtained from the simulation are shown for an energy level of 0.10 eV and for different lattice constants
and disorder strengths.

a (nm) Uo = 0.001 (eV) Uo = 0.01 (eV) Uo = 0.1 (eV) Uo =1 (eV)
1 40-1094+44-10°5 3.7-107°+4.3-107 7% 7.2-1073+15-10"2j 0.036 + 0.28;
0.5 —9.0-100+63-10775 | —9.0-10°°+6.3-107°5 | —9.0- 10> +6.3-10">5 | —0.057 + 0.35;5
0.25 —1.0-1002 +5.7-1077j | =1.0-10°%+5.7-10"°j | —1.0-10°*+5.7-10"°5 | —0.12+0.325

Table 3.1.3: The table gives the self-energies with an energy level set to 0.15 eV for various lattice constants and
disorder strengths. The Hamiltonian is that of a free particle in a one dimensional infinite space.

In figure 3.1.2 the real and imaginary part of the self-energy are plotted as a function of the lattice constant.
The energy level and disorder strength are set to 0.05 and 0.1 eV respectively.

x10-% 1.9 x10°*

—6.0

1.0 (]‘2 Uf-i (]‘(J E]‘E 1.0 0.0 (]‘2 Uf-i (]‘(J E]‘E 1.0
a (nm) a (nm)

Figure 3.1.2: Plots of the real and imaginary part of the self-energy as a function of the lattice constant. The

Hamiltonian is that of a free particle in an one dimensional infinite space. The energy level is fixed at 0.05 eV and
the disorder strength is set to 0.1 eV.

The real and imaginary part of the self-energy converge asymptotically towards certain values when the
lattice constant is decreased.
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Because the impurity density is 1/a, the on-site energy fluctuates more rapidly over a certain distance for
smaller lattice constants and therefore a smaller lattice constant corresponds to stronger disorder. By scaling
the formula for the self-energy with a, the effective disorder remains constant and self-energies evaluated
for different lattice constants can be fairly compared. The red and blue curve in figure 3.1.2 have a shape
that agrees with this reasoning. At large lattice constants X7 is changing at a relatively fast pace due
to the tight-binding Hamiltonian, but for lattice constants smaller than roughly 0.4 nm the tight-binding
Hamiltonians become more or less equal for £ = 0.05 eV and thus the red and blue curve become flat,
eventually reaching a continuous limit. If figure 3.1.2 is plotted for a lower energy than 0.05 eV the real and
imaginary part already become roughly flat at a lattice constant higher than 0.4 nm and for energies higher
than 0.05 eV the curves become roughly flat at a smaller lattice constant than 0.4 nm.

Now the lattice constant is fixed at 0.25 nm, the energy level is 0.05 eV and the disorder strength is
varied.

0.00 r T r r 0.35

—_ }’\‘*
006 e

S L 020
T 008 I

H Hoos
- =
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ol i 0.05 1

1.0 0.2 0.4 0.6 038 1.0 0.0 0.2 0.4 0.6 038 1.0

Uy (eV) Uy (eV)

Figure 3.1.3: Plots of the real and imaginary part of the self-energy as a function of the disorder strength. The
Hamiltonian is that of a free particle in an one dimensional infinite space. The energy level is fixed at 0.05 eV and
the lattice constant is set to 0.25 nm.

Clearly from figure 3.1.3 the real part as well as the imaginary part of the self-energy go further away from
zero as the disorder strength increases. The parabolic shape agrees with formula (3.1.13): £+ o« UZ.
Lastly the lattice constant and disorder strength are fixed while the energy is varied.
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Figure 3.1.4: Plots of the real and imaginary part of the self-energy as a function of energy with a = 0.25 nm and
Uo = 0.5 eV. The Hamiltonian is that of a free particle in an one dimensional infinite space.

In figure 3.1.4 it is seen that the real part of the self-energy goes asymptotically to zero for high energies.
Starting from a high energy moving downwards, the real part of the self-energy becomes smaller and smaller,
but then, at some energy, there is a discontinuity in the derivative and the real part of the self-energy goes
up again. The imaginary part of the self-energy has a maximum at £ = 0 eV and becomes zero at the same
energy where the real part has a discontinuity in the derivative.

The real part of the self-energy shifts the bands up or down (see equation (2.3.59a)). In order to get the
first Born approximation of the tight-binding average disorder band structure, the real part of the self-energy
at a certain energy, Ey, is added to the Hamiltonian and the band structure is calculated. However, this
calculated band structure is only valid at the energy Ey and therefore only the states at Ey are kept. In
formula form

E(kgis) — Eo =0, (3.1.14)

where E(kg;s) is the band structure calculated for a Hamiltonian with a self-energy evaluated at Ey. The
solutions (Ey, kqgis) are the disordered states. The process is carried out for a wide range of Ep-values,
consequently all the average disordered states are found and the band structure is constructed. An example
of the effect of the disorder on the band structure is shown in figure 3.1.5 for Uy = 0.2 eV and Uy = 0.5 €V.
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Figure 3.1.5: In each figure there are two plots of the band structure for the lattice constant 0.5 nm: one with
the correction for the added disorder (dashed line) and without the disorder (non-dashed line). The exact dispersion
relation is also added in red. The Hamiltonian is that of a free particle in an one dimensional infinite space. The left
figure corresponds with a disorder strength of 0.2 eV and the right figure with a disorder strength of 0.5 eV.

In the two figures it can be seen that the effect of the disorder is that the bands shift downwards. For wave
vectors around the I'-point the downward shift is stronger than for larger k-values.

During the construction of the bands in the two plots in figure 3.1.5, only values on the right side of
the derivative-discontinuity point were used in the corresponding real part of the self-energy versus energy
plots (see the left plot in figure 3.1.4 with a = 0.25 nm and Uy = 0.5 e¢V). A question that might arise
is, if for all values of Uy only values on the right side of the derivative-discontinuity point are used. If this
would not be the case the disordered band would get flatter® around the I'-point; fortunately this distortion
does not happen. The derivative-discontinuity point in the real part of the self-energy versus energy plot,
(E*, Re(X71)*), is for every Uy such that E* < Re(X1)*. It is therefore only necessary to discuss the right
side of the Re(X1) versus energy plot. At high energies the electrons are not bothered by the impurities,
the difference between the disordered and non-disordered states disappear and therefore the real part of the
self-energy goes asymptotically to zero for high energies. Lower energy electrons are more strongly influenced
by the impurities and Re(3X") becomes more negative when the energy is decreased. The difference between
the disordered and non-disordered states increases for lower energies and has its maximum at the I’-point.
It can be said that disorder creates states below the band.

Throughout the work the focus was mainly on the real or Hermitian part of the self-energy. The imaginary
or anti-Hermitian part causes the ensemble averaged Green’s function to decay with time (see equations
(2.3.59a) and (2.3.59b)). The retarded Green’s function propagates the wave function (see equation (2.1.11))
and thus the imaginary/anti-Hermitian part of the self-energy gives a decaying component to the wave
function. A question that might arise is, if the shape of the right plot in figure 3.1.4, which shows the
imaginary part of the self-energy versus the energy, makes sense. The aforementioned plot has parameters
a = 0.25 nm and Uy = 0.5 eV and therefore matches with the green dashed band in the right image of figure

3If only the right side of the derivative-discontinuity point would be used, the process of seeking disordered states would go as
follows: pick a relative high energy Ep, the self-energy at that energy is evaluated, the real part is added to the Hamiltonian, the
disordered band is plotted and it is checked if the disordered band and horizontal line at energy Eg cross. Because a relatively
high Eg was picked there will be two crossings. Consequently Ep is lowered and new disordered states are found. During the
lowering of Ep, the disordered band of Ey and the horizontal line Eg both move down, but the horizontal line goes down faster
than the parabola so that at a certain Eg no more states are found. If the real part of the self-energy versus energy plot would
be such, that also the left side of the derivative-discontinuity point would be used, the situation would occur that while lowering
Ey the disordered band of Ey is moving upwards. Because they are now moving towards each other, the crossings (disordered
states) move faster inwards towards k = 0 and the constructed disordered band would appear flatter around the I'-point.
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3.1.5. From the green dashed band it can be seen that there are not disordered states for energies below
roughly —0.11 eV and therefore the values of Im(X") have no meaning for energies below —0.11 eV. At
energies higher than roughly 0.7 eV the tight binding approximation with a = 0.25 nm does no approximate
the real band well any more and it therefore make no sense to investigate Im(X) (or Re(X1)) for energies
higher than 0.7 V. In the relevant energy-interval, [—0.11 €V, 0.7 eV], Im(3") has a maximum at E = 0 €V.
This makes sense, because the electron is bothered mostly by the impurities when its energy is low compared
to the impurity potential amplitudes. When the energy of the electron is increased, it feels relatively less of
the impurities and therefore Im(X1) decreases and the wave function decays slower.

3.1.2 Particle in a 1D quantum well
Consider a 1D quantum well with

h2 d2
2m da?

0 forO0<z <L
oo  otherwise.

H= +V(z), where V(z)= { (3.1.15)

There is no potential gradient for 0 < z < L and an infinite potential otherwise. The energy levels for this
Hamiltonian are o 9
nh°m

= —— 3.1.16

" 2mL? ( )

2 . /nmx
Un(z) =14/ I SIH(T> (3.1.17)
withn=1,2,3,... .

The Hamiltonian of equation (3.1.15) is discretized between 0 < < L on a 1D lattice with N + 1 sites
and lattice constant a. The matrix elements of the Hamiltonian are given by equation (2.2.7)

H=2t> i) (i —t>_ i) (], (3.1.18)
i (i2d)

and the eigenfunctions are

wheret = h?/2ma®. The summation indices i and j run over all the lattice points and ( ) means nearest
neighbours. In equation (3.1.18) it can be seen that the on-site energy is 2¢ and the hopping energy is —t.
The on-site and hopping energies are given as input to Kwant®l. The calculation is done with a well length
of L = 100 nm and lattice constants of 1, 0.5 and 0.25 nm. The resulting energies and the wave function
corresponding to the lowest energy are plotted in figure 3.1.6 and 3.1.7 respectively.
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Figure 3.1.6: Three plots of the eigenvalues of the discretized Hamiltonian (see equation (3.1.18)) for different
lattice constants and a plot of the exact energies (see equation (3.1.16)). The Hamiltonian corresponds to a 1D
infinite well with length L = 100 nm.
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Figure 3.1.7: Left: Plots of the wave function corresponding with the lowest energy eigenvalue of a 1D quantum well
with length 100 nm. The exact wave function is approximated using a tight binding approach with lattice constants
a =1 and a = 0.25 nm. The red curve corresponds to the exact solution. Right: A zoom-in of the top part of the
left figure.

In figure 3.1.6 it can be seen that when a becomes smaller the calculated energies come closer to the exact
ones for ever higher values of n.
Figure 3.1.7 shows that the calculated wave functions corresponding to the lowest energy eigenvalue
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approximate the exact wave function very well. This result is in agreement with the plot of the energies
(figure 3.1.6), because the energies are very close to eachother for n = 1. Based on figure 3.1.6 it can be
expected that for higher values of n the deviations of the approximated wave functions from the exact ones
become more pronounced. The wave function is also plotted for n = 20.
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Figure 3.1.8: Left: Plots of the wave function corresponding with the twentieth eigenvalue of a 1D quantum
well with length 100 nm. The red curve corresponds to the exact solution while the blue and green dots are the
approximated points for different lattice constants. Right: A zoom-in of a top part of the left figure.

The zoomed-in plot of the 20-eigenfunction shows that for lattice constant a = 1 the approximation of the
exact wave function becomes very crude, while for a = 0.25 the wave function is still approximated well by
the calculated points.

Similar to section 3.1.1 it is interesting to see how average disorder will modify the energy levels of this
system. In this example the system is finite and therefore the analytical approach as well as the ‘brute force’
method can be applied. The implementation of both approaches allows for comparison between them.

In case of the ‘brute force’ method, the disorder averaged energies are calculated by generating realisations
of the system where independent and identically distributed disorder potentials are added to the on-site
energies and by subsequently averaging over the energy levels of the realisations. In case of the analytical
approach the first order self-consistent Born approximation (1SBA) is applied. The distribution where the
disorder amplitudes are generated from is chosen to be the uniform distribution in the interval [-Uy/2, Uy/2]
and the impurity concentration, n, is equal to 1/a. The self-energy is calculated by self-consistently solving
equation (2.3.67), which for the described system is

2
SH(E) = %m(x =0,B).

After scaling (see section 2.3.5) it obeys
U2
YH(E) = T;G*(:z: =0,F). (3.1.19)

Although the equations (3.1.13) and (3.1.19) are identical, the algorithm in this section, that is used to
calculated the disordered states based on the first order self-consistent Born approximation, is different from
the one described in section 3.1.1. In section 3.1.1 a range of energies were scanned, where for each energy,
Ey, it was verified if there were any wave vectors, kg;s, for which equation (3.1.14) holds. In this section the
calculation works in the other direction; the n-values are the input and the energy is the solution. For a
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n-value an initial guess for the disordered energy is chosen, the self-energy can be calculated for this energy,
consequently taking the real part of the self-energy and adding it to the Hamiltonian will give a new energy.
The latter energy is used to replace the initial guess of the disordered energy. The process is repeated until
the cange in energy is below a reasonable threshold value.

For the ‘brute force’ method as well as the 1SBA, the software package Kwant!® is used. The length of
the quantum well, the lattice constant and Uy are set to 100 nm, 0.25 nm and 0.5 eV respectively. Figure
3.1.9 shows the result of the simulation, the purple dots correspond to the average disorder ‘brute force’
energies, the black dots are the energies with average disorder according to the analytical approach and the
green ones give the tight-binding energy levels of the ‘clean’ quantum well.
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Figure 3.1.9: Three scatter plots of the energies of a 1D quantum well with a length of 100 nm. The purple dots are
the energies calculated by averaging over disordered realisations of the system. Impurity amplitudes are generated
from a uniform distribution in the interval [-Uy/2,Uy/2] and added to the on-site energies. Next the eigenvalues
are calculated and stored. By repeating the calculation many times and averaging over the stored eigenvalues the
purple dots are the result. The black dots correspond to the energies according to the first order self-consistent Born
approximation and the green ones are the energies of the quantum well without any disorder. The lattice constant is
fixed at 0.25 nm and Uy is 0.5 eV.

In figure 3.1.9 it can be seen that the 1ISBA does not agree very well with the ‘brute force’ solution. At low
energies the ‘brute force’ solution shows an exponential tail that is concave, while the analytical solution has
a convex (distorted) parabolic shape. The two solutions cross and while the ‘brute force’ solution quickly
approaches the zero disorder energies when n goes up, the analytical solution approaches it much slower.

It is possible to improve the analytical method by including the second diagram of figure 2.3.16 in the
calculation. The equation for the second order self-consistent Born approximation (2SBA) is
dSEI
(2%)3

+/7. _ 6 77/ ~+ (7. 12,2 (177 2 dBE” dSEI + (! Tt 7. + + (7
st (k, E) = a®nl;, GH(K',E) + an? (U} Gt -k +k EGT (K", EYGT (K, E),

(2m)? J (2m)?®
1
E +ie— Ho(k) — St (k,E)’
The result is a much more complicated self-consistent equation for the self-energy. Note that the self-energy
also depends on the wave vector due to the second term. Not only solving for the self-energy becomes more

(3.1.20)
where G*(k,E) =
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complicated, but also adjusting the band structure for the disorder is more cumbersome. Throughout this
work only the 1SBA is applied, but for further research it could be worthwhile to investigate the 2SBA.

3.1.3 A 1D infinite space with a non-coupled matrix Hamiltonian

Consider a 1D infinite space with the Hamiltonian

(A R
j (2 _ 2mdx2> ’ (3.1.21)

where &, is a Pauli spin matrix. The Hamiltonian is discretized and the on-site and hopping energies, which
are matrices, are given as input to Kwant[®. Figure 3.1.10 shows the tight-binding dispersion for different
lattice constants as well as the exact dispersion. The wave vector runs from —7 to 7 and the value of A is
0.1eV.
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Figure 3.1.10: Three plots of the discretized Hamiltonian with different lattice constants and a plot of the exact
energies. The Hamiltonian is that of a free electron and a free hole in an one dimensional infinite space. The wave
vector k; runs from —7 to w and A = 0.1 eV.

It is investigated how average disorder will modify the band structure of this system. Because the system
is infinite, application of the ‘brute force’ method as was done in section 3.1.2, is not possible. The effect
of average disorder on the band structure will be calculated by applying the first order self-consistent Born
approximation.

There is no coupling between the matrix elements of the Hamiltonian and therefore the self-energy
is obtained by self-consistently solving equation (2.3.67) for the two matrix elements of the Hamiltonian
separately.

The disorder amplitudes have the uniform distribution in the interval [~Uy/2, Up/2] and therefore U} =
UZ2/12. In order to fairly compare self-energies evaluated for different lattice constants, the second moment
of the uniform distribution, UZ/12, is scaled according to equation (2.3.74): ﬁés = Uy/a = U3/12a. The
scaling with a however does not effect the units of the equation. Further the impurity density, n, is equal to
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1/a. By taking the aforementioned comments into account, the equation for the self-energy is

—U—gG+($—O E) (3.1.22)
" 12a s o

02)
The real part of the self-energy is added to the Hamiltonian elements after which the disordered bands are
plotted. However the self-energy is energy-dependent and therefore only states are kept at the energy for
which the self-energy was calculated. In other words for every point on the disordered bands

E(kqis) — Eo =0, (3.1.23)

where Fjy is the energy at which X% was calculated and E(kg;s) the band structure that corresponds with
H+ Re(X7T). By scanning a range of energies, all the disordered states are found and the dispersion is
constructed. Figure 3.1.11 shows the disordered as well as the ‘clean’ band structure for A = 0.1 eV,
a=0.5nm and Uy = 0.2 eV. Also the exact no-disorder dispersion is plotted in red.
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Figure 3.1.11: Plots of the dispersion with and without average disorder for a = 0.5 nm as well as the no-disorder
exact dispersion (red parabolas). The Hamiltonian is that of a free electron and hole in an one dimensional infinite
space and the disorder is taken into account through application of the first order self-consistent Born approximation.
The wave vector k; runs from —7 to w1, A = 0.1 eV and Uy = 0.2 eV.

In figure 3.1.11 it can be seen that the effect of the disorder is that the band gap becomes smaller, however
a disorder strength of Uy = 0.2 eV is not enough to close the gap completely. In figure 3.1.12 the disorder
strength is increased to Uy = 0.4 eV causing band inversion. Disorder can thus change the transport
properties of a system dramatically.
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Figure 3.1.12: Band structure with and without average disorder for a = 0.5 nm as well as the no-disorder exact
dispersion. The Hamiltonian is that for a free electron and hole in an infinite one dimensional space. The wave vector
ko runs from —7 to 7, A = 0.1 eV and Uy = 0.4 eV.

3.1.4 A 1D infinite space with a coupled matrix Hamiltonian

Consider a 1D infinite space with the Hamiltonian

A n? d? . ... d

where 69 is the identity matrix and &, is a Pauli spin matrix.
Defining a new parameter o = &h gives

X n? d? d
H=64———-— ] -6 — ] . 3.1.25
70 < 2m dw2> % <az da:) ( )

The value of « gives the strength of the Rashba spin-orbit coupling.
The Hamiltonian is discretized and the on-site and hopping energies, which are matrices, are given as

input to Kwant!8!. Figure 3.1.14 shows the tight-binding dispersion for a = 0.25 nm. The wave vector runs
from —m to 7 and the value of « is 0.05 eV nm.
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Figure 3.1.13: Plot of the discretized Hamiltonian with a lattice constant of 0.25 nm. The Hamiltonian is a non-
diagonal two by two matrix and the space is one dimensional and infinite. The wave vector k, runs from —=n to =
and a = 0.05 eVnm.

It is interesting to see how average disorder will modify the band structure. The system is infinite and
therefore it is not possible to average over generated realisations of disordered band structures (as was done
in section 3.1.2). The effect of average disorder on the band structure is calculated by applying the first
order self-consistent Born approximation. The disorder amplitudes have the uniform distribution in the
interval [~Uy/2,Up/2] and therefore Uy = UZ/12. In order to fairly compare self-energies evaluated for
different lattice constants, the second moment of the uniform distribution, U2/12, is scaled according to
equation (2.3.74) and thus (72’78 = U}/a = U2 /12a. The scaling with a however does not effect the units of
the equation. Further the impurity density, n, is equal to 1/a. With these parameters, equation (2.3.67)
becomes

2
SHE) = %wa =0,B). (3.1.26)

There is coupling between the matrix elements of the Hamiltonian and it is therefore not possible to solve for
each element separately. The self-energy evaluated at a certain energy is a non-diagonal 2 x 2 matrix. The
Hermitian part of the self-energy matrix is added to the Hamiltonian after which the disordered bands are
calculated. Only the disordered states that correspond to the energy at which the self-energy was evaluated
are kept. By scanning a wide range of energies, the valid disordered states are found and the band structure
is constructed.
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Figure 3.1.14: Band structure with and without disorder for a lattice constant of 0.25 nm. The Hamiltonian is a
non-diagonal two by two matrix and the space is one dimensional and infinite. The disorder is taken into account
through application of the first order self-consistent Born approximation. The wave vector k; runs from —7 to T,
a=0.05 eVnm and Uy = 0.5 V.

3.1.5 Free particle in a 2D infinite space

Consider a two dimensional infinite space with a constant potential which can be set to zero. The Hamiltonian

of such a system is
- h? [ 0? 0?
H=—|—+—. 1.2
2m (3562 * 8y2) (3.1.27)

The dispersion relation for this Hamiltonian is

h? (K2 + k2)

E(ky, ky) = o

(3.1.28)
and the eigenfuntions are plane waves.
The Hamiltonian can be discretized,

H=at) |i,j) (51—t > |5 4, (3.1.29)
%,J

<i,j 5 3>

where the summation indices i,j run over all the lattice sites and < > means nearest neighbours. The
Hamiltonian is given as an input to Kwant[® and the dispersion relation is calculated. Figures 3.1.15
and 3.1.16 show the result, where the tight-binding dispersion relation is plotted for three different lattice
constants as well as the exact solution. In figure 3.1.15, k, is set to zero and k; runs from —7 to 7, while in
figure 3.1.16 both wavevectors run from —7 to 7.
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Figure 3.1.15: Three plots of the discretized Hamiltonian (see equation (3.1.29)) with different lattice constants
and a plot of the exact dispersion (see equation (3.1.28)). The Hamiltonian corresponds to a free electron in a two
dimensional infinite space. The wavevector k; runs from —n to 7 and ky is set equal to 0.
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Figure 3.1.16: Plots of the discretized Hamiltonian for different lattice constants and a plot of the exact band
structure (see equation (3.1.28)). The Hamiltonian corresponds to a free electron in a two dimensional infinite space.
The wavevectors k; and ky run from —7 to 7 at an equal rate and thus the wavevector space is traversed diagonally.

Just as for the previous Hamiltonians the goal is to study the effect of average disorder on the dispersion.
The problem is not one dimensional, making it more complicated. A separable wave function (e.g. ¥ (x,y) =
Y(x)(y)) does not necessarily correspond with a separable Green’s function; this prevents treating each
dimension separately when dealing with average disorder. The effect of average disorder is taken into account
by applying the first order self-consistent Born approximation.

The distribution where the disorder amplitudes are generated from is chosen to be the uniform distribution
in the interval [~Up/2, Up/2]. This distribution has first moment U] = 0 and second moment U} = U2/12.
The second moment, U2/12, is scaled by dividing by a? (see equation (2.3.74)). Further the impurity
concentration is equal to 1/a?. The first order approximation of the self-energy can be found by solving the
self-consistent relation of equation (2.3.62), which for the presented situation is

~ 27
YT (E) = a*nU) lim d k2 . , L )
M | np Etie— Hah) - 57 (E)

2 T/a w/a )
2HE) = =% i : 1.
(E) = g5z Iy /dky / W e~ Hylhas k) =S (B)’ (8.1.30)
—7/a —m/a

with Ho(ky, ky) = 2t(1 — cos(aky)) + 2t(1 — cos(aky)) in which ¢ = h?/2ma®. In appendix B.2 equation
(3.1.30) is solved numerically, but a different procedure is outlined here.

For two dimensional problems the relation between the self-energy and Green’s function for the first order
self-consistent Born approximation is

w/a T/a
Ug 1
ZﬂE):ﬁ / dky | 5 / dkyGT (ky, Ky, E) | . (3.1.31)
—m/a —m/a

49



Using the Fourier transform (see equation (2.3.66b) and take 7 = 0), equation (3.1.31) can be rewritten as

T/a
U2
YH(E) = ﬁ / dk,G*(z = 0,k,, E). (3.1.32)
—7/a

With the software package Kwant!®! an infinite one dimensional chain is build and the on-site and hopping
energies are added, which are 2¢t+2t(1—cos(ak,))+X" and —t respectively, where t = h?/2ma®. Subsequently
a value for the lattice constant, the energy and an initial guess for ¥+ are chosen. Then Kwant is used to
calculate the Green’s function at the origin for different values of k, that lie in the interval [—m/a,7/a].
With these values the integral can be approximated and from there the self-energy. This result is then used
to modify the on-site energies of all the lattice sites and the whole process is iterated until desired accuracy
is obtained. By using an Anderson mixing scheme, the solution is typically found after just a few iterations.
Figure 3.1.17 shows the real and imaginary part of the self-energy plotted versus the lattice constant.
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Figure 3.1.17: Plots of the real and imaginary part of the self-energy as a function of the lattice constant. The
Hamiltonian is that of a free electron in a two dimensional infinite space. The energy level is fixed at 0.05 eV and the
disorder strength is set to 0.1 eV'. The self-energy is calculated using the first order self-consistent Born approximation
and the impurity amplitudes have an uniform distribution in the interval [—Uy/2, Uy/2].

The real and imaginary part of the self-energy do not converge towards a horizontal asymptote when the
lattice constant is decreased. The real part curves downwards for small lattice constants instead of becoming
horizontal and although the imaginary part seems to become ‘flat’, it curves upwards for different energy
levels. This result is surprising, reflecting back on figure 3.1.2, which shows the same plots for the one
dimensional case and reflecting on section 2.3.5, which discusses scaling of the disorder strength with the
lattice constant. The argument why the curves were expected to look similar to figure 3.1.2 is repeated.
The impurity density is 1/a? and therefore the on-site energy fluctuates more rapidly over a certain distance
for small lattice constants compared to large lattice constants and thus a small lattice constant corresponds
with relatively strong disorder. By scaling the formula for the self-energy with a?, the effective disorder
remains constant and self-energies evaluated for different lattice constants can be fairly compared (see section
2.3.5). At large lattice constants X1 is expected to change at a relatively fast pace due to the tight-
binding Hamiltonian, but for small lattice constants there is hardly any difference between the tight-binding
Hamiltonians for an energy of E = 0.05 eV (see figures 3.1.15 and 3.1.16). Unfortunately this is not reflected
in the red line in figure 3.1.17, which shows a strong dependence on a for small values of a instead of
being ‘flat’. Fortunately however, both curves cross the y-axis and do not go to plus or minus infinity. It
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is concluded that the shape of the plots in figure 3.1.17 do not make sense and the results are therefore
expected to be wrong.
Figure 3.1.18 shows the real and imaginary part of the self-energy plotted versus the energy.
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Figure 3.1.18: Plots of the real and imaginary part of the self-energy as a function of energy with a = 0.25 and
Up = 0.1 eV. The Hamiltonian is that of a free electron in a two dimensional infinite space. The self-energy is
approximated using the first order self-consistent Born approximation.

At first sight the red curve in figure 3.1.18 looks similar to its one dimensional counterpart in figure 3.1.4;
both plots have a derivative-discontinuity point. For the 1D case it was argued that at high energies the
real part of the self-energy is expected to come close to zero, because at high energies the electrons barely
notice the impurities. The red curve in figure 3.1.18 does not show this characteristic. The imaginary part
is expected to have a maximum at E = 0 eV (see the 1D case for an explanation). Instead the blue plot in
figure 3.1.18 moves upwards steeply before £ = 0 eV but then keeps going upwards after £ = 0 eV. Just as
figure 3.1.17, the plots in figure 3.1.18 do not make sense and the results are therefore expected to be wrong.

Figure 3.1.19 shows the dispersion relation for the disorder strength 0.2 eV and lattice constant 0.25 nm.
In the left plot the wave vector k, runs from —= to m and k, is set equal to 0, while in the right plot both
ks and ky run from —7 to 7.
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Figure 3.1.19: In each figure there are two plots of the band structure; one with the correction for added disorder
(dashed line) and one without disorder (solid line). The lattice constant is 0.25 nm and Uy = 0.2 eV. In the left
image the wave vector k, runs from —= to m with ky, = 0 and in the right image both k, and k, run from —7 to =.
The Hamiltonian is that for a free particle in an one dimensional infinite space. The effect of disorder is taken into
account through application of the first order self-consistent Born approximation and the impurity amplitudes have
an uniform distribution in the interval [-Uy/2, Uy /2].

Just as in figure 3.1.5 the energies corrected for average disorder are shifted downwards relative to the no-
disorder energies and for wave vectors around the I' point the downward shift is stronger than for larger
k-values.

3.2 BHZ model
3.2.1 Original BHZ model

The theory in this section is based on [13], [14], [15] and [1]. A model, which can be used to describe quantum
spin hall insulators, is the BHZ model. The BHZ Hamiltonian has the form

Hpryz = (h(()_) h*(o—l_f)> , with

(k) = (C = D(k; + k) oo, (3.2.1)
d(k) = [Aky, —Aky, M — B (k2 + k)],

o= [Ux>ay>az] ,

k= (ks k]
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In an experiment, the values of the parameters A, B, C, D and M depend on the material and geometry.

The values
A = 364.5 meVnm,

B = —686 meVnm?,
C =0,
D = —512 meVnm?,

(3.2.2)

are realistic values from experiment (see [1]). The gap-parameter M determines if the system is in the
insulating phase (M > 0), at the transition point (M = 0) or in the quantum spin hall phase (M < 0).
Different values of M are used for the simulations in this section, while the parameters A, B, C' and D are
always equal to the values given by equation (3.2.2).

The two blocks in the Hamiltonian are not coupled and they can therefore be considered separately.
The Hamiltonian corresponds to a time-reversal symmetric system with half-integer total spin and therefore
has Kramers’ degeneracy; the lower diagonal block, h*(—Fk), is the time-reversal counterpart of the upper
diagonal block.

A lattice is build using the software package Kwant!®! and the on-site and hopping energies are obtained
by using the Discretizer module. The three cases M = 10, M = 0 and M = —10 meV are considered and
the lattice constant is set to 5 nm. Firstly, the system is made infinite in the x and y direction and the band
structure is calculated. The result is four bulk bands of which only two are visible in a plot due the Kramers
degeneracy. In figure 3.2.1, these bands are given a green color. Secondly, the system is made infinite in the
x direction and finite in the y direction. Due to the confinement many bands appear, namely L,/a - 4 of
which L, /a -2 are visible in a plot due to Kramers degeneracy. In figure 3.2.1, these bands are grey colored,
except for the outermost of these bands, which correspond to the edges of the system and are given a red
color. The width of the well in the y direction, L, is set to 500 nm. For the infinite system the x-axis
corresponds with the total wave vector, in which &, and k, have an equal weight and which runs from —0.03
to 0.03 nm~!. For the finite system the z-axis corresponds to k;, which in the plot is shown as k and which

also runs from —0.03 to 0.03 nm 1.
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Figure 3.2.1: Band structure for different values of the gap-parameter M. The Hamiltonian is the BHZ model.
The lattice constant is set to 5 mm and for the calculation concerning the finite system, the width of the quantum
well is set to 500 nm. The green bands mark the boundary of the bulk states. The rest of the bands have a grey
color, except for the edge bands which are red colored.

In figure 3.2.1.a, the value of M is positive and the system is in the insulating phase; the bulk is gapped with
a band gap of 2M = 20 meV and there are no edge states in the gap. The band structure looks like that
of a conventional insulator. When the value of M is decreased, the electron and hole bands come closer and
touch for M = 0 at k, = k, = 0. A band inversion results when the value of M is lowered further and for
these negative values of M, the system is in the topological phase. The topological phase (QSH insulator)
has a gap in the two-dimensional bulk, but has topologically protected gapless edge states that lie inside
the bulk insulating gap. The edge states have the property that two states with opposite spin-polarization
counter-propagate at a given edge; for this reason, they are called helical edge states.

It is interesting to study transport as a function of disorder with the Fermi level placed in different regions
of the band structure. In order to do a transport calculation, the system is changed to a finite size, namely
a strip with L, = 5000 nm and L, = 500 nm. The transport is in the z-direction, the lattice constant is
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kept at 5 nm and the conductance is calculated using the Landauer-Biittiker formalism. The system is made
disordered, by independently generating values from a uniform distribution in the interval [—Uy/2, Uy /2] and
adding them to the on-site energies. For every chosen interval, the conductance calculation is repeated 100
times and the average and variance of the outcomes are calculated. The average conductances are plotted
and for some points errorbars are attached. The lengths of the errorbars are equal to the variances.
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Figure 3.2.2.a: Conductance, insulating phase
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Figure 3.2.2: The plots in figures 3.2.2.a and 3.2.2.c shgw the conductance as a function of disorder strength for
the insulating (M = 1 meV') and topological (M = —10 meV) phase respectively. The Hamiltonian is the BHZ
model. The system is a disordered strip with L, = 5000 nm and L, = 500 nm. Transport is in z-direction and
the lattice constant is set to 5 nm. The z-axis has a logarithmic scale with base 10. In order to illustrate how big
the variances are, some points have errorbars attached to them. Figures 3.2.2.b and 3.2.2.d are the band structures
(without disorder), in which the horizontal dashed lines show the positions of the Fermi levels. Lastly, figures 3.2.2.e

and 3.2.2.f show the variance are as a function of Uy.



In figure 3.2.2.a the conductance is plotted as a function of Uy for the insulating phase with M = 1 meV,
while figure 3.2.2.c shows the conductance for the topological phase with M = —10 meV. The z-axis is
plotted on a logarithmic scale in order to improve readability and for some points errorbars are added. The
base of the logarithmic scale is 10 and the length of the errorbars corresponds to the variance. As is clear
from figures 3.2.2.b and 3.2.2.d, the Fermi levels are chosen such that every region of the band structure
is addressed. At last, figures 3.2.2.e and 3.2.2.f show the variance values for the insulating and topological
phase respectively.

When the Fermi level is in the lower region of the band structure for both the insulating as well as the
topological phase, the conductance starts at a certain number times the conductance quantum in the clean
limit and decays to zero as Uy is increased (green lines in figure 3.2.2). The disorder causes the clean-limit
metal to transition into an Anderson insulator.

When the Fermi level is fixed such that it crosses the edge states in the topological phase, the conductance
starts at two conductance quantum’s and remains robust over a large range of Uy-values until it decays to
zero at high disorder strengths (red line in figure 3.2.2.¢). Figure 3.2.2.f shows that the variance is negligible
up till the Up-value at which the edge states start to break down. Thus, until a high disorder strength is
reached, the electrons do not backscatter at all. The implemented impurities do not break time-reversal
symmetry and therefore Kramers theorem holds. The edge states are time-reversed partners, they have the
same energy and their wave functions are orthogonal. This way, the unit transmission of the helical edge
states is protected. If the impurities would break time-reversal symmetry (e.g. magnetic impurities), the
conductance should decay rapidly when the disorder strength is increased. The reason why the conductance
decays at all, at high disorder strength, becomes clear later.

When the Fermi level is in the upper region of the band structure for both the insulating as well as the
topological phase, the conductance is equal to a certain number times the conductance quantum in the clean
limit, decays as Uy is increased, goes up again, remains robust at two conductance quantum’s during a certain
Up-interval and finally decays to zero (blue lines in figure 3.2.2). It is remarkable that the conductance after
the usual metal-insulator transition goes up again and forms a plateau at two conductance quantum’s. Note
that the variances go to zero for the particular Uy-range. The conductance plateau is similar to what was
described in the previous paragraph, where there were two transport modes that did not allow any back
scattering. However, the quantized conductance can not be attributed to the relative robustness of edge
states against disorder, because it occurs when there are no edge states in the clean limit (see figures 3.2.2.a
and 3.2.2.b). The similarity between the conductance plateau and the edge states of the previous paragraph
suggests that the disorder is responsible for the formation of edge states. In order to gain more insight if
this is the case, the scaling of the conductance with the width of the strip is investigated. Figure 3.2.3 shows
the average conductance plotted versus Uy for five different widths. The Fermi level is fixed at 20 meV, the
lattice constant is 5 nm, L, = 2000 nm and M = 2 meV. Per disorder strength 100 system realisations are
used and for some points errorbars are included.
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Figure 3.2.3: The conductance is plotted versus the disorder strength for widths: 750 nm, 625 nm, 500 nm, 375 nm
and 250 nm. The Hamiltonian is the BHZ model and the sample has the shape of a rectangle. The length, which
is also the direction of transport, is fixed at 2000 nm. The other parameters are: a = 5 nm, Er = 20 meV and
M =2 meV.

For Up-values below roughly 100 meV', the width of the strip has a clear effect on the conductance, namely
a larger width gives a higher conductance. This relation is indicative that the bulk is contributing to the
transport. When the value of Uj is increased, the conductance becomes equal to two conductance quantum’s
for all the widths. In this Up-interval the width of the strip does not influence the conductance and therefore
the bulk is not contributing to the transport. Instead, it must be the edge states that allow electron flow.

The state of the system with the presence of disorder induced edge states and an insulating bulk, is called
the topological Anderson insulator. One can not distinguish by the conductance alone whether the system
is in the topological Anderson insulator state or in the state where the system is in the topological phase
and the Fermi level is placed such that it crosses the edge states. It would have been interesting to add a 2D
color plot with on one axis the disorder strength, on the other the Fermi level and the conductance as the
color. The topological Anderson insulator regime would then appear as an island in the plot and one could
easily see which conditions should be met for the system to be in this regime.

It is interesting to see what the effect of disorder is on the band structure of the BHZ Hamiltonian
(see figure 3.2.1). To this end the first order self-consistent Born approximation is applied, which for two
dimensions corresponds to

-

N 1

YT (E) = a*nU) lim d kz : , _ ,
0 J (2m)° E+ie— Ho(k) — X (E)

(3.2.3)

where a is the lattice constant, n the impurity density and Ué is the second moment of the amplitude impurity
distribution. The impurities correspond to the addition of values, generated from a uniform distribution in
the interval [Uy/2,Uy/2], to the on-site energies of a tight-binding Hamiltonian. The second moment of the
aforementioned uniform distribution is equal to UZ/12. In relation with previous sections it is mentioned that
U3 is not scaled with the lattice constant. The objective is not to vary the lattice constant while maintaining
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a constant effective disorder strength, instead the lattice constant is kept at 5 nm for all the simulations in
this section. Further, the impurity density is equal to 1/a? giving

1 2 _ _ _
»HE)=— Wo )™ iy /ko [E + ie — Ho(k) — X7 (E)] ' (3.2.4)
12 \ 27 e—0
Equation (3.2.4) is rewritten into
( U )2 w/a . w/a
+(p) - @Y L
YT(E) = odn / dky o / dk,G (kg by, E) | . (3.2.5)
—7/a —7/a

Subsequently using the Fourier transform (see equation (2.3.66b) with 7 = 0) yields

@y T’
SHE) = “24; /dkyG(x:O,ky,E). (3.2.6)
—7/a

The Discretizer module for Kwant/®! is used to determine the on-site and hopping energies of the tight-binding
version of the BHZ Hamiltonian. The next step is to use Kwant to build an infinite one dimensional chain
for which the sites are spaced by the lattice constant and with the calculated on-site and hopping energies.
Subsequently an initial guess for ¥T is chosen and added to the on-site energies of the sites. Next Kwant
is used to calculate the Green’s function at the origin for different values of k, in the interval [—m/a, 7 /al.
With these values the integral can be approximated and from there the self-energy. The previous self-energy
value is overwritten by the newly calculated one. By using an Anderson mixing scheme only a few iterations
are required to obtain a high precision solution for the self-energy. The Hermitian part of the self-energy,
which is evaluated at a certain energy, is added to the Hamiltonian. After diagonalisation disordered bands
are obtained of which only the states are kept at the energy for which the self-energy was calculated. In
other words for every point on the disordered bands

E(kais) — Eo =0, (3.2.7)

where Fjy is the energy at which X% was calculated and E(kg;s) the band structure that corresponds with
H+ Re(X7T). By repeating the process for a wide range of energies, the disordered bulk and edge bands are
constructed.

Figures 3.2.4 and 3.2.5 show the disordered band structures for the insulating and topological phase
respectively. The value of Uy is varied, while a is kept fixed.
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Figure 3.2.4: The plots show the band structure for different disorder strengths. The Hamiltonian is the BHZ model
and the disorder is taken into account through application of the first order self-consistent Born approximation. The
value of M is 1 meV (insulating phase) and the lattice constant is 5 nm.

Figure 3.2.4.a shows the clean band structure. The band gap is 2M = 2 meV and there are no edge states
in the gap. When the disorder strength, Uy, is increased to 30 meV, the band gap decreases. At roughly
50 meV the gap closes and by further increasing the disorder strength the gap opens again. After the gap
re-opening there are edge states that lie inside the bulk insulating gap. Figure 3.2.4.d looks qualitatively
similar to the clean topological band structure (figure 3.2.1.c). The disorder has turned the ordinary insulator
band structure into that of a topological one. After the disorder strength is increased further, the bulk gap
becomes larger and hole bands rise from the bottom of the figure upwards. Eventually at high disorder
strengths the whole analysed energy range gets covered by the risen hole bands.

The process displayed in the plots of figure 3.2.4 agrees with the transport calculation results of figure
3.2.2.a. When the Fermi level is set to —17.4 meV, the conductance goes to zero as Uy is increased (green
line in figure 3.2.2.a). The Fermi level never solely crosses the edge states and already before 100 meV the
to disorder susceptible hole bands interfere with the transmission. When the Fermi level is set to 20 meV/,
the conductance initially decreases, but then forms the TAI plateau and eventually decreases to zero (blue
line in figure 3.2.2.a). This behaviour agrees with the band structures of figure 3.2.4. In the clean limit,
the Fermi level crosses with 8 electron bands. By taking the Kramers degeneracy into account the clean
limit conductance is indeed equal to 16 conductance quantums. When the disorder strength is increased, the
electron bands move upwards, the Fermi level crosses with less electron bands and the conductance decreases.
At a certain disorder strength the Fermi level only crosses with the edge states (see figure 3.2.4.g). The system
in the topological Anderson insulator regime. When Uj is increased further, the edge states get ‘buried’ by
the rising hole bands and the conductance goes to zero.
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Figure 3.2.5: The plots show the band structure for different disorder strengths. The Hamiltonian is the BHZ
model and the effect of disorder on the band structure is taken into account through application of the first order
self-consistent Born approximation. The value of M is —10 meV (topological phase) and the lattice constant is 5 nm.

Figure 3.2.5.a shows the clean band structure. As the disorder strength, Uy, is increased the green electron
band and red edge states move upwards, while the green hole band moves downwards. Also hole bands move
upwards from the bottom of the analysed energy range. At very high disorder strengths the whole analysed
energy range gets covered by hole bands.

The band structures of figure 3.2.5 agree with the transport calculation (figure 3.2.2.c). When the Fermi
level is fixed at —17.4 meV, the rising hole bands make the conductance decrease to zero. The clean-limit
metal transitions into an Anderson insulator. When the the Fermi level is fixed at 9 meV, it crosses the
edge states in the clean limit. As the disorder strength is increased, the Fermi level only crosses with the
edge states for quite high disorder strengths. For Uy = 160 meV, figure 3.2.5.f, the Fermi level sill only
crosses with the edge states, although this can not be seen in the figure due to the limited range of k-values.
Somewhere between Uy = 160 meV and Uy = 200 meV the rising hole bands cross the 9 meV energy level
and the conductance decreases to zero. When the Fermi level is set to 20 meV, it crosses with 7 electron
bands and because of Kramers degeneracy the clean limit conductance is equal to 14 conductance quantums.
When he disorder strength is increased, the electron bands move upwards and the conductance goes down.
At some disorder strength the Fermi level only crosses the edge states and the system is in the TAI phase
(figures 3.2.5.f and 3.2.5.g). When the disorder strength is increased further the rising hole bands cross the
Fermi level and the conductance goes to zero (figure 3.2.5.h).

Besides the band structures, where for every plot Uy was fixed and the energy was varied, it is also
interesting to keep the energy fixed and vary Uy. Figures 3.2.6.c and 3.2.6.d show E(k = 0) versus Uy for the
Fermi levels 20 and —17.4 meV respectively and M = 1 meV (insulating phase). The plots are only valid
along the dashed line due to the energy dependence of the self-energy. Figures 3.2.6.c and 3.2.6.d agree with
the conductance plot (figure 3.2.6.a). Comparison however cannot be fully made because the band structure
does not incorporate the length of the sample and back scattering from the leads. Also E(k = 0) is plotted
and it can not be seen what the energies are for larger k-values.

As Uy increases in figure 3.2.6.c, more and more electron bands cross the Fermi level, which corresponds
with the lowering of the conductance. The TAI regime is identifiable, namely the Up-range between the
crossing of the last grey band with the blue dashed line (so before the red curve crosses with the blue
dashed line) and the crossing of the rising hole bands with the blue dashed line. Also figure 3.2.6.d agrees
with the conductance plot. As Uy increases, more and more electron bands cross the Fermi level, which
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corresponds with the lowering of the conductance. When the rising hole bands cross the green dashed line,
the conductance becomes zero.
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Figure 3.2.6: The top left figure is a copy of figure 3.2.2.a and shows the conductance plotted versus the disorder
strength. The top right figure shows the clean band structure with the relevant Fermi levels as dashed lines. In the
bottom left image E(k = 0) is plotted versus the disorder strength for Fr = 20 meV and in the bottom right figure
for Er = —17.4 meV. The Hamiltonian is the BHZ model and the 1SBA is the method used to simulate the effect
of disorder.

The same kind of figure as 3.2.6 is made for the topological phase (M = —10 meV).
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Figure 3.2.7: The top left figure is a copy of figure 3.2.2.c and shows the conductance plotted versus the disorder
strength. The top right figure shows the clean band structure with the relevant Fermi levels as dashed lines. In the
other images F(k = 0) is plotted versus the disorder strength for the Fermi levels Er = 20 meV, Erp =9 meV and
Er = —17.4 meV. The Hamiltonian is the BHZ model and the method used to take the disorder into account is the
1SBA.



Figures 3.2.7.c, 3.2.7.d and 3.2.7.e agree with the conductance plot (figure 3.2.7.a). As Uy increases in figure
3.2.7.c, more and more electron bands cross the Fermi level, which corresponds with the lowering of the
conductance. Also in figure 3.2.7.c the TAI regime can be identified, namely the Uy-range after the last
crossing of the bulk electron bands with the Fermi level (but before the red curve crosses) till the rising
hole bands cross the blue dashed line. In figure 3.2.7.d E(k = 0) is plotted versus Uy with Ep = 9 meV.
Also this figure agrees with the conductance plot of figure 3.2.7.a. For low disorder strengths only the edge
band (red colored) lies below the Fermi level and the conductance is equal to two conductance quanta. At a
certain Up-value, the the edge band crosses the Fermi level (figure 3.2.5.c shows this stage approximately).
After the crossing, the Fermi level still crosses with the edge states in the band structure (but not at k = 0).
When the rising hole bands start crossing the Fermi level, the conductance goes from 2Gg to zero. Lastly,
figure 3.2.7.e also agrees with the conductance plot. As Up increases, more and more electron bands cross
the Fermi level, which corresponds with the lowering of the conductance. When the rising hole bands cross
the green dashed line, the conductance becomes zero.

3.2.2 Extended BHZ model

By using quasi-degenerate perturbation theory and considering symmetries (see [7]), the BHZ model can be

extended to _
A h(k 0 .
Hppzest = < (k) = ), with

0 h*(—k)
~ r1 + 7“4k‘2 Clki+ C‘ng_
h(k) = ko ro + r5k? 0 )
cgkf_ 0 rg + rek?
2 _ 1.2 2 3.2.8
K2 = k24 k2, (32.8)
ki =ky +iky,
ko =ky —iky,
k= [k, ky].
In an experiment, the values of the parameters r1, ..., g, ¢; and ¢y depend on the material, geometry and

presence of gate voltages. In this work the values for r; and ¢; are somewhat arbitrarily chosen. However,
r4 is positive, while both r5 and rg are negative. The parameters r; and 7o determine if the system is in the
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insulating phase (11 > rq), at the transition point (71 = r2) or in the topological phase (r1 < r3).

insulating:
r1 =0.02 eV
ro = —0.03 eV

transition point:

7"2:7’2:06‘/

topological:
ry = —0.03 eV (3.2.9)
re = 0.02 eV
r3 =0 eV
ry = 20 eVnm?
rs = —20 eVnm?
re = —25 eVnm?

c1 =2eVnm

co = 80 eVnm?

The parameters r; and ro are adjusted based on the desired state of the system. The other parameters r3,
.., Tg, ¢1 and ¢ are always equal to the values given by equation (3.2.9).

A lattice is build using the software package Kwant!8! and the hopping and on-site energies are obtained
by using the Discretizer module. The lattice constant is 5 nm and is not changed throughout this section.
Firstly, the system is made infinite in the z and y direction and the band structure is calculated. The result
is six bulk bands of which only three are visible in a plot due the Kramers degeneracy. In figure 3.2.8 these
bands are given a green color. Secondly, the system is made infinite in the x direction and finite in the y
direction. Due to the confinement many bands appear, namely L, /a-6 of which L,/a-3 are visible in a plot
due to Kramers degeneracy. In figure 3.2.8 these bands are grey colored, except for the outermost of these
bands, which correspond to the edges of the system and are given a red color. The width of the well in the
y direction, Ly, is set to 500 nm. For the infinite system the z-axis corresponds to the total wave vector, in
which k, and k, have an equal weight and which runs from —0.05 to 0.05 nm~!. For the finite system the
x-axis corresponds to k;, which in the plot is shown as k and which also runs from —0.05 to 0.05 nm™!.
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Figure 3.2.8: Band structure for different values of 71 and r2 (see equation (3.2.9)). The Hamiltonian is the extended
BHZ Hamiltonian. The lattice constant is set to 5 nm and for the calculation concerning the finite system, the width
of the quantum well is set to 500 nm. The green bands mark the boundary of the bulk states. The rest of the bands

have a grey color, except for the edge bands which are red colored.

The effect of average disorder on the band structure is studied by applying the first order self-consistent
Born approximation (see section 2.3.4), which is mathematically presented by

- d?k 1
SH(E) = a*nlU} 1i : _ . 3.2.10
(E) = a"nl, lim () E +ie — Ho(k) — S+ (E) ( )

Equation (3.2.10) can be rewritten using the the Fourier transform (see equation (2.3.66b)). Further the im-
purity density, n, is equal to 1/a? and the U} is equal to UZ /12 (second moment of the uniform distribution).
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Using the aforementioned information allows rewriting to

+ (ally)” "
EHE) = dky,G(z = 0,ky, E). (3.2.11)
—m/a

The method used to calculate the disordered band structure is summarized. The Discretizer module for
Kwant® is used to determine the tight-binding version of the extended BHZ Hamiltonian (on-site and
hopping energies). The next step is to use Kwant to build an infinite one dimensional chain for which the
sites are spaced by the lattice constant and with the calculated on-site and hopping energies. The next step is
to make an initial guess for 1 and add it to the on-site energies of the sites. Subsequently Kwant is used to
calculate the Green’s function at the origin for different values of k, in the interval [—m/a, 7 /a]. With these
values the integral can be approximated and after multiplication with the pre-factor (aly)? /24w, the result
is the self-energy. The previous self-energy value is overwritten by the newly calculated one. An Anderson
mixing scheme is used and only a few iterations are required to obtain a high precision solution for the
self-energy. Unfortunately for some energies the algorithm fails to converge and thus for some energies there
is no self-energy available. The Hermitian part of the self-energy, which is evaluated at a certain energy, is
added to the Hamiltonian. After diagonalisation disordered bands are obtained of which only the states are
kept at the energy for which the self-energy was calculated. Every point on the disordered bands satisfies

E(kgis) — Eo =0, (3.2.12)

where Fjy is the energy at which X% was calculated and E(kg;s) the band structure that corresponds with
H+ Re(XT). By repeating the process for a wide range of energies, the disordered bulk and edge bands are
constructed for the insulating and topological phase.

The plots in figure 3.2.9 correspond to the insulating phase. In contrast to section 3.2.1 the computation
method is slightly different. In order to plot the bands smoothly (see for example figures 3.2.4 and 3.2.5) it
is necessary to do the calculation for every band separately, because then it is known which disordered states
belong in which band. A computationally less intensive way of calculating the disordered band structure
is to find all the corresponding k-values at a given energy FEj at the same time. The disadvantage of this
method is however that it can not be determined which states belong in the same band and the plots will
therefore be scatter plots. Also the edge states can not be given a red color as was done in previous figures.

Once a self-energy, X(Ep), has been calculated a system is build that is infinite in the both the positive
and negative z-direction, but finite in the y-direction. The on-site and hopping energies of H+ Y(Ey) are
calculated and assigned to the sites. As mentioned before L, = 500 nm and a = 5 nm. The system has
translation symmetry in the z-direction. Calculating the eigenvalues of the translation operator will yield
the sought after k-values. The translation operator has the property

Toh(z) = Y(x + a) (3.2.13)

and the equation for the eigenfunctions and eigenvalues is

Tou(z) = Au(z). (3.2.14)

Eigenfunctions are of the form A
u(z) = e*® f(x), (3.2.15)

where f(z) is a function that is periodic in a (thus f(z) = f(x +a)). This comes from Bloch’s theorem and
the fact that the translation operator commutes with the Hamiltonian. In order to find the eigenvalues, T,
is set to operate on u(x), giving

Tau(x) — Ta (ezkmf(x)) _ eik(era)f(l‘ + CL) — eikaeikxf(m) — eikau(x)’

Tou(z) = e*u(z). (3.2.16)
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The eigenvalues are thus equal to e**®. By letting Kwant solve the eigenvalue problem for the translation

operator, the k-values can be found for different energies and the band diagram can be plotted.

70



60 T . . 60
wl \\_/ | ol ]
20+ 4 20+ i
— —~~
B~ >
£ £
&3 £
=20 4 —20 F 1
—wl i “wf il
S T0.02 000 0.02 0.04 -
E(nm™1)

Figure 3.2.9.a: Up =0 eV

60

| 20l S |
N N
Q )
é’/ B é o 4
& K

1 _ap b |

7 .

I
—0.04 —0.02 0.00 0.02 0.04

E (nm™1)
Figure 3.2.9.d: Uy = 0.85 eV

—0.04 002 000 0.02 0.01
k (nm™h
Figure 3.2.9.e: Uy = 0.95 eV Figure 3.2.9.f: Uy = 1.05 eV

71



40+ / \

E (meV)
E (meV)

=20

E (nm™1)
Figure 3.2.9.h: Uy = 1.68 eV

G

VT3 INN)

S ST L e AU
E A &AX\ ]
Lﬂ —201/%@/ ‘X%\ \\x\\v

LAY
-1

k (nm

Figure 3.2.9.i: Uy = 2.06 eV

Figure 3.2.9: The plots show the band structure for different disorder strengths. The Hamiltonian is the extended
BHZ Hamiltonian in the insulating phase (see equations (3.2.8) and (3.2.9)) and the lattice constant is 5 nm. The
first order self-consistent Born approximation is the method used to simulate the effect of disorder.

Figure 3.2.9 shows the band structures for different disordered strengths of the extended BHZ Hamiltonian.
The points in the energy direction are evenly spaced, which can cause the top and bottom of the bands
appear to be a bit limited in points. Further the algorithm to calculate the self-energy does not always
converge causing some white gaps and off track points.

The process seen in figure 3.2.9 is similar to that of figure 3.2.4. In the clean limit there are no edge
states in the gap. When the disorder strength increases, the band gap decreases. At a Up-value a bit higher
than 0.85 eV the gap closes and by further increasing the disorder strength the gap opens again. After the
gap-reopening there are edge states that lie inside the bulk insulating gap. The disorder has turned the
ordinary insulator band structure into that of a topological one. After the disorder strength becomes larger
the green electron band (the upper band) moves out of the picture while the middle green band stretches;

72



the hole-like parts move upwards while the electron-like part hardly moves. As Uj increases the grey hole
bands rise. Lastly, the green hole band (bottom band) moves downwards.

From the band structures the behaviour of conduction plots (G versus Up), which could be made with a
transport calculation, can be predicted. Such a prediction is qualitative, because the band structure does not
incorporate the length of the sample and back scattering from the leads, which would influence transport.
It is expected that the conduction plot would look similar to figure 3.2.2.a. For example, when the Fermi
level is placed in the upper region of the band structure (e.g. EF = 40 meV), the conductance is equal to
a certain number times the conductance quantum in the clean limit. It is expected that the conductance
then decreases as Up increases, but a plateau is formed for a certain Up-interval and finally the conductance
decays to zero due to the rising hole bands as Uy is increased further.

Similar figures as in figure 3.2.9 are made for the topological phase.
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Figure 3.2.10: The plots show the band structure for different disorder strengths. The Hamiltonian is the extended
BHZ Hamiltonian in the topological phase (see equations (3.2.8) and (3.2.9)) and the lattice constant is 5 nm. The
effect of disorder is taken into account through application of the 1ISBA and by calculating the eigenvalues of the
translation operator.



Figure 3.2.10.a shows the clean band structure for the topological phase. The edge states have been given
a red color and the green bands mark the boundary of the bulk states. As the disorder strength, Uy, is
increased the green electron band (the upper band) moves upwards, while the green hole band (the lower
band) moves downwards. The middle green band stretches as the hole like parts move upwards and the
middle part hardly moves.

Similar to the insulating phase (see figure 3.2.9), the behaviour of conduction plots can be predicted.
This prediction is qualitative, because effects such as the length of the sample in the transport direction
and back scattering from the leads are not incorporated in the band structure, but these effects do influence
the transport calculation. It is expected that the conduction plot would look similar to figure 3.2.2.c. For
example, when the Fermi level is placed such that it crosses with the edge states in the clean limit (e.g.
Er = 20 meV), the conductance is equal to two conductance quanta for Uy = 0 eV. When Uj increases,
the conductance is expected to remain robust at 2G over a large range of Uy-values until it decays to zero
at high disorder strengths due to the rising hole bands.
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4 Conclusion and discussion

In this research the effect of disorder was investigated. A material is often not clean, but instead has many
impurities. These defects give rise to potentials that scatter the electrons. In practice, the exact disorder
configuration of a material is almost always unknown. For this reason, are experimental observations often
best represented by ensemble averages. The members of an ensemble, which typically all have a different
realisation of the disorder configuration, are averaged. In order to create the members of the ensemble and
subsequently derive equations and make simulations, assumptions were made about the impurities. In the
larger part of this work, the impurities are assumed to have a delta shape. The impurity amplitudes were
often defined to have a zero mean and delta-correlation.

One of the mathematical tools needed were Green’s functions. The (retarded) Green’s function could
be written as a series, called the Born series, in which every term represented how many times an electron
scatters off the impurities. The Green’s function could be averaged analytically over the disorder realisations,
giving the impurity averaged Green’s function. Defining the self-energy simplified the formula’s and resulted
in a short equation for the impurity averaged Green’s function, which was

- 1
GY(k,E) = - . 4.1
( ) E +ie — Ho(k) — 2+ (E) (41)
A first order approximation of the self-energy led to a self-consistent equation,
- d*k 1
YT(E) = a®nlU} lim (4.2)

e—0 (271-)3 . E + 1€ — HO(I_C) — E+(E‘)7

which was called the first order self-consistent Born approximation (1SBA). In this work ¥ (FE) was calcu-
lated for different Hamiltonians. By adding the Hermitian part of X% (FE) to the Hamiltonian, it could be
observed how the band structure changed as a result of the disorder.

The calculation of the self-energy was facilitated by the Python software package Kwant!®l. The algorithm
is repeated here, because it is at the core of this work. The Discretizer module for Kwant was used to
determine the tight-binding versions of Hamiltonians. By using this software, the on-site and hopping
energies can be found in an easy manner without going through elaborate work by hand. The next step was
to use Kwant to build an infinite one dimensional chain. After making an initial guess for the self-energy and
adding it to the on-site energies of the sites, the Green’s function in real space was calculated at the origin.
Depending on the dimensionality of the problem at hand, the next step is to carry out an integral or multiple
integrals, but by using the ‘trick’, where you calculate the Green’s function in real space at the origin, the
evaluation of a rather difficult integral is circumvented and the problem is made much easier to solve. If
equation (4.2) would be solved directly, which was also done as a verification for some Hamiltonians, one
has to worry about the poles in the complex plane. Because equation (4.2) is self-consistent, the previously
calculated Y1 (F) is replaced by the new one. By using an Anderson mixing scheme, often only a few
iterations are typically necessary to find the self-energy. By using Discretizer and Kwant, it is often straight-
forward to make the algorithm work for many Hamiltonians. Inputs of the algorithm were typically a
Hamiltonian, the disorder strength and a lattice constant. The Hermitian part of the self-energy was added
to the Hamiltonian, however it should be kept in mind that the self-energy is energy-dependent and therefore
the ‘net’ Hamiltonian is only valid at a certain energy. After diagonalisation only the states are kept at the
energy at which the self-energy was evaluated. The results consisted of disordered band structures that
revealed relevant physical insights.

The first Hamiltonian that was investigated, is the most simple one, namely that for a free particle in
a 1D infinite space. The disorder caused the band to move downwards, but due to the energy dependence
of the self-energy, this shift was largest at the lowest energy and negligible for high energies. The disorder
created states below the original band.

The second studied system was a particle in a 1D infinite well. The results were similar to the first
Hamiltonian, but the finiteness of the system allowed for comparison between the 1SBA and numerical
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averaging. At low energies the numerical one showed an exponential tail, which could not be fabricated with
the 1SBA, showing that the 1SBA is a rather crude approximation.

Next, two more complicated 1D Hamiltonians were analysed, displaying among other things that disorder
can cause a band gap closing.

The last relatively simple Hamiltonian was for a particle in a 2D infinite system. The results were
similar to that of a free particle in 1D infinite system. The band moved downwards with the largest shift at
ky =ky =0.

In the theory section is was attempted to find out how the disorder strength scales with the lattice
constant. The approach was to scale the disorder strength, such that the mean free path length did not
depend on the lattice constant. The result seemed logical and gave the expected results for 1D systems, but
failed to show sensible results for 2D systems. Unfortunately, this matter remains unresolved in this work.

To make a step to more relevant physical systems, the BHZ Hamiltonian was introduced. The Hamiltonian
is in the insulating phase, at the transition point or in the topological phase depending on the value of a
parameter in the Hamiltonian. Disordered band structures were made for the insulating and topological
phase. By constructing the band structure for several different disorder strengths, it could be visualised
how the bands evolved under increasing disorder. Globally, for the bulk bands (green color in plots) it can
be said that the electron band moved in the upwards direction (to higher energies), while the hole band
moved downwards (to lower energies). Further, it became clear that when the Hamiltonian was set to the
insulating phase and the disorder strength was increased, the insulating band structure turned into that of
a topological one. It was seen that as the disorder strength increased, the band gap closed and reopened.
After the reopening, there were edge states in the bulk insulating gap. Additionally, a transport calculation
was done, where the sample had a rectangular shape. The most interesting feature of the conduction versus
disorder strength plot was that when the Fermi level and disorder strength are placed within a certain range,
the system is in the TAI phase. In this situation transport is along the edges, which was also confirmed
by executing the transport calculation for different widths. The absence of width-dependence, when the
system was in the TAI regime, indicated that transport was along the edges and not through the bulk.
By repeating the transport calculation many times and plotting the variance of the conduction versus the
disorder strength, it was concluded that the electrons, at the edge states, do not backscatter at all in the
TAI phase, because the variance was nearly zero in this regime. The disordered band structures were in
agreement with the transport calculation. The comparison could only be made qualitatively due to the fact
that certain effects such as the sample length and back scattering from the leads are not incorporated in the
band structure. However, based on the band structure alone, the shape of the conduction versus disorder
strength plot could have been predicted. It was also observed that hole bands, rising from low to higher
energies as the disorder strength was increased, caused the conduction to eventually go to zero. For example,
when the parameters in the Hamiltonian were set to values such that the system was in the topological phase
and the Fermi level was set such that it crossed with the edge states, one would expect that impurities, which
do not break time reversal symmetry, have no effect on the conduction by the edge states. However, it was
observed in the conduction versus disorder strength plot, that this robust conduction breaks down at high
disorder strengths. The reason that this happened, could be seen in the disordered band structures. The
edge states got ‘buried’ by the rising hole bands. Lastly, in this section E(k = 0) was plotted versus the
disorder strength. In these plots the TAI regime could be identified. The features of the E(k = 0) versus
disorder strength plots agreed with the transport calculation.

The last Hamiltonian that was studied, was the extended BHZ Hamiltonian. Just as for the BHZ
Hamiltonian, the parameters of the extended Hamiltonian can be chosen such that the system is in the
insulation phase, at the transition point or in the topological phase. The algorithm to calculate the disordered
band structures is the same as for the previous Hamiltonians, but in order to speed up the calculations all
the disordered states at a certain energy were found at once instead of doing the calculation per band. The
disadvantage of this method is, that it is impossible to know which disordered states belong in which band.
For this reason, the disordered band structures were displayed as scatter plots instead of line plots. Globally,
for the bulk bands (green color in plots), it can be said that the electron band (top band) moved in the
upwards direction to higher energies, the hole band (lower band) moved in the downwards direction and the
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middle band stretched. The hole like parts moved upwards, while the middle part of the band hardly moved
or moved slightly downwards. Further the behaviour of the disordered band structures of the extended BHZ
Hamiltonian were similar to that of the BHZ Hamiltonian. When the Hamiltonian was set to the insulating
phase and the disorder strength was increased, the band gap closed and reopened. After the reopening there
were edge states in the bulk insulating gap. Thus, the disorder transformed the band structure from an
ordinary state into a topological one.

The method used in this research, to calculate disordered band structures, is very general. It can be
applied to other Hamiltonians (also 3D), which can possibly reveal interesting physical phenomena. As was
demonstrated in this work, it is useful to visualize what happens to the band structure when disorder is
turned on and its strength is varied.
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Appendices
Appendix A

Appendix A.1
In this appendix is shown for the time-independent case that interchanging the position of excitation with
the position of measurement does not alter the Green’s function; G(7;7') = G(7';7). This also holds in the
time-dependent case, although this is not proven here. The symmetry of interchanging the two positions is
called Maxwell’s reciprocity.

In order to proof this symmetry, Green’s second identity is used, where the two functions in this identity
are chosen to be G(7;71) and G(F; 72), which gives

/V [u[: (w} —wl {u}] d3F = /V [G(f; )L {G(F:T2)} — G(F 7o) £ {G (7 7)}| d37 = 0. (A.1.1)

Because the Green’s function satisfies homogeneous boundary conditions, the right hand side of equation
(A.1.1) will be zero for any linear operator and any boundary conditions.

Using £{G(7;7)} = 6(7 — 1) and L {G(7;7)} = 8(7F — 7a),
/V [G(7;71)0(F — 7o) — G(T;79)0(F — 71)] d°F = G(Fa;71) — G(71;72) = 0,

G(/FQ;?:l) = G(fl; 72).

After renaming the end result is

G(r;7) = G(F; 7). (A.1.2)

Appendix A.2
In this appendix is shown how the solution for the three dimensional non-homogeneous wave equation is
expressed in terms of integrals over the Green’s function.

The three dimensional non-homogenous wave equation is

O*Y(F, t
7121(; ) _ EV2Y(r,t) = f(7,1). (A.2.1)
The solution is subject to ¥ (7,0) = I(7) and % . v(7). The operator £ is identified as
t=
S

It is straightforward to verify that L is a linear operator. Further it is easier to use the source varying
Green’s function, which means that ¢ and ' are interchanged and thus

5 _O*G(r, 17 )

LA{G(F, ;7 ,t)} T — AV QR 7 1) = 8(F — 7)ot — ). (A.2.3)

G(r,t';7,t) = 0 for t > t/, because the Green’s function can physically only take on non-zero values for
times after the delta forcing has taken place (causality). Let tinitiar = 0 and tyinq = '+, where ¢'+ means
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a time larger than ¢’. Green’s second identity for the wave equation can be worked out

t'+ t'+ 2.0 '+
/ / ul {w} —wl {u} d*rdt = / / { Ug T 8t2] d3rdt — / / [uV?w — wV?u] d*rdt =
t’ + + +
/ {uaaz: au] / # [uVw — wVu] - ndSdt.
v

Now let u = 9 (7, t) and w = G(F,t'; 7,t). Substituting this in the equation above gives

Y(F, 1) / /G V£ (7, t)d3rdt+/v {U(T)G(r,t’;r’,o)—[(r) W

/ # OVG(r, 7 t) — G(r, 7, )V (7, )] - AdSdt.

d3r} -
t=0

Renaming the integration variables 7 and ¢ to 7 and t' and using the symmetry of the Green’s function,
G(F, ;7 ,t) = G(F,t;7,t'), gives
ds’f‘l:| _
t/=0

//GT” ) /)d31*'dt'+/ [D(T)G(r,t,r 0) — I(F )%fﬂ

/ # (7, )WGF 7)) — G, 7 )V (', )] - ndS'dt.

(A.2.4)

The solution of the differential equation can indeed be expressed as integrals over the Green’s function.
Three forcing terms are identified: the first term represents forcing by the source term of differential equa-
tion, the second term represents forcing by the initial conditions and the third term represents forcing by
the boundary conditions.

Appendix B

Appendix B.1
In this appendix the integral self-consistency relation as presented by equation (3.1.12) is solved. This
equation is repeated:

T/a
- dk 1

YH(E) = a*nUj li /J . B.1.1
(B) = a’nl Py 2 FE +ie — 2t(1 — cos(ak,)) — LT (E) ( )

—7/a

Introducing a change in variables, w = ak,, simplifies the integral to
0 [ d

SHE) = 872 iy ad . (B.1.2)

2n =0 | E+4ie—2t(1 — cos(w)) — EH(E)
If the limit € — 0 would be taken before integrating, there could be a discontinuity on the integration path.
Originally € was added to guarantee convergence. The integral is divided into three parts: [—m, —R — AR],
[-R+ AR,R+ AR] and [R+ AR, 7]. If necessary, the variables R and AR can be chosen such that the
poles of the integrand are excluded from the integral. The integration path is modified, such that the
singularities are avoided by construction. If the singularities are not bothersome, R and AR can be be put
to zero. During the recursive process of solving equation (B.1.2), the poles will move and every iteration

step the value of R is adjusted accordingly.
The impurity density amplitudes are generated from a uniform distribution in the interval [—Uo/2,Up/2]

and therefore U) = U2/12. In order to fairly compare self-energies evaluated for different lattice constants,
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the second moment of the uniform distribution, UZ/12, is scaled according to equation (2.3.74): UQ’S =

Ué /a = U2/12a. The scaling with a however does not effect the units of the equation. Further the impurity
density, n, is equal to 1/a. Taking the aforementioned comments into account yields

—-R—AR R—-AR

SH(E) = L4+ I + Iy = -0 / dw n / dz N
TR T ouma | ] B2t —cos(w)) — = (E) E +ic — 2t(1 — cos(z)) — B+ (E)
- —R+AR
/7T dw
. E —2t(1 — cos(w)) — 1 (E)
R+AR
(B.1.3)
<2
. |
S o
— - 5 = —
—T | . T
z1
~ 2 | ~1 ~
— = P 5 P = >—
—TT —-R | R T

Figure B.1.1: The upper figure shows the case where the poles are in the complex plane and they pose no problem
to the integration process. The lower figure shows the case where the poles are on the real axis and they disturb the
integration progress.

For the first and the last integral the variable w is real and for a non-zero R and AR the integration variable
z = z+1y, in the middle integral, is complex. The parameters E, ¢, t, a and Uy are real while ¥ is complex.

The coordinates of the possibly present poles are determined by equating the denominator of the integrand
to zero:

E +ie—2t(1 — cos(z)) — 21 =0,

E —2t+2t Re{cos(z)} —Re{ST} =0 A e+2t Im{cos(z)} —Im{E"} =0.

Rewriting, by using that cos(z) = cos(x) cosh(y) — isin(z) sinh(y), where © = Re(z) and y = I'm(z) gives

2t Yt} —F —Im{Z*
cos(x) cosh(y) = R ;t ! A sin(z) sinh(y) = * (B.1.4)
The equations of (B.1.4) are rewritten into
A B
y = arccosh [ —— A y=arcsinh | —— | , (B.1.5)
cos(z) sin(z)
where
+1_ _ +
A= 2t+RegtE P d B= % (B.1.6)
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It is known that x,y € R, but also that 2 € [—m, 7] and that y does not have such a restriction. The strategy
for numerics it is to scan x in the interval from —= to 7, then using the two equations of (B.1.5) to give two
sets of possible y-values after which comparison will yield the solutions. From the cosine in the integrand
and the fact that x runs from —7 to , it is known that two or no poles will be found; furthermore if two
poles are found that these poles are simple poles and that zo = —z;.

If equation (B.1.4) has no solutions, there is no need to split the integral into three parts and the integrand
is integrated from —m to m with e = 0 and w is real. If equation (B.1.4) has two solutions, but the poles are
far enough away from the real axis, there is no need to integrate around the singularities and R = 0 and
AR = 0; the integration path runs along the real axis. If equation (B.1.4) has two solutions and the poles
are close to the real axis, the value for R is set to the real part of the pole in the right half plane and AR is
set to some small real value.

In summary, values for a (t = h?/2ma?), E and Uy are chosen, ¢ = 0 and a value for % is guessed.
Equation (B.1.5) is solved with these numbers resulting in no solutions or two solutions. If there are no
solutions, equation (B.1.3) is applied with R = 0 and AR = 0. If there are two solutions, but the absolute
value of the imaginary part of the poles is large, R and AR are put to zero and the integration path runs
along the real axis. If there are two solutions and the poles are close to the real axis, R is chosen to be equal
to the real part of the pole in the right half plane and AR is set to a small real value. Subsequently equation
(B.1.3) is applied with this non-zero value for R and AR. In all cases the value of X% is overwritten by
the result of the integral and the process is repeated until the change in 7T is below a reasonable threshold
level. By using an Anderson mixing scheme, the solution is typically found after just a few iterations.

The results obtained with this algorithm agree with the method that involves equation (3.1.13) and the
software package Kwant[8!.

Appendix B.2
In this appendix the integral self-consistency relation as presented by equation (3.1.30) is solved. This
equation is repeated:

T/a w/a

U2 1
YHE) = —% 1 / dk / dk,, - B.2.1
(E) = g5z 1y v E + ic — Ho(ky, ky) — S+ (E) (B.2.1)

—n/a —m/a

with Ho (kg ky) = 2t(1 — cos(aky)) + 2t(1 — cos(aky)) in which ¢t = h?/2ma?. Introducing the changes in
variables w = ak, and s = ak, simplifies equation (B.2.1) to
¥ ro7 1
HE)=—2 i d / dw - :
(E) 487202 50 § Y Etie—4t+ 2t(cos(w) + cos(s)) — LT (E)

(B.2.2)

The e guarantees there is no singularity on the integration path. The inner integral is evaluated for different
values of s in the interval [—7, 7| after which the outer integral can be calculated as a Riemann sum. Similar
to Appendix B.1 the integral over w is divided into three parts: [—m, —R — AR], [-R+ AR, R — AR] and
[R+ AR, ]. The integral is rewritten into

—R-AR p
w
Lo = Lua 4 Lwa + Lwa = / E +ie — 4t + 2t(cos(w) + cos(s)) — L+ (E) +
an i (B.2.3)
dz n / dw
E + ie — 4t + 2t(cos(z) + cos(s)) — Lt (E) E +ie — 4t + 2t(cos(w) + cos(s)) — T (E) "
—R+AR R+AR

If necessary, the variable R and AR can be chosen such that the integration path is modified and the poles
are avoided by construction. If the singularities are not on the original integration path, R and AR can be
put to zero. During the recursive process of solving equation (B.2.2), the poles will move and every iteration
step the value of R is adjusted accordingly.
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For I, and I,, 3 the variable w is real and for I,, 2, if R and AR are non-zero, the integration variable
z = = + iy is complex. The parameters E, € and ¢ are real while X% is complex. Further the variable s has
a real value in the interval [—m, 7]. The picture that corresponds with I, is the same as figure B.1.1.

The coordinates of the poles are determined by equating the denominator of the integrand to zero:

E +ie — 4t + 2t(cos(z) + cos(s)) — LT =0,

E — 4t +2t Re{cos(2)} +2tcos(s) — Re {S"} =0 A e+2t Im{cos(z)} —Im{Zt} =0.

Rewriting, by using that cos(z) = cos(x) cosh(y) — isin(z) sinh(y), where © = Re(z) and y = I'm(z) gives

4t + Re {3T E -2t — Im{x+
cos(x) cosh(y) = + Red }2t cos(s) A sin(z)sinh(y) = * (B.2.4)
The equations of (B.2.4) are rewritten into
A B
y = arccosh Ay = arcsinh | — , (B.2.5)
cos(x) sin(z)

where

4 >t} -E -2 —Im{x*

It is known that z € [—m, 7] and that y does not have such a restriction. The variable x is scanned in the
interval from —7 to 7, then using the two equations of (B.2.5) to give two sets of possible y-values after
which comparison will yield the solutions. From the cosine in the integrand and the fact that = runs from
— to , it is known that two or no poles will be found; furthermore if two poles are found that these poles
are simple poles and that z; = —zs.

If equation (B.2.5) has no solutions, there is no need to split the integral into three parts; R and AR are
put to zero and the integrand is integrated from —7 to 7 with e = 0 and w is real. If equation (B.2.5) has two
solutions, but the poles are far enough away from the real axis, there is no need to modify the integration
path and R and AR are zero. If equation (B.2.5) has two solutions and the poles are close to the real axis,
the value of R is set equal to the real part of the pole in the right half plane and AR is set to a small real
value, consequently the integration path runs along the real axis avoiding the singularities.

In summary, values for a (¢ = h?/2ma®), E and Uy are chosen, ¢ = 0 and a value for % is guessed.
Further a value of s between —m and 7 is picked. Equation (B.2.5) is solved with these numbers resulting in
no solutions or two solutions. If there are no solutions, equation (B.2.3) is applied with R and AR equal to
zero. If there are two solutions, but the absolute value of the imaginary part of the poles is large, R and AR
are put to zero and the integration path runs along the real axis. If there are two solutions and the poles
are close to the real axis, R is chosen to be equal to the real part of the pole in the right half plane and AR
is set equal to a small real number. Subsequently equation (B.2.3) is applied with this non-zero value for R
and AR. In all cases the value of I, is stored and the process is repeated with a different value of s. When
a reasonable amount of I,,-values for different s-values has been calculated, the self-energy can be found by

T As
sH(E) 487T2a2 Z w(s & As, BT ;HI“’(S’ZWE)) As. (B.2.11)

The value of ¥T is overwritten by the result and the process is repeated until the change in 7T is below
a threshold level. By using an Anderson mixing scheme, the solution is typically found after just a few
iterations.
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The results obtained with this algorithm are the same as with the method that involves equation (3.1.32)
and the software package Kwant!®!.

Appendix C
In this appendix the mean free path length is estimated for a continuous volume of arbitrary dimension in
which a fixed number of delta impurities have been placed.

The starting point is Fermi’s golden rule, which is equal to

Pisy = Z |1 B 18] 552 — ). (C1)
The initial and final state are plane waves with wave vectors k and k' respectively, thus 1; = —% _e™T and
Yp = \/}7 ei*' T where d is the dimension. The matrix element is now calculated with Hipp, = 3 0, 6(F — 7,),
giving

[ s 9] = (1 e i) G e 1) = Ll[ [ (Zapw_f,,)) d]

[/ i (Z arg8(7 — Fq)> eik’-rdd7{| _ Zapoc ik =K)-7p —i(k—K')-7q_
q

p,q

The impurity average of the matrix element is taken. Using that E [apay] = 0if p # g and E [ai] = U, leads
to

(|t ) - LY
imp

~ . 2 nffg
(ot ) =22 (©2)
imp
The calculated matrix element is put into equation (C.1), giving
27mU2
= =73 Za Ey — Ep). (C.3)
The density of states is defined as
D(Ey) = 15 Z §(Ey — Ep). (C.4)
Therefore: -
2mnU.
r— ”Z 2 D(Ey). (C.5)

The mean free path length can be calculated with

vp vrph 1
T 27‘(7102 D(Elc)

lfree = VF * Tfree =

Rewriting, by using that vp = 2EF , yields

h 2FEr 1
anﬁg m D(Ek)'

lfree = (C.6)

The mean free path length is inversely proportional with the second moment of the disorder amplitude
distribution and inversely proportional with the impurity density.
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