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Abstract

Erasure codes protect data from being lost as servers tend to fail because of various reasons. Cur-
rently Reed Solomon Codes are being used by multiple big companies, however, more promising
codes have been described in recent articles. This report compares the (14,10)-RS code (which
is among others being used by Facebook), the Piggybacked (14,10)-RS code and the Heptagon-
Local Code in terms of storage overhead, reliability and the repair bandwidth. As with most
coding methods, most of the times a trade-off is found between the methods. The Heptagon-
Local Code has the greatest storage overhead, however, it can repair one failed server, much
faster then the other methods.

vi



vil



Contents

1 Introduction 1
1.1 Motivation . . . . . .. . 1

1.2 Current situation and research . . . . . . .. ... oL 1
1.3 Contributions and organizations of the thesis . . . . . ... ... ... ... ... 1

2 Reed Solomon codes 3
2.1 Concepts of erasure coding . . . . . . . ... 3
2.2 Reed Solomon codes . . . . . . ... 4
2.3 Decoding . . . . . . . L e )

3 Piggybacking 7
3.1 Encoding . . . . . . . 7
3.2 Decoding . . . . . . . e 9
3.2.1 Systematicnodes . . . . . . .. .. 9

3.2.2 Paritynodes . . . . ... 10

3.3 Quality . . ..o 12

4 Multiple failures in a Piggybacked (14,10)-RS 14
4.1 Two failures in the parity nodes . . . . . . . . . . ... ... .. 14
4.2 Two failures in the systematic nodes. . . . . . . . . .. ... ... L. 15
4.3 One failure in a systematic node and one failure in a parity node . . .. .. ... 16
4.4 Total repair bandwidth of two failures . . . . . .. ... ... ... 0. 17
4.5 Three and four failures . . . . . . . . . . ... 17

5 Heptagon-Local Code 18
5.1 Encoding . . . . . . . L 18
5.2 Decoding . . . . . . . e 19
5.2.1 Omnefailure . . . . . . . . 19

5.2.2 Two failures . . . . . . . . . . e 20

5.2.3 Three failures . . . . . . . .. 20

5.3 Quality . . . . 21
5.4 Difference with 2-Replication . . . . . . .. .. .. ... o L. 22

6 Comparison 23
6.1 Repair bandwidth and storage overhead comparison . . . . ... ... ... ... 23
6.2 Changing the Heptagon-Local Code . . . . . . .. ... ... ... .. ...... 24
6.3 Changing the Piggybacked (14,10)-RScode . . .. .. ... ... ... ... ... 24
6.3.1 Making a fair comparison . . . . ... ... Lo oo 24

6.3.2 Comparing the Piggybacked (21,10)-RS with the Piggybacked (14,10)-RS 25

viii



7 Conclusion and future work 27

7.1 Conclusion . . . . . . . 27
7.2 Discussion and future work . . . . . ... 27
A From basic erasure coding to Reed Solomon Codes 28
A.1 An introduction to code design . . . . . . . ... L Lo L 28
A.2 Three ways to modify acode . . ... ... .. ... 31
A.3 Code words as polynomials . . . . . .. .. ... 32
A4 Cycliccodes . . . . . .. e 33
A5 BCHcodes . . . . . . 34
A6 Reed Solomon codes . . . . . . ... 36

B Repair of two failed nodes in the same group after Piggybacking 38



1 Introduction

We start this thesis off by discussing why one would want to use and design an erasure correcting
code, then we will see what the problem is with the codes that are currently in use by a lot
of big companies. To this end a motivation for this thesis will be given. At last we will walk
through a list of what each chapter is about and what contributions are made in each chapter.

1.1 Motivation

In today’s world the collecting and saving of data plays a tremendous role. A countless amount
of companies try to collect data in order to predict future behavior of anything (e.g., customers,
terrorist attacks, the weather). These companies store their data into servers which could all
be located in the same building, but these servers can also be spread out over different data
centers all over the world. In 2014 Google announced their plans for building a data center of
70 hectare in Groningen which at the moment is being expanded to become even bigger. Today
Google possesses 15 different data centers, 4 of which are located across Northern Europe, 8
in the United States of America, 1 in Chili and 2 in Eastern Asia. All of these data centers
are of course connected with each other to store your photos, your email, your browser and
search history, your location and what not. For multiple reasons, sometimes a server node is
unavailable. It can fail, it can be undergoing maintenance or it can be busy serving other data
demanding purposes. Since the result is the same, namely unavailability of the data, each of
which will from now on be called node failure.

Research concerning node failures at the Facebook warehouse cluster has been done in [1]. The
authors found that a median value of 50 nodes per day that were unavailable for more than 15
minutes. This led to a median value of 180TB cross rack traffic generated per day because of
these unavailable servers. Unfortunately the article says nothing about what percentage this is
of the whole data center, however, we know that millions of dollars are spent in order to restore
the data. It is clear that the need for a system that provides quick and cheap node repair is of
great significance to companies like Facebook and Google.

1.2 Current situation and research

Currently most big I'T-companies use Reed Solomon Codes to store their data with, as described
in [2]. These codes perform great because they are reliable and for other reasons yet to be
described, however, in order to repair a failed server a relatively great amount of data has to be
downloaded each time. In [2] 8 recent and more promising methods are named. In this thesis
we will be looking at two of these methods, Piggybacking and the Heptagon-Local Code, and
compare them with the Reed Solomon Code currently in use. In this thesis we ask the question
of if it is profitable for a big I'T-company to switch from Reed Solomon Codes to one of these
two recently found codes.

1.3 Contributions and organizations of the thesis

We now proceed to describe chapter wise what each chapter is about and what contributions
are made in this chapter.



Chapter 2: Reed Solomon codes. This chapter provides the information about erasure
coding and about Reed Solomon codes that the literature describes, which is essential for this
thesis. First the parameters which we will use for the final comparison are introduced, followed
by a discussion about when we can compare two codes. Then the definition of a Reed Solomon
code is given, followed by the properties of shortening a Reed Solomon and at last we will
combine erasure coding and Reed Solomon codes by showing how decoding of the (14,10)-Reed
Solomon Code works. We will also explain why we choose this code. In Appendix A the same
information is given, only in much more detail for the reader with little or no prior knowledge
of Reed Solomon codes or erasure coding.

Chapter 3: Piggybacking. This chapter describes what the Piggybacking coding scheme is,
as can be found in the literature, by first showing how the encoding algorithm works, followed
by the decoding algorithm. Since in chapter 6 we will compare the (14,10)-Reed Solomon Code
to the Piggybacked version of the (14,10)-Reed Solomon code, we will use this code to show how
the algorithms apply to this example of a code. We will end the chapter with a short analysis
of this Piggybacked (14,10)-Reed Solomon code that we can make based on the literature.

Chapter 4: Multiple failures in a Piggybacked (14,10)-RS. Since the literature only
tells us about the repair and results of a single failure, we will see in this chapter if the (14,10)-
Reed Solomon code also benefits from the Piggybacking scheme when multiple failures occur.
Therefore we discuss the optimal repair method for each combination of two failures, followed
by a calculation of the total repair bandwidth. Then we discuss a lower bound and an upper
bound for 3 and 4 failures.

Chapter 5: Heptagon-Local Code. In this chapter our last code, the Heptagon-Local Code,
is introduced and described based on the literature. Again first the encoding algorithm is given,
followed by the decoding algorithm. Then the analysis provided by the literature concerning 1,
2 and 3 failures is described. We proceed by looking at if the Heptagon-Local Code can repair
more than 3 failures. Since the Heptagon-Local Code uses 2-Replication, we close the chapter
off by looking at what the difference between these two codes is and how the code benefits from
the steps the Heptagon-Local Code encoding algorithm takes after the replication of the data.

Chapter 6: Comparison. In this chapter we summarize the found results of each code,
which leads to a trade-off between the codes we compare. We ask ourselves if we can change
the parameters of both codes in order to see if we can improve its results.

Chapter 7: Conclusion and future work. This chapter concludes the results that are found
and gives a list of recommended research topics for the reader.



2 Reed Solomon codes

In this thesis we will discuss two recently found codes and we will compare them with the Reed
Solomon Code, but before we can do so, we must first understand what erasure coding is and
work our way to the definition of a Reed Solomon Code. In this chapter we will only discuss
the essential properties needed for the following chapters. Readers with little knowledge about
erasure coding or Reed Solomon Codes are referred to Appendix A for a more detailed and step
wise explanation. Most results found in this chapter are derived from [3].

2.1 Concepts of erasure coding

In Chapter 6 we will compare multiple codes. We will begin this section by introducing the
two parameters which we will use for this comparison, and we will proceed by defining when we
can compare two codes in a fair way. We will discuss all this by using the two relatively simple
codes of the next example.

Example 2.1.

ol [1][o]]1]

ioodl R O P Y 1|0 + 2. |

2

1 1|0 1 0 0 0 = 1
I HIHRIREE
— o — — 1 0 1 2 1
0 1 0 1

Back up 1 0 0 0 Information Back up

servers 1 0 0 1 servers server
1 1 0 1

(b) One parity server based on the sum of each row

(a) A direct copy of every information server of bits of the information servers.

(often called 2-Replication).

Figure 1: Two examples of relatively simple codes, coding a message of 16 symbols (here bits).

The first code stores 32 symbols, which is twice as much as the original 16 symbols the data
consisted of. The second code only stores 4 symbols extra. This has to do with the concept of
storage overhead, which is defined as follows

Definition 2.2. The storage overhead of a code is the total amount of data it stores divided by
the amount of original data it stores.

In the case of Example 2.1 the first code stores 32 symbols, where the original data was only
16 symbols, which makes the storage overhead 2. The second code stores 20 symbols, so the
storage overhead here is only 1.25. This means that the second code scores better in terms of
storage overhead. However, there is a trade-off between the two codes and that is where the
second parameter has to be considered. When for instance the first information server fails, in
the first code we only have to download the 4 symbols of the first back-up server in order to
restore the lost information, where in the second code we need to download all remaining 16
symbols (and take the sum of each row). This is has to do with the repair bandwidth.

Definition 2.3. The repair bandwidth is the amount of data that is needed to repair the system
of servers. This number is given as a percentage of the size of the original data.

When 1 server fails, in the first code we need to download the 4 symbols of the copy node when
we want to repair this server, which makes the repair bandwidth 4/16 %« 100% = 25%. Since this



hold for any arbitrary server, we say that the repair bandwidth for 1 failure is 25%, which is not
always the case as we will see after this example. For the second code we said that we need to
download all remaining 16 symbols which makes the repair bandwidth 100% for 1 failure. This
means that the first code scores better in terms of the repair bandwidth when only 1 server
fails. When we now look at two failures something interesting happens. The information in the
second code is then lost, but in the first code this depends on which combination of servers fail.
When for instance node 1 and 2 fail we can simply recover the data from back-up servers 1 and
2. These servers together store 8 symbols, which make the repair bandwidth 50%. However,
when server 1 and back-up server 1 fail, this information is lost, so there is no repair bandwidth.
That is why, in some cases, we need to include some probability theory in the calculation of the
repair bandwidth. We will explain this with an example, using Example 2.1.a.

Example 2.4. When two failures happen in our code, we have a chance of 4 x (g)/(g) =1/7
of that being the combination of an original server and its corresponding parity server. In this
case we cannot repair the system. In the other 6 out of 7 cases the repair bandwidth is 50%.

In this code the combination of two failed nodes thus decides whether a system can be restored
or not. However, in some codes we will discuss in this thesis, we will even see that different
combination of failed servers (which can all be repaired) result in different repair bandwidths.
When for instance 1 out of 7 cases mean (not that the data is lost, but) a repair bandwidth
of 75%, and the other 6 out of 7 cases give a repair bandwidth of 50%. When a situation
like this occurs, we take the weighted average of the repair bandwidths, which in this case is
% * 75% + g * 50% = 53.6%. We then say that the repair bandwidth for 2 failures is 53.6%.

The storage overhead and the repair bandwidth will in this thesis define the quality of a code.
Now we only need to discuss what a fair comparison means. Like we said before, when 2 failures
happen, the first code of Example 2.1 still has a chance of 6 out of 7 to be able to be repaired,
where the data in second code would be forever lost. You could therefore say that the first code
is more reliable. However, the first system of servers consist of 8 nodes, which makes the chance
of two nodes failing bigger then when there are only 5 nodes like in the second code. To explain
this we work out the situation of Example 2.1.

Example 2.5. The repair of a random server takes a certain amount of time t, and every
server has a certain chance of failing within that time span. This chance we will call o and
it is of course equal for any server in the system. Then with a system of 8 servers where 1 is
down, the chance that at least one other server failing within the repair time interval of size t
is 1 — (1 — )7, where with a system of § servers that chance is 1 — (1 — a)*. Since a is very
small, it holds that 1 — (1 —a)” > 1 — (1 — a)*.

The question arises if we can just compare a system of 5 nodes with a system of 8 nodes. In
this case the answer is yes. Since our goal is to secure a certain amount of data, we say that we
can compare any two codes in a fair way when they both secure the same amount of original
data. In this case, both systems store 16 original symbols, which makes it a fair comparison.

2.2 Reed Solomon codes

Reed Solomon (RS) codes are used a lot in practice because of their clever construction. A
significant difference to the codes we have discussed before, is that the symbols of a code
word were singular bits, where in Reed Solomon codes this is not the case anymore. Reed
Solomon codes are codes over the finite field GF(p") with p prime, in this thesis p = 2,



and r a positive integer. When for instance we work over the field GF(23), a symbol con-
sists of 3 bits (which makes 8 possible symbols instead of 2) and all code words contain
23 — 1 = 7 symbols. There are different ways of notating such a symbol, but in this thesis
we will be doing that by powers of the primitive element 5. This means that when for exam-
ple we use a GF(2%), a word can look like this 5%3°1000000000000 which makes it the word
0111.1101.1000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000 in terms of bits.
Again, a more detailed explanation can be found in Appendix A. We will now formally define
binary RS codes and then we will look at the parameters of the code. We close the section off
with a theorem about shortening RS codes (see Section A.2 for the definition of shortening).
This is done a lot in practice.

Definition 2.6. A binary Reed Solomon code RS(2",d) is a cyclic linear code over GF(2")
with generator polynomial g(z) = (8™ + x)(B™*2 + x)... (™41 4 ) form € N and B a
primitive element of GF(2").

We see that we can design the distance d of an RS code by choosing at what power of 5 we
stop during building the generator polynomial. To list the parameters of an RS(2",d) code:
n=2"—1;

k=2"—d

The amount of possible words = 27%.

So we see that by choosing r and d, the other parameters immediately follow. In practice RS
codes are shortened a lot. We end this section by discussing how this affects the code. When
we shorten the RS(8,5) of the example above. We know from the properties of shortening that
both n and k decrease value by 1 where d keeps its value, resulting in n = 6,k = 2,d = 5. The
amount of code words is still 2% which is now 232 = 16. Since shortening can be (and is often)
done multiple times, we generalize shortening an RS code in the next theorem.

Theorem 2.7. Shortening an RS(2",d) code s times makes the original (n,k,d)-code map to
an (n-s, k-s, d)-code. More specifically:

n=2"-1-s;

k=2"—d—s;

The amount of possible code words = 2%,

This makes it possible for any Reed Solomon Code in this thesis to exist. For example, if we
take the RS(2%,4) code and shorten it 1 time, we get a (n = 14,k = 10, d = 4)-RS code, notated
as the (14,10)-RS code. This is a code we will see a lot in this thesis.

2.3 Decoding

In the next chapters we will look at the (14,10)-RS code because it is used by Facebook as
explained later on. The (14,10)-RS code has the property that it can repair any 4 failed nodes,
which is quite a lot. The problem with the Reed Solomon Code clearly is not the reliability.
The downside of the Reed Solomon Code is however the repair bandwidth, this we will explain
in this section. We first introduce some notation. We will from now on notate a systematic
symbol (a symbol of the original message) as a; where in this (14,10)-RS code we have that
i € {1,2,...,10}. The vector of all systematic symbols will be notated as a. For simplicity we
will always be looking at the systematic version of the code. The (14,10)-RS coding scheme adds
another 4 symbols by mapping the original 10 symbols in 4 different ways to a new symbol.



Therefore we can look at this the following way: the first parity symbol is pfa, the second
symbol is pga, and so on. In other words, there are 4 vectors p; with which we multiply our
message vector a in order to get our 4 parity symbols. We call these p-vectors the coding
vectors. This can all be summarized in the following table.

Node 1 al

Node 10 | aqg
Node 11 | pla
Node 12 | pfa
Node 13 p3Ta
Node 14 | pla

Table 1: The result of coding a message of 10 symbols, according to the (14,10)-RS coding
scheme.

Now we said that the downside of Reed Solomon lies in the repair bandwidth. That is because
when a systematic node fails, we need to download a parity symbol, together with the remaining
systematic symbols in order to subtract these from this parity symbol and be left with the
(coded) missing symbol. This means we have to download 10 symbols, which makes the repair
bandwidth 100%. The same goes for 2, 3 and 4 failures, with only an extra parity symbol for
each extra failure. Also, when a parity server fails, we need to download all systematic symbols
in order to calculate the parity symbol again. There is no other way since a parity symbol can
not be deduces from other parity symbols. Due to its coding scheme, the repair bandwidth of
a Reed Solomon Code is always 100%. In the next chapter we will look at Piggybacking, a
method that is added to the RS coding scheme (or any coding scheme in general) with as its
goal to decrease the repair bandwidth.



3 Piggybacking

Piggybacking is a method of encoding and decoding an existing code (like RS) with as goal to
decrease the repair bandwidth. It was described in [4], we will summarize the information that
we need and apply this to our own example of the (14,10)-RS code. This RS code is among
others in use by Facebook’s f4 BLOB storage system [5]. Then we will discuss the decoding
principal and to close off we will review the results of the Piggybacking scheme. The general
idea of Piggybacking is to make the parity servers mathematically dependent of more groups
of information servers, so that more information can be traced back from one parity server.
This may sound vague, that is why in this chapter we will discuss the coding and the decoding
algorithm step by step, and we will discuss our example at the same time next to it. Then we
will look at the piggybacking of parity nodes together with the decoding results. We discuss the
results that these algorithms deliver in the end of this chapter. In [4] three ways of Piggybacking
are described. We will be looking at Piggybacking 2, since from [4] Piggybacking 2 seems to be
the most promising method. We will simply be calling it Piggybacking.

3.1 Encoding

We will be looking at the encoding algorithm of Piggybacking in this section by looking at the
general algorithm and an example of how a (systematic) (14,10)-RS code is encoded. We will
do this step by step by first looking at how the concerned step is taken in general, followed by
how this step is applied in our example code.

General step 1. Say r = n — k. We consider (2r — 3) instances of the base code and let
ay,...,as-_3 be the messages associated to the corresponding instances. We will divide the k
systematic nodes into (r — 1) equal sets Si,..., S,—1). In the case that k is not a multiple of
(r — 1), we make nearly equal sets as we will see in this example step.

Example step 1. For our (14,10)-code we know that n = 14, k = 10 and r = n — k = 4.
This means we have 2 x4 — 3 = 5 instances aj, ag, ag, a4 and as. Since 10 is not a multiple of
4 —1 = 3 we divide the systematic nodes into 3 sets: S; consisting of nodes 1 to 4, Sy consisting
of nodes 5 to 7 and S3 of nodes 8 to 10. The 50 RS-coded symbols and the 20 parity symbols
initially look like the situation in Table 2.

ror—1

General step 2. We define the k-length vectors {qi,¢};%5 ;1 as
0 -

qz’,g = . D;

I 0.
where the positions of the ones in the diagonal of the (k x k) diagonal matrix depicted cor-
responds to the nodes in the Sg-th group. Further, we define the k-length vectors{v;,v}}i_,
as

. r—9
vV, =a,_1 +ia,_o+..+1 ‘ay

r72a

vV, =V, —a,_1 =ia,_2+..+1 1



Node 1
Node 2
Node 3
Node 4
Node 5
S5< Node 6
Node 7
Node 8
S3< Node 9
Node 10
Node 11
Node 12
Node 13
Node 14

S1

a1 ai,2 a1,3 ai,4 ais
a1 a22 az3 a2 4 azs
as,1 as2 as3 as 4 as,s
4,1 a42 a43 44 ay5
as,1 as 2 as3 as 4 as,s
ag,1 ag,2 ag,3 a6 4 ag,5
ar,1 ar2 az3 ar 4 ars
as 1 as 2 as .3 as 4 as 5
a9, 1 a9 2 ag 3 ag 4 a9 5
a10,1 10,2 a10,3 10,4 a10,5
piai | pi a; | pias | p{ a4 | plas
psa; | pl a; | plas | p3 as | plas
pia; | pl a; | plas | p} a4 | plas
Pia1 | Pi a2 | pias | p; a1 | pias

Table 2: 50 original symbols initially encoded according to the RS scheme. Here a;; stands for
the symbol in the i*" node and the j™* instance. The vector p; is coding vector corresponding to
the base function (in this case the Reed Solomon encoding scheme) of the it" parity server. The
vector a; 1s the message vector consisting of all systematic symbols of the Gt instance.

Example step 2. We first define the vectors q:

Q21 = [p2a1 pa 0 ... 0 0o ... 0]
q2,2 = [O e 0 p275 p277 0 O]
q23 = [0 - 0 0 - 0 P2,8 p2710]
Qi1 = [pan paa O 0 0 0]
Q2 = [0 oo 0 pas pa7 0 0]
q4,3 = [0 e 0 0 e 0 Pas D410 ]

Followed by the vectors {v;,v}}:

vo =ag + 2as + 4a;

v =vy — ag = 2ay + 4a;
v3 =ag + Jaz + 9a;

v =v3 —ag = 3ay + 9a;
v4 =az + 4as + 16a;

v) =v4 — az = 4ag + 16a;

General step 3. We Piggyback the base code in the following two parts.
Part 1:

Example step 3. The first (r — 2 = 2) instances of the nodes stay the same and the last three
instances are transformed like described above. Note that in node 12 we have that i —2 =0
and r — i = 2, in node 13 we have i —2 =1 and r —¢ = 1 and in node 14 we have i —2 = 2 and
r — 1 = 0. This gives us



The first » — 2 instances of node k + i are not changed, they remain looking like:
| piai | ... | pla,_s |
In the r — 1-th instance we store the following information:

—1
L plar 30 a9l Vi

The next ¢ — 2 instances are Piggybacked like: ’ pZTar + qZT1VZ‘ ‘ ... ‘ pZTar+i_3 + qZ-TZ-_2Vi ‘
And the last 7 — i: plari o+ alvi| .. [ plag 3 +q], vi]

Part 2 is subtracting the last » — 2 instances from the r — 1-th instance:

T 2r—3 _.T
q;;—18r—1 — Zj:r P; &
Node 1 ai,1 ai,2 ai,3 a4 ai1,5
Node 10 aio,1 | aio,2 a10,3 a10,4 a10,5
T T T T T
Node 11 pP1ai | p;az P1 a3 Pi1 &4 Pi13as
T T T 3 T ox T T T T
Node 12 Pza1 | paaz | pyas+ Zg:l,g 192,jV2 | P2@4 + Q35V2 | P2a5 + gy 3V2
T T T 3 T x T T T T
Node 13 ps;al | psax | psas + 29:1 g#293,;V3 | P34 + q3,V3 | P3as + Q33V3
T T T 3 T ox T T T T
Node 14 Pia1 | P1a2 | Pja3 + 29:1}9 394,V | P44 + qu Ve | P4@s + Qy9Ve

Applying the second step of this algorithm gives us

Node 1 aii a2 a3 aia ais
Node 10 aio0,1 | Q102 a10,3 a10,4 a10,5
Node 11 pla; | play p! aj Pl ay P as
Node 12 psa1 | pray | q,a3- (Pjas + pyas) | Psas + q3,va | Pras + qg3va
Node 13 pia1 | pias | q3.a3 - (P3as + p3as) | pias + g3 v3 | pjas + q33v3
Node 14 pla; | pjas q£3a3 - (plas + plas) | plas + gl ;va | plas + ql v

Table 3: The result of 50 original symbols encoded according to the RS scheme, followed by the
Piggybacking scheme.

3.2 Decoding
3.2.1 Systematic nodes

In this section we will first be looking at the repair of the arbitrary systematic node [. We will
do this in the general sense, and in terms of the example we Piggybacked above. After having
done this, we will see how we can efficiently repair a failed parity node. The algorithm for a
systematic nodes goes as follows:

General step 1. Download all data from the last (r — 2) instances in nodes {1, ...,k + 1}\{l}.
With this data we can recover the data from the concerning instances of node .

Example step 1. We download the data from instances 4 and 5 in nodes {1, ..., 11}\{l}. Now
there are only 3 instances of node [ left to recover.

General step 2. In the beginning of the encoding algorithm, we divided all systematic nodes
into groups Sy. This had as a result that the data from node | was stored in ¢; 4 for some g.



As we can see from the algorithm and the example above, every node {k + 2,....,k 4+ r} has
precisely one symbol containing a q vector with a non-zero {** component. We download these
r — 1 symbols. We subtract the components with {a,, ...,as,_3} out of these symbols.

Example step 2. Say our node [ = 7. Then [ is in So. We now have to download instance 4
from node 12, instance 3 from node 13, and instance 5 from node 14 because they contain the
q; o-vectors. From step 1 we know play, so we subtract this out of the first symbol we just
downloaded. We do the same for the other two symbols. We are now left with q£2v2, q3T’2a3

and q] yvy.

General step 3. We download all symbols from the systematic nodes that are in the same
group as [. We subtract these out of the previously downloaded symbols. We are now left with
r — 1 independent linear combinations of {aj,...,a,_1;}. From this we can decode our erased
data.

Example step 3. We continue with our situation where [ = 7. We now download the symbols
in instances 1, 2 and 3 from nodes 5 and 6. We subtract all factors with {a; ; }?:61 j—5- We are
left with

p2,7(as7 + 2a2,7 + 4ai 7)
p3,7a37
pa,7(as;y + 4az 7 + 16a1 7)

where we know what the p elements are. This means we can decode the last three symbols,
with only having downloaded 29 symbols in total.

Node 1 a1 | 412 a13

Node 2 a2,1 a2,2 42,3

Node 3 a3,1 as,2 as3,3

Node 4 a4,1 04,2 a4,3

Node 5

Node 6

Node 7 X X X X X

Node 8 asg.1 ag.2 asg,3

Node 9 ag1 a9 2 a9,3

Node 10 a10,1 | G102 a10,3

Node 11 [ pTa; | pla pT as play Pias
Node 12 [pla; | pias | qkias - (Phas + phas) Psas + Q5 3v2
Node 13 pga1 pgaz p3Ta4 + qgl"i’) pgas + qg3V3
Node 14 pia1 | piag | qizaz - (P1as + pias) | pras + q vy

Table 4: An overview of the 29 symbols we downloaded. An empty entry represents a symbol we
have downloaded and an x marks a missing symbol that we were trying to restore.

3.2.2 Parity nodes

We only discussed the repair of a systematic node so far, so we now will move on to the repair
of a parity node. Now note that in the previous subsection we did not use the parity symbols
from the first  — 1(= 3 in our example) instances of the first parity node (here node 11) for the
repair of any systematic node. This means that we can modify these symbols without decreasing
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the repair bandwidth for the repair of systematic nodes. Our goal of modifying these symbols
will be to decrease the repair bandwidth for the repair of parity nodes, because now the repair
bandwidth for parity nodes is still 100%. We will look at how we can do this in our example of
the (14,10)-RS code.

We take 2 systems of piggybacked (14,10)-RS codes, both consisting of 5 instances and 14 nodes,
where we will store those 2 times 5 instances in the same 14 nodes. For simplicity we will notate
the parity symbols by their location (e.g., the symbol in node 12, instance 3 will be notated as
(12,3)). This gives us the following situation:

Node 1 ai a2 a3 ai 4 ais a6 ai,7 a8 ai,9 a1,10

Node 10 a10,1 a10,2 a10,3 a10,4 a10,5 410,6 ai0,7 | G108 a10,9 @10,10
Node 11 (I1,1) | (11,2) | (1L,3) | (1L,4) | (11,5) | (1L,6) | (11,7) | (1L,8) | (11,9) | (11,10)
Node 12 (12,1) | (12.2) | (12,3) | (12.4) | (12,5) | (12,6) | (12,7) | (12.8) | (12,9) | (12,10)
Node 13 (13,1) | (13,2) | (13,3) | (13,4) | (13,5) | (13,6) | (13,7) | (13,8) | (13,9) | (13,10)
Node 14 (14,1) | (14,2) | (14,3) | (14,4) | (14,5) | (14,6) | (14,7) | (14.8) | (14,9) | (14,10)

Table 5: A schematic display of the result of Piggybacking the (14,10)-RS code. Two separate
systems of 50 original symbols are stored next to each other and the parity symbols are named

after their location.

The Piggybacking now means that we take the sum of (12,4), (13,4) and (14,4) and add this to
(11,6) and the same goes for instance 5 to 7 and for instance 3 to 8. It may look like the order
of which instance piggybacks to which instance is a bit strange, but it is actually not. We will
see this later on. We now have the following situation.

a3 ai,4 ais aie ai,z aig
a10,3 a10,4 a10,5 a10,6 a0,7 a10,8
(11,3) | (11,4) | 11,5) | (11,6) + > 12,,(5,4) | (11,7) +>2 5 (0,5) | (11,8) + > 01, (4, 3)
(123) | (124) | (125) (12,6) (12,7) (128)
(13,3) | (13.4) | (13,5) (13,6) (13,7) (13.8)
(143) | (144) | (145) (14,6) (14,7) (14,8)

Table 6: The result of Piggybacking the parity nodes of the first system onto the parity nodes of
the second system.

We can now look at the repair scheme. When node 11 fails we still need to download all
systematic symbols (repair bandwidth is 100%). When node 12 fails we download the systematic
symbols of instance 1 and 2 for the recovery of (12,1) and (12,2). We do the same for instance 6
to 10 for the recovery of the parity symbols in these instances. Now, for the recovery of (12,3) we
only need to download the piggybacked (11,8) + Y212 ,(4,3) symbol, together with (13,3) and
(14,3). We subtract all known symbols and are left with (12,3). We recover (12,4) and (12,5) in
a similar way. Thus, the important improvement we made is that we do not need the systematic
symbols of instances 3, 4 and 5. We now have downloaded only 70 systematic symbols together
with 9 parity symbols. This makes 79 instead of 100, meaning a repair bandwidth of 79%. Since
the repair of nodes 12, 13 and 14 are similar, the repair bandwidth for parity nodes in 1 failure

is now  * 100% + 3 = 79% = 84.25%.
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The question arises if adding more systems to each other than just the 2 we just did, leads to an
even lower repair bandwidth. The answer is yes. When we look for example at 3 systems, we
can also piggyback instances 9 and 10 to instances 11 and 12, like we did with 4 and 5 to 6 and
7. The only important difference now is that we cannot piggyback instance 8 to instance 13 like
we did with 3 to 8. This is because, like we have seen above, when we piggybacked instance 3
to 8, we saved downloading the 10 systematic symbols from instance 3. We however needed the
systematic symbols of instance 8, to subtract these from the piggybacked (11,8) + Zilim(i, 3)
for the repair of (12,3). Since we already need the systematic symbols of instance 8, there is no
use in trying to piggyback the parity node symbols of instance 8 to another instance. In general,
we can always piggyback the 4" and 5 instance of a system to the first and the second of the
subsequent system, but we can only piggyback the third instance of each odd system to the
third instance of the subsequent even system. Since the repair bandwidth apparently depends
on the number of systems we add together, we want to know what the repair bandwidth for a
single failed parity node is when we add m systems together. In [4] a formula is given for the
repair bandwidth in the general case. When we take this formula with the fact that in our case
r =4 and k = 10, we get

(1)

Sm 42
Repair bandwidth for 1 failed parity node = <25 + W) %

2m

From this, together with the fact that the repair bandwidth for node 11 is always 100%, we can
deduce that the repair bandwidths for nodes 12, 13 and 14 are all

Repair bandwidth for node 12 = (28/m + 65)% (2)

We will look at the impact of m on the repair bandwidth of the code in total in the next section.

3.3 Quality

From the previous example we see that the storage overhead of the Piggybacked (14,10)-RS code
remains 14/10 = 1.4. Remember from Section 2.3 that with Reed Solomon the repair bandwidth
is always 100%, which in this case means that we would need to download 50 symbols per system
when a node fails. In the previous section we saw that when node 7 failed we needed just 29
symbols instead of 50. Note that when one of the first four nodes fails, we need to download
three symbols extra to restore the failed node. So with 4 out of 10 systematic nodes we reduce
the amount of data download (and therefore the repair bandwidth) with 36%, and with 6 out
of 10 systematic nodes we reduce it with 42%. That is an average repair bandwidth of 60.4%
for one failed systematic node instead of the 100% we would have had by using RS. We also
saw that for 1 failed parity node, our repair bandwidth depends on how many systems m we
combine. We will now look at what impact m has on the repair bandwidth of node 12 (and
thus 13 and 14), on the group of parity nodes, and on the code in total in the following table.
For the calculations of node 12 and the group of parity nodes we will use Equations 1 and 2,
and for the code in total we will use Equation 1 where this is the average repair bandwidth for
4 out of 14 nodes with 10 out of 14 nodes having an average repair bandwidth of 60.4%.
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m=2 | m=10 | m=100 | lim,,,_,oo
Node 12 79% 67.8% 65.28% 65%

Parity nodes 84.25% | 75.85% | 73.96% 73.75%
Piggybacked (14,10)-RS code | 67.21% | 64.81% | 64.27% 64.21%

Table 7: The effect of increasing m on the repair bandwidth.

We see that increasing m does not change much when it comes to the total repair bandwidth
of the Piggybacked (14,10)-RS code. For simplicity of the next chapters we will for the rest of
this thesis take that m = 2, and therefore from now on the Piggybacked (14,10)-RS code has a
repair bandwidth for 1 failure of 67.21%. Since nothing about multiple failures is described in
the literature, we will look at that in the next chapter.
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4 Multiple failures in a Piggybacked (14,10)-RS

When looking at 2 failures happening at once, we have a couple of options. The two failures
might both happen in systematic nodes, or they might both happen in the parity nodes. Also,
we could have one failure in a systematic node and one in a parity node. We proof for all three
possibilities what is the lowest possible repair bandwidth and then we proceed by giving a lower
bound and an upper bound for the repair bandwidth of 3 and 4 failures.

4.1 Two failures in the parity nodes

If multiple failures happen in only the parity nodes, we can always repair this because we
created these nodes from only the systematic nodes. Moreover, we can repair up to 4 failed
parity nodes. However, if we would use only the systematic symbols, we would always have to
download all systematic symbols for repair, which means a repair bandwidth of 100%. To this
end we piggybacked the parity nodes in the previous chapter, which made it possible to do a
more efficient repair. In this section we ask ourselves if this piggyback design also decreases the
repair bandwidth for two failures. Remember that we Piggybacked with m = 2 meaning that
we Piggybacked with 2 systems like in Table 6. We know from the previous chapter that when
node 11 fails, the repair bandwidth is always 100%. So we only have to check if we can find a
more efficient repair when any combination of nodes 12, 13 and 14 fails. Our first claim is that
when a single parity node 12, 13 or 14 fails, we have only 2 options for repair: we repair by
downloading all systematic symbols, or we use the Piggybacked symbols in node 11 instance 6,
7 and 8.

Proof. Since we know from the previous chapter that we can repair more efficiently by using
the piggybacked parity symbols, we will proof the claim by looking at the situation where we
have not piggybacked the parity symbols, and proof that we can now only use the systematic
symbols. We will do this for node 12, since 13 and 14 are identical.

We first look at the lost symbol of instance 1, which is pla; (see Table 3). We know that we
cannot trace back a; from for example pépal, because the multiplication of the two vectors gave
just 1 symbol. Thus, we cannot make p2Ta1 from pgal because these symbols are made from
different vectors p,. Now that is important, because we can also see from Table 3 that when
node 12 fails, all terms with (parts of) p, are lost and only terms with the other p-vectors are
left. In other words, the piggybacking was done per node, and not across nodes, which means
that symbols of a parity node are not stored in any other node. Therefore when node 12 fails,
this information is completely lost and we cannot use other parity symbols to restore this. Thus,
we need to download all systematic symbols. O

Now that the claim has been proven, we will look at 2 failures again. The claim has been proven
for 1 failures, but when now 2 failures happen, we have even less symbols left, which means that
we know that we still have at maximum the same 2 options for decoding. Since the first option
gives a repair bandwidth of 100%, we will try to use the second option: using the Piggybacked
parity symbols. We first observe that since the symbols in the failed nodes 12 and 13, instance
1,2,6,7,8,9 and 10 are not piggybacked, we have to download all systematic symbols of these
instances. This is 70 symbols, and the parity symbols of these instances are now all restored.
Our only possibility of saving downloading symbols for the repair of node 12 and 13, instances
3, 4 and 5 is by using the Piggybacked symbols. To this end we proceed by downloading these
piggybacked symbols in node 11, instance 6, 7 and 8. These are
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14 14 14
(11,6)+ > _(i,4) (1L,7)+ > (i,5) (11,8)+ Y _(i,3)
i=12 i=12 i=12
Now, since we already downloaded the systematic symbols of instances 6, 7 and 8, we can
subtract (11,6), (11,7) and (11,8). Our goal is now to restore (12,3), (12,4), (12,5), (13,3),
(13,4) and (13,5) from these summations. Because of similarity we only look at the repair of
instance 3 which is done by looking at the the parity symbol instance 8, node 11. We are left
with one symbol representing (12, 3) + (13, 3) + (14, 3). We can only download (14,3), since the
other two are missing which leaves us with one equation with two unknowns. We also know
that the missing information is stored nowhere else except for the entire 10 systematic symbols
in this instance. Thus we conclude that we cannot restore these two lost symbols, other than
downloading all systematic symbols. Therefore, our best option is to not use the piggybacked
symbols, but to download all systematic symbols in the first place. In conclusion, the repair
bandwidth for 2 failed parity nodes is 100%.

4.2 Two failures in the systematic nodes.

When reviewing this situation, we see note that the two failures can be in the same, or in
different group(s) S,. In both situations we look at m = 1 and then see that this is also optimal
for m = 2.

1. Two failures happening in the same group. When two failures happen in the same
group, we can still save download, giving a repair bandwidth of 86%. Here will look at the repair
algorithm. A proof that this is in fact the most efficient repair method is given in Appendix B.
We look at the situation where nodes 6 and 7 (both of group S2) have failed. Same as in the
repair of one failed systematic node, we start by downloading the parity symbols from instance
4 from node 12, instance 3 from node 13, and instance 5 from node 14 because they are the
only symbols that contain q; 5. These are

Psas+aj,vo Q3023 — (P as + p3 as) Pias + qjoVa

This leads us to the unavoidable downloading of the 8 remaining symbols from both instances
4 and 5 in order to subtract these from the terms. Now we are left with only the parts with
a g-vector. Remember that q; o means that these terms consist of only symbols in group Ss.
Now we download the three remaining systematic symbols from node 5 and we subtract these
from the parts with the g-vectors which leaves us with the following:

p2,6(a64 + a63 + 2a62 + 4ag,1) + p2,r(ara + a7z + 2a72 + 4az)
p36(a63 + asa + ass) + p37(ars +ara+ars)
pa6(aea + as3 + 4ag2 + 16a6,1) + pa7(ara + a7 3 + 4azz + 16a71)

These are three equations with 10 unknowns. In order to be able to solve this, we will download
at least 7 more parity symbols, which gives us 7 more equations. For the most efficient repair
we download from node 11 instances 3, 4 and 5, we download from node 12 instances 1 and 3,
from node 13 we download instance 1 and from node 14 we download instance 3 (see Table 3).
These together with the systematic symbols of instances 1, 3, 4 and 5 suffice to repair, and they
save downloading 7 systematic symbols, thus giving a the repair bandwidth of 86%.

2. Two failures happening in different groups. Now, we look at when the two systematic
failed nodes are not in the same group Sy, let’s say in our example nodes 1 and 7 failed.
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Remember that we look at m = 1 and afterwards we can see we have an optimal repair method
which does not require the download of the 3 piggybacked parity symbols of node 11 instances
6, 7 and 8. Thus, m = 2 is similar. Then these symbols lay in groups S; and S;. We will need
10 equations, because we have 10 missing symbols. The first step is the same as in the previous
example: we download all parity symbols with a g-vector of groups 1 and 2, and we download
the systematic symbols belonging to these groups, and we download all systematic symbols of
instances 4 and 5 in order to subtract these. Now we have 10 unknown symbols in 6 equations.
Now again observe that node 11, instance 4 and 5 are ’free’ equations, which means that these
are always optimal for download. We now have 8 equations, meaning that we only have to add
at least two more equations. From the systematic nodes we only have the symbols left in group 3
(nodes 8, 9, 10) in instances 1, 2, 3. We can not add another equation without downloading new
systematic symbols, so we need to add a parity symbols that requires download from instance
1, 2, or 3. We want to avoid downloading a parity symbol that requires the download of the
systematic symbols in group 3. Thus, we download node 11 and 12 of instance 1, 2 or 3. One
can check that it does not matter which instance we choose. We saved downloading 6 symbols.
We have to download 44 symbols, which gives a repair bandwidth of 88%. Similarly, when two
systematic nodes from groups 1 and 3 fail, we also have a repair bandwidth of 88%, and when
the two nodes are of groups 2 and 3, the repair bandwidth is 84%.

4.3 One failure in a systematic node and one failure in a parity node

The last combination we look at is where one node is a systematic node and one is a parity
node. There are two things we have already learned: when the parity node is node 11, the repair
bandwidth is always 100%, and for the other parity nodes it holds that using the piggybacked
symbols in node 11 instance 6, 7 and 8 is the only possibility of getting a repair bandwidth less
than 100%. We look at the situation where nodes 1 and 12 fail.

Step 1. We start off by downloading the systematic symbols of instance 1, 2, 6, 7, 8, 9 and 10,
together with the parity symbols of node 11, instance 6, 7 and 8, because we need to do this
for the repair of node 12. We can now restore the failed symbols from instances 1, 2, 6 and 7
by downloading the parity symbols of these instances in node 13 and 14.

Step 2. In order to use the three symbols that are piggybacks for the parity symbols (node 11,
instance 6, 7 and 8), we download the symbols of nodes 13 and 14 in nodes 3, 4 and 5. Now we
have restored all symbols of the first system of node 12.

Step 3. Now there are 9 symbols left to be restored. Since the two systems cannot work
together anymore, because the only symbols that were piggybacked across the two systems
are already used, we treat the two systems apart from each other. The first system (where 3
symbols are still missing) can be optimally solved by using the two already downloaded symbols
of nodes 13 and 14 in instance 4, together with the download of node 11 instance 5. In order to
use these, we must download the systematic symbols of instance 3 nodes 2, 3 and 4. We have
now completely restored the first system, and saved downloading of 6 symbols in instance 3. In
the second system there is no systematic symbol left to be saved, which means we just have to
download enough parity symbols in order to restore the 6 missing symbols.

In conclusion, when parity node 12, 13 or 14 fails together with a systematic node from group 1,
the repair bandwidth is 94%. When the systematic node is of group 2 or 3 however, the repair
is bandwidth is 93%, because we can save the download of 7 symbols in system 1.
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4.4 Total repair bandwidth of two failures

We want to calculate the total repair bandwidth of two failures. In order to do so we use the
found repair bandwidths for each possible combination:

4
Repair bandwidth of two failed parity nodes = ((124)) * 100%
2
4 3 3
B+ 0+ 6, g0
(2)
() ;) *2%88% + (7) (7) *84%
()
Y (1) £100% + (1) (3) *94% + (3) (3) * 2% 93%
1)\ 1)1 AN

(5)

Repair bandwidth of two failures in the same group =

Repair bandwidth of two failures different groups =

Repair bandwidth of a combination =
When we calculate these and we add them together, we get

Repair bandwidth for two failures ~ 91.23%

4.5 Three and four failures

We also want to know about the events of 3 and 4 failures, however due to time constraints
during the writing of this thesis only a lower bound and an upper bound will be given here.
We first note that in [4] it is explained that Piggybacking keeps the MDS property of a code
intact which is the case for our (14,10)-RS code. From this we deduce that we are always
able to restore the code when 4 failures happen. Since when 4 failures happen, we only have
100 symbols left, we find an upper bound of a repair bandwidth of 100%. Therefore, the upper
bound for the repair bandwidth for 3 failures is also 100%. We also have a lower bound, because
the repair bandwidth for 2 failures is 91.23%, which means that the repair bandwidth of 3 or 4
failures can never be lower. This gives us:

91.23% < repair bandwidth for three failures < repair bandwidth for four failures < 100%
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5 Heptagon-Local Code

The Heptagon-Local Code differs from Piggybacking in a way that Piggybacking takes an
original coding scheme (like Reed-Solomon) and adds an extra layer of encoding, where the
Heptagon-Local Code is a coding scheme itself. In this chapter we will look at the Heptagon-
Local Code as it is described in [6] and we will compare these results with 2-Replication, since
the Heptagon-Local Code uses 2-Replication in its coding scheme. Before we can do so, and like
in the previous chapter, we will start looking at the encoding scheme, followed by the decoding
scheme and in conclusion we will look at the important parameters we need to compare this
code to our previous codes.

5.1 Encoding

We start the coding scheme off with the 20 symbols we want to encode. We add a parity symbol
which stores the sum of the 20 symbols. This symbol p will be called the local parity symbol.
We initialize a complete graph of 7 nodes, thus 21 edges. Each of the 21 symbols is assigned to
an edge, which stands for the two nodes the symbol will be stored in. This means that we end
up with 7 nodes, which each stores 6 symbols, as shown in Figure 2.

1
1 7 10
15 20 P
Wi
1 2 8 5 \LP 6 7 8
2[5 1, 17_IEI 13 18 19]7
19|
9
18
2 6
10
2 3 10 MN5 6 1
3|11 12 10~ =116 17 p|©
12
3 13 15 5

3 4 12 4 5 9
13 16 200 B2 15 18
4

Figure 2: The construction of a heptagon. The vertices stand for the 7 nodes in which the
symbols will be stored, the edges show which two nodes that particular symbol will be stored in.
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This might look like 2-Replication, however, the way the symbols are stored makes this method
more reliable than in 2-Replication. We will review this later on. To finish the encoding process,
we take the original 40 symbols of 2 different heptagons and we calculate two parity symbols.
These operations rely on Galois Field arithmetic. The first parity symbol is the result of adding
the 40 symbols. The second parity symbol is the result of adding cyclic shifts of the 40 symbols
in the following manner: s1 + 7(s2) + 72(s3) + ... + 77 (s49), where s; is the it" original symbol.
(The reader with little knowledge about cyclic shifts is referred to Appendix A.4.) The two
parity symbols will be called the global parity symbols and they will be stored in the global
parity node. We add all this together like shown in Figure 3.

Heptagon
(7 nodes,
42 symbols)

Heptagon
(7 nodes,
42 symbols)

Global Parity

(1 node,
2 symbols)

Figure 3: The addition of two heptagons and one global parity node to complete the encoding
scheme.

This system of 86 symbols, stored over 15 nodes and encoding 40 original symbols, completes
the encoding scheme of the Heptagon-Local Code.

5.2 Decoding

In order to be able to denote the nodes properly we say that the most upper node in Figure 2 is
node 1, and we count up counter clockwise until the node on the right of node 1 is called node
7. We will now discuss up to three failures happening what possibilities and combinations we
have and how we can solve these optimally.

5.2.1 One failure

First we look at one failure. This is rather simple since all six remaining nodes contain a copy
of one of the six missing symbols which thus only have to be copied. For instance when we
look at Figure 2 where node 1 failed, we see that the symbol 1 is stored in node 2, 10 is stored
in node 3, 20 is stored in node 4, 15 is stored in node 5, p is stored in node 6 and 7 is stored
in node 7. We copy these to node 1 and we have repaired the single failure with only 6 of the
40 original symbols (15%). Of course when the global parity fails, we can only repair this by
downloading all 40 original symbols (100%). Thus the repair bandwidth of 1 failure thus is
15% * 13 4+ 100% * 1= ~ 20.67%.
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5.2.2 Two failures

When two nodes fail there are three options: they are in the same heptagon, they are in different
heptagons, or one of the two is the global parity node.

1. First, when both failures happen in the same heptagon, say nodes 1 and 2, we note that we
now miss 11 symbols, where one edge in the graph represents a symbol that connects both our
failed nodes. In our example this is the edge representing symbol 1. This means that this symbol
is erased from the system. We however know the other 10 symbols are still copied anywhere
else, so we start by downloading these. (Node 3 copies symbol 2 to node 2 and symbol 10 to
node 1, and so on.) We also know that during the construction of the heptagon we took the 20
original symbols and made the 21%¢ symbol p which by adding all 20 symbols. To this end we
use the 10 symbols we just copied together with the other 10 symbols we have not downloaded
yet, and we can calculate the 215 symbol (here symbol 1) and we are done. Note that we have
to make sure not to download any duplicates. For instances, we want to download symbol 4
from either node 4 or 5, but not from both. If we do this properly, we can repair this by using
only 20 of the 40 original symbols, giving a repair bandwidth of 50%. Note that we thus can
repair two failures in the same heptagon by using only symbols that are stored within this single
heptagon. We call this repairing locally.

2. When the two failures happen in different heptagons, we repair them both locally as in the
previous subsection. This gives a repair bandwidth of 2 * 15% = 30%.

3. Again, when one of the two is the global parity, we have to repair the failure in the heptagon
first (like we did with 1 failure), then download all 40 original symbols and calculate the global
parities again. This makes our repair bandwidth 100%.

To this end we see

(3) *50% + (1) (1) *30% + (1) (1) = 100%

(5)

~ 47.33%

Repair bandwidth of 2 failures = 2 x

5.2.3 Three failures

Now, when three nodes fail, we again have a couple of options.

1. When three nodes within a single heptagon fail, we see that there are three edges erased.
Lets say nodes 1, 2 and 3 fail. We can of course immediately copy the symbols that are still
stored anywhere else, but we then still miss three symbols: 1, 2 and 10. We can use our parity
symbol p to make 1 equation with three unknowns, but then we still need at least 2 more
equations. For this, we use the global parities. As we know, the global parities are the sum and
the product respectively of all 40 original symbols, which means we also have to download the
20 original symbols of the connected heptagon. Now we can make a system of three equations
with 3 unknowns, which makes the decoding possible. This completes the repair scheme. We
thus note that we can repair up to three failures in a single heptagon, as long as this does not
happen in the other heptagon as well. The repair bandwidth is 40/40 = 100%

2. When the global parity node fails, we know that at most 2 failures happened in one of the
heptagons. Since this can always be repaired locally, we do this first. Then we download all 40
original symbols for the repair of the global parity. We can quickly conclude that this is always
repairable and the repair bandwidth is 100%

3. When 2 failures happen in one heptagon and 1 failure happens in the other, we can repair
them both locally by using the schemes of the previous subsections. This gives a repair band-
width of 50% + 15% = 65%.
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Together this gives

(;) * 2% 100% + (124) (}) * 100% + (;) (I) * 2% 65%

()

~ 77.38%

Repair bandwidth 3 failures =

5.3 Quality

We calculate that the storage overhead is 86/40 = 2.15. The repair bandwidths for 1, 2 and 3
failures are already calculated above, deduced from schemes provided in [6]. However, we will
now show that the Heptagon-Local Code also has a great chance of being able to repair when
4 or even 5 failures happen. We also see that the repair of 6 failures is impossible.

The repair of 4 failures is possible for some combinations, but not always. When for instance
4 failures happen in 1 heptagon, we see that there are now 6 symbols entirely lost. Since we
can make only 3 equations from the 3 parity symbols we have, we cannot restore the 6 missing
symbols. We however can repair:

1. When the global parity node fails, we can only at most 2 failures in the same heptagon,
leaving one failure in the other. Namely, when three failures happen in a single heptagon, we
cannot repair it other than using the global parity node. Since we need to repair the global
parity node in these cases, we always have a repair bandwidth of 100%.

2. When the global parity node does not fail we can have 3 failures in one heptagon and 1 in
the other, or we can have 2 failures in both heptagons. In the first case we need the global
parity node, giving a repair bandwidth of 100%, in the second case we repair both heptagons
locally with both a repair bandwidth of 50%, thus 100% in total.

In all cases we have a repair bandwidth of 100%. In conclusion, when 4 failures happen there

is a 2+ (1) (D) (D +(21:) BIOEIHIH ~ 89.74%

chance that we can repair with a repair bandwidth of 100%.

When 5 failures happen we again have 2 cases. When the global parity node fails, we can only
have 2 failures in both heptagons, and when the global parity node does not fail, we can have
3 failures in the one heptagon and 2 in the other (and vice versa). This is in

1\ (7\ (7 (7
+2
(1) () () s % (3) (3) ~ 63.64%
(5)
of the cases. Thus when 5 failures happen we can repair in 63.64% of the cases with a repair
bandwidth of 100%.

When 6 failures occur we see that we can never repair this:

1. When the global parity node fails we know that we know that we can only repair up to 2
failures per heptagon. However, when 6 failures occur where 5 happen in the heptagons, there
must be at least 3 failures in one of the heptagons, meaning we cannot repair this.

2. When the global parity does not fail we can repair up to three failures in a single heptagon,
however we already saw that when three failures happen in both heptagons at the same time we
have data loss. When 6 failures occur in the heptagons, either both heptagons have 3 failures,
or one of them has 4 or more failures, which in both mean data loss.
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5.4 Difference with 2-Replication

Like said before, the Heptagon-Local Code depends on replication of all original symbols. Even
6 extra parity symbols have to be added to the system of 80 symbols. Of course the Heptagon-
Local code has an advantage in comparison with just 2-Replication. Therefore we will now
compare the two. To make a fair comparison we want to compare the Heptagon-Local Code
with a 2-Replication system which stores the same amount of original data. Since 2-Replication
always has an even amount of servers we take a 2-Replication system with 14 and one with
16 nodes. We will show that the systems with approximately the same amount of nodes are
both less reliable than the Heptagon-Local Code. Like we have seen, the Heptagon-Local Code
can always repair up to 3 failures, and like we have also already seen in Example 2.1 with 2-
Replication data can be lost with 2 failed nodes. When 1 failure happened in the 2-Replication
system of 16 nodes, there is a 1/15 = 6.7% chance that the next failure is fatal to the data.
In the same way when 2 not-fatal failures happened, there is a 2/14 = 14.3% chance that the
next failure is fatal and so on. In general, when in a 2-Replication system of n nodes there have

happened ¢ non-fatal failures, the chance of the next failure being fatal is ﬁ (where we have

already lost data when ﬁ > %) We see this in the next table:

15t fail | 279 fail | 37 fail | 4% fail | 5" fail | 6" fail | 7" fail
2-Rep (n=14) 0% 7.7% 16.7% | 27.3% 40% 55.6% 75%
2-Rep (n=16) 0% 6.7% 14.3% | 23.1% | 33.3% | 45.5% 60%
HLC 0% 0% 0% 10.26% | 36.36% | 100% -

Table 8: When an amount of non-fatal failures happened, the chance of the next failure leading
to data loss is given for three codes: two 2-Replication systems of 14 and 16 nodes and the
Heptagon-Local Code of 15 nodes.

We can observe that the great advantage of the Heptagon-Local Code is the reliability. Up to 3
erasures can always be repaired, and up to 4 erasures, the chance of that erasure being fatal is
smaller than that of the 2-Replication. With 4 failures the chance of the 5th failure being fatal is
for the average of the two 2-Replication systems approximately the same as for Heptagon-Local
Code. Since the chance of 6 out of 15 nodes failing is negligible, these percentages are practically
insignificant. Even if the chances of 4 or 5 failures were better, the fact that 2-Replication can’t
always resolve 2 and 3 failures is already a great disadvantage, since any data loss is something
that we absolutely do not want as a company. Even if the chance of that failure being fatal is
small.
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6 Comparison

In this chapter we will compare the (14,10)-RS, the Piggybacked (14,10)-RS and the Heptagon-
Local Code. In order to do this, we will use the information that the literature provided us with,
and the information that we derived from it, which is all summed up in the previous chapters.

6.1 Repair bandwidth and storage overhead comparison

First we ask ourselves if we can compare the two codes, since we said in Section 2.1 that both
systems need to store the same amount of original data for that. The Piggybacked code stores
100 original symbols and the Heptagon-Local code stores 40 symbols. For that, we do the same
as we did when we wanted to piggyback the parity nodes of the (14,10)-RS code in Section 3.2.2:
we store multiple systems in the same nodes. We will store 5 systems of the Heptagon-Local
Code in the same 15 nodes and we will store 2 systems of the Piggybacked (14,10)-RS code in
the same 14 nodes. This way we can make a fair comparison, which does not change the repair
bandwidth nor the storage overhead. We will see a more detailed explanation of this way of
adjusting a code in Section 6.3.1. The next table summarizes the found repair bandwidths of
the discussed codes:

1 failure | 2 failures 3 failures 4 failures 5 failures

(14,10)-RS 100% 100% 100% 100% data loss

PB’d (14,10)-RS 67.21% 91.23% 91.23%< x <100% | 91.23%< z <100% | data loss
HLC | 20.67% 47.33% 77.38% 100% ! 100% 2

Table 9: The repair bandwidths for the three evaluated codes: the (14,10)-RS Code, the Piggy-
backed (14,10)-RS Code and the Heptagon-Local Code.

We see that the Heptagon-Local Code scores more than 3 times better than the Piggybacked
RS Code when it comes to repairing 1 failure. Also, when 1 node fails in the Heptagon-Local
Code, no calculations need to be made since the symbols only need to be copied to the failed
node, where the Piggybacked RS code needs some calculation after the download of three times
more data. Also, when 2 failures happen the repair bandwidth of the Heptagon-Local Code is
almost 2 times better than that of the Piggybacked RS Code. Still, when it comes to storage
overhead, the Heptagon-Local Code costs way more.

Storage overhead
(14,10)-RS 1.4
PB’d (14,10)-RS 14
HLC 2.1

Table 10: The storage overhead for the three evaluated codes: the (14,10)-RS Code, the Piggy-
backed (14,10)-RS Code and the Heptagon-Local Code.

Since we do not know how much these two factors (storage overhead and repair bandwidth)
weigh in terms of money in comparison to each other, we will look at if what happens if we
change some parameters in both directions.

Tike described in Section 5.3 repair is possible in 89.74% of the cases.
2Like described in Section 5.3 repair is possible in 63.64% of the cases.
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6.2 Changing the Heptagon-Local Code

It is difficult to change the length of the Heptagon-Local Code. The only thing that comes to
mind when talking about changing something about it is combining two of these systems via
the adding two global parity nodes on both sides. This way we have 4 heptagons and 4 global
parity nodes connected alternately until the fourth global parity node is connected to the first
heptagon. This adds an extra layer of security for when 4 or 5 failures happen, namely when
for instance 3 failures in a heptagon happen, and a connected global parity fails, the heptagon
still has another global parity with connected heptagon to try and restore the failed nodes.
However, in comparison to the Piggybacked (14,10)-RS this adds even more storage overhead,
and the only thing it wins is more security, which the heptagon-Local Code already had. This
makes this idea condemnable.

6.3 Changing the Piggybacked (14,10)-RS code

As we know, the Piggybacked (14,10)-RS code performs great in terms of storage overhead,
however, we also saw that its repair bandwidth for when 1 failure happens is more than 3 times
higher then that of the Heptagon-Local Code. We will try and see what happens when we
increase the storage overhead to 2.1, which is nearly as high as that of the Heptagon-Local
Code (2.15). We first observe that this makes it a Piggybacked (21,10)-RS code, and we also
observe that this is the limit of the length when it comes to Piggybacking, since there are exactly
10 groups Sy, which is equal to the amount of systematic nodes, making g-vector consist of only
1 symbol. When we use the encoding algorithm, we see that we now have 19 instances in 10
systematic nodes, meaning our message is 190 symbols long. We have 10 groups S, all existing
of 1 systematic node, and we are able to define the v-vectors. Next are the g-vectors, which
all exist of just 1 non-zero entry of the corresponding p-vector. We can now Piggyback the 11
parity nodes accordingly to the algorithm.

6.3.1 Making a fair comparison

Remember from Section 2.1 that we said that a fair comparison means that both systems store
the same amount of original symbols. Now a system of the (14,10)-code stores 50 original
symbols, and a system of the (21,10)-code stores 190 original symbols. To this end we choose
to store 950 symbols with both codes (which is the smallest common multiple of 50 and 190).
This means that the (14,10)-code needs 19 systems of 10 systematic and 4 parity nodes, and
the (21,10)-code needs 5 systems of 10 systematic and 11 parity nodes. Since our nodes are
big enough in practice to store multiple systems, we can store all 19 systems of 14 nodes in the
same 14 nodes. Even so, we can store the 5 systems of 21 nodes in the same 21 nodes. This
looks as follows:

Ins 1 Ins 5 Ins 6 Ins 10 Ins 91 Ins 95
Node 1 ai,1 e ai5 a1,6 N 1,10 ce 1,91 e a1,95
Node 10 10,1 ‘e a10,5 10,6 ‘e @10,10 RN 10,91 ‘e a10,95
T T T T T T
Node 11 | pyaj | ... P as Piag | ... Pi a0 ... | pPragt | ... Pi ags
T T T T T T T T T
Node 14 | pja1 | ... | P1as +dioVa | P1A6 | ... | P4@10+Qy5Va | --- | P4A91 | ... | Py 954y 56V4

Table 11: Storing 950 symbols according to the Piggybacked (14,10)-RS scheme.
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Ins 1 Ins 19 Ins 76 Ins 95

Node 1 a1.1 . 1,19 . a1,76 N 1,95
Node 10 a10,1 cee a10,19 ce 10,76 . a10,95
T T T T
Node 11 | piag | ... Pi a9 ... | piaw | ... P71 Ags
T T T T 1 T
Node 21 [ pja1 | ... [ P29+ dijoVi1 | --- | P17 | -~ | P11395 + d11.49V11

Table 12: Storing 950 symbols according to the Piggybacked (21,10)-RS scheme

Now both codes store the same amount of original data. This means we are ready for a fair
comparison.

6.3.2 Comparing the Piggybacked (21,10)-RS with the Piggybacked (14,10)-RS

We will look at the repair bandwidths for 1, 2 and 3 failures in the Piggybacked (21,10)-RS
code. We start with 1. When it comes to restoring 1 failed systematic node, we can follow the
decoding algorithm from Section 3.2.1.

Example 6.1. Say node 1 failed.

1. We download all data from the last r — 2 = 9 instances in nodes {1,...,11}\{1}. We use
these symbols to repair the symbols of these instances. Now there are 10 symbols left to recover.
2. Since node 1 is in group S1, we download the 10 parity symbols that consist of a part that is
of the form g;1. We subtract the parts that are of the form pla; with i € {10,...,19} (which we
already downloaded).

3. There are no other nodes in group S1 so we do not have to download symbols from this
group. Therefore we have already recovered the lost data in the previous step. We thus needed
to download 10+9 parity symbols and 9*9 systematic symbols, making a total of 100 symbols.

This is a repair bandwidth of 100/190 = 52.63% which means that some progress is made for
the repair of a systematic node. However, for the parity nodes we get a repair bandwidth of
100%.

Example 6.2. When we look at the parity symbol of node 11 instance 20, we see that this
symbol consists of the encoded message vector asy, added by the sum of all parity symbols of
instance 11, nodes 12 to 21. When for example node 12 has failed, we can use that piggybacked
symbol of instance 20 for the repair of the lost symbol in instance 11. We do this by downloading
it, together with the 10 systematic symbols of instance 20 and the parity symbols of instance 11,
nodes 13 to 21. However, we now see that instead of downloading all 10 systematic symbols in
instance 11, we have to download 9 parity symbols in instance 11 together with the piggybacked
parity symbol in instance 20. This is also 10 symbols. When we do this for every instance we

see that we still need to download 190 symbols for repair, which makes the repair bandwidth
100%.

In general, the smaller the groups S, are, the smaller the effect of Piggybacking parity nodes
has on the repair bandwidth. This is also said in [4]. Since there are 11 parity nodes and only
10 systematic nodes, we know that the repair bandwidth of 1 failure in total is 52.63% x % +
100%* 31 = 77.44%. Remember that the repair bandwidth in the (14,10)-code was only 67.21%,
which means that by increasing the storage overhead, we also increased the repair bandwidth.
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We can almost already condemn this (21,10)-code, however, for the sake of completeness we
briefly discuss what happens for 2 and 3 failures. When one wants to check these repair band-
widths, one only has to check for 1 option, namely multiple failures happening in different
groups of systematic nodes. This is because when a parity node fails, the repair bandwidth is
now 100%, and there cannot be two failures in the same group since every group exists of only 1
node. The repair bandwidth of 2 failed systematic nodes is 74.21%, and when 2 failures happen
where at least one of them is a parity node, we have a repair bandwidth of 100%. This means

(10) (10) (11) (11)
Repair bandwidth for two failures = ~24  74.21% + ~L—~L 227 4 100% = 94.74%

(%) (%)
This in comparison to 91.23% with the (14,10)-code. In the same way we calculate the repair
bandwidth for 3 failed systematic nodes, which is 84.74%, giving a total repair bandwidth for
3 failures of 98.62%. Even if the repair bandwidth for 3 failures in the (14,10) code is 100%
(which is only an upper bound) this will not make up for the costs that are made for increasing
the storage overhead as well as for the repair bandwidths of 1 and 2 failures.

Theoretically there is one benefit to the (21,10) code, which is the fact that it can repair up to
11 failed nodes. However, we already know that the chance that we need to repair more than
4 out of 14 nodes at the same time is extremely small. Also, like we briefly saw at the end of
Section 2.1, when we increase the amount of nodes (from 14 to 21), the chance of node failures
within the system also increases. The repair of a server takes a certain amount of time, and
every server has a certain chance of failing within that time, say a. The chance that no server
fails in this time is (1 — a)' versus (1 — a)?!, so as we expect, this chance is greater for 14
nodes than for 21 nodes. So, not only do we increase the repair bandwidth, we also increase
the chance of a node failing. We can state that also the idea of increasing the storage overhead
of the Piggybacked (14,10)-RS code is condemnable.
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7 Conclusion and future work

In this chapter we will discuss the conclusions we can deduce from this thesis, then we will
discuss a list of recommendation for future work together with some remarks on what could
have improved the results of this thesis.

7.1 Conclusion

The two tables presented in Section 6.1 provide the best found results in this thesis. We
know that Piggybacking the (14,10)-RS code increases the quality of this the RS code itself,
however, in comparison to the Heptagon-Local Code one could argue which code works better.
One could say that the two codes serve different purposes. For instance when we look at the
difference between hot data (data that is being accessed a lot) and cold data (data that is not
being accessed a lot and is sometimes not even being accessed for months). A system like the
Heptagon-Local Code would work better for the storage of hot data since it can repair 1 failure
real quick, where the Piggybacked (14,10)-RS code would work better for cold data, since it
matters less that lost data takes longer to be repaired, while at the same time it keeps the
storage overhead costs low. However, the answer to the question we asked ourselves in Section
1.2 is yes: it seems to be profitable to switch from the RS code to either Piggybacking or the
Heptagon-Local Code.

7.2 Discussion and future work

We have discussed two recently found codes in terms of reliability, where we said that there are
certain chances of nodes failing and certain chances of that many failures being fatal to the data.
However, this comparison exists of a lot of numbers which can all be summarized in a beautiful
parameter called the Mean Time To Data Loss (MTTDL), which is a rather self-explaining
parameter. It is calculated for 2-Replication in [7] by using Markov chains, and the authors of
[6] used this method to calculate the MTTDL for the Heptagon-Local Code. If we would do
the same for the Piggybacked (14,10)-RS code, we would be able to specifically compare the
two codes in reliability. During the writing of this thesis, it was in fact planned to include this
parameter in the comparison. However, a week before the deadline we found a mistake, which
left no time for the inclusion of new work. Another interesting matter is that we saw that
increasing the storage overhead in the Piggybacked (14,10)-RS code also increased the repair
bandwidth. This arises the question of what would happen if we decrease the storage overhead
and for instance look at an (13,10)-code. Would this also decrease the repair bandwidth, and
how would this affect its MTTDL? Then, it would be easier to compare codes if we would know
how often a node fails, how long it takes to repair a node and how expensive storage overhead
is. Different practical researches have been done on this subject but results differ quite a lot
from each other. At last, in [2] 8 recently found codes are named. We only discussed two, so
there are 6 more codes left to cover.
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A From basic erasure coding to Reed Solomon Codes

This appendix is made as an alternative for Chapter 2. One could read it in full and should
then be able to proceed reading at Chapter 3.

In this thesis we will discuss two recently found codes and we will compare them with Reed
Solomon, but before we can do so, we must first understand what erasure coding is and work
our way to the definition of a Reed Solomon Code. We start off with an introduction to code
design. We continue with three ways of modifying a code. Then we proceed by looking at two
classes of codes: cyclic codes and BCH codes. This because Reed Solomon codes are a special
case of BCH codes which is a special case of cyclic codes. Most results found in this chapter
are derived from [3].

A.1 An introduction to code design

In this section we will discuss the way erasure correcting codes are constructed and how they
work. We will first look at this intuitively and than generalize it to the basic mathematical
fundamentals for erasure correcting codes. The data we discussed in Chapter 1 is stored in the
form of bits; zeros and ones. The servers in which the data like photos etc. is stored are called
information servers. To these servers, parity servers are added and connected in a way that
certain groups of nodes should be able to repair a failed node when necessary. Each method
has its advantages and its disadvantages. We will now look at an example of this, based on the
following two codes.

Example A.1.

o] [2]lo]]1] =

Information | 1 | [ O | [0 | |0 1 0 IB' 0

servers | 1 0 0 1 1 0 0 0 PA 1
RN 1{lojjo||1|] X |o
T o] 2 |
0 1 0 1 Information Back up

Backup | 1 0 0 0 servers server

servers 1 0 0 1
RSN AR (b) One parity server based on the sum of each row

(a) A direct copy of every information server. of bits of the information servers.

Figure 4: Two examples of relatively simple codes.

We can see that there is a trade-off in these two codes when looking at their structure. The first
code stores 2 times as much data as the original message size, where the second code only stores
25% extra data. We call this concept storage overhead, which is defined as the total amount
of data divided by the size of the original data (in this case respectively 2 and 1.25). However,
when in the first code a server fails we only have to read&download 25% of the message size
(namely the 4 symbols in the copied server) to restore the lost information, where in the second
code we need to read&download the data from all four remaining servers, which stores as much
as the whole message. This is called the repair bandwidth (in this case respectively 25% and
100%). What is also important to notice is that when two nodes fail in the first code, there is
still a chance that the message can be recovered, for instance when node 1 and 2 fail, but when
two nodes in the second code fail, the message is forever lost. However, there is also a counter
argument to this concept. The repair of a server takes a certain amount of time, say 1 day, and
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every server has a certain chance of failing within the next 24 hours, say a. Then with a system
of 8 servers where 1 is down, the chance that at least one other server failing within 24 hours is
1 — (1 — )7, where with a system of 5 servers that chance is only 1 — (1 — a)*. These are all
factors that we have to consider when comparing codes.

We will now look at the concept of backing up information servers more mathematically based
on Example 2.1. We take the first bit of all the information servers, and put them into a message
word, defined as m = miymaoms...my, with k the length of the message word(= the amount of
information servers). We map this message into a code word ¢ = cycacs...c, with n > k the
length of the code word(= the total amount of servers), via multiplication with an k x n matrix
called the generator matriz. Note that in general the first k bits of ¢ don’t necessarily need to
be the same as the bits of m. We will now extend Example 2.1 by looking at their generator
matrices.

Example A.2. On the left we see generator matriz G, that maps any message word of length
4 into a code word of length 8 consisting of exactly two times the message word. On the right
is generator matriz Gy that maps a message word of 4 bits into a code word of 5 bits consisting
of the message word followed by a fifth bit that represents the sum of the four previous bits.

10001000 1000 1
01000100 01001
Ga=10 01000 1 0 G=10010 1
000710001 00011

We note that both matrices are of the form [I|P], with Ij the k x k identity matrix, which
results in the message word being contained in the code word it has been mapped to. These
codes are called systematic. Any generator matrix can by Gaussian elimination be transformed
into a systematical matrix, which results into all the parameters of the code staying the same.
Only which message word maps to which code word changes. (Note that not all parameters of
a code have yet been discussed.) To this end for simplicity reasons we will sometimes assume a
code to be systematic. This can be done without loss of generality.
In order to determine a codes quality we will look at some definitions and put these together
into an important parameter called distance. We note that these codes are made of vectors over
g a finite field with q elements and n the length of vectors in C. In Example A.2 these were

and F3 resp.
Definition A.3. A code C is said to be linear if its vectors form a linear subspace of vector
space V of rank k over Fy.

Remark A.4. In the case of binary codes, one only has to check whether addition of two code
words gives another code word to see if a code is linear.

Definition A.5. The weight of a binary code word c is defined as

i€[l,n] Ci-
Notation: wt(c)

Definition A.6. Let C be a binary code. The distance d between two code words x and y in C
is defined as wt(x-y). The distance d of C is defined as min{wt(x — y)|x,y € C A\ x # y}.
Notation: d(z,y) and d(C) resp.

As we will see shortly after, the distance of a code is a significant parameter. However, to make
a list of all possible code words and compare each pair in order to get to know the distance is a
lot of work, especially with codes that are being used in practice. To this end we will now show
a very helpful lemma for finding the distance of a linear code.
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Lemma A.7. Let C be a linear code. Then d(C) = min{wt(z)|lzc C Nx# 0}

Since in this thesis we will only be looking at linear codes, Lemma A.7 will be saving us a lot
of work.
To know the distance of a code is of great importance in the field of erasure correcting code,
because this shows us directly how many erased nodes the code is able to correct by the following
relation.

Lemma A.8. Let C be a code with distance d. Then the code can always correct at least d-1
erasures.

Proof. Let ¢ € C be arbitrary. Since the distance is d we know that, in relation to any arbitrary
c* € C, c is unique in at least d bits. Now say that an erasure appears in d — 1 random bits.
Since ¢ was different in at least d bits, there now is at least 1 bit left that distinguishes ¢ from
c*. Since ¢ and ¢* were randomly chosen, this holds for any pair of code words in C. O

We will now look at a new code called the Hamming code and use this example to summarize
what we have seen so far, and to introduce three ways of modifying the standard form of a
code. A Hamming code is a (n =2 — 1,k = 2™ — 1 —m,d = 3)-code for any m € N (e.g., a
(7,4,3)-code, a (15,11,3)-code, etc.). However, most of the times when a certain code is used in
practice, for multiple possible reasons these standard parameters do not meet the requirements.
Say a company would want to use a code with 13 servers (n=13), then the Hamming code would
not be usable. In this case, one could use one of these three ways to modify a code: extending,
shortening and puncturing. First we will summarize this chapter based on the (7,4,3)-Hamming
code and then we will discuss these methods.

Example A.9. The generator matriz of the (7,4,3)-Hamming code is defined as follows:

1000111
o o1 00110
Hamm =10 0 1 0 1 0 1
0001011

One can check that this code is linear. We notice that G gamm is of the form [I14|P] which means
this code is systematically. Let us now use Lemma A.7 in order to determine the distance of
the code. We multiply the 16 possible 4-bit vectors by the G gamm and find a list of all possible
code words:

0000.000 1000.111 0100.110 1100.001
0001.011 1001.110 0101.101 1101.010
0010.101 1010.010 0110.011 1110.100
0011.110 1011.001 0111.000 1111.111

We observe that the minimum weight of the code words (that is not the zero word) is 3, therefore
by Lemma A.7 we confirm d = 3. Lemma A.8 directly gives us that this code can repair any
combination of 3 — 1 =2 erasures.
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Corollary A.9.1. We can look at Ggamm in o different way:

C1 =M1
Co =My
C3 =3
Cq4 =My

c5 =c1 + c2 + C3
Ccg =C1+Cca+cy

cr =cC1+c3+ ¢y

Corollary A.9.1 visualizes how an erasure can be repaired. For instance when co fails, we can
easily see that we either need to access nodes cs, c1, c3 or nodes cg, c1,cq. This idea is also used
when hot data is stored on a server, which means that a lot of computational power is asked
from the server. When hot data is stored in co, a client asking for this data can simply be
redirected by combining the data stored in c5, c1, c3.

We will now move on to the three ways to modify a code by using Example A.9.

A.2 Three ways to modify a code

We start off with extending. This is a technique that extends the length of the code by 1, in
order to increase the distance of the code by 1. By Lemma A.8 this provides the code with the
ability to repair an extra erasure. Extending works by adding a 0 to each code word with an
even weight, and a 1 to the words that have an odd weight. Thus this extra bit is determined by
taking the sum over the bits of the code word. In a generator matrix this means that a column
consisting of all ones is added to the end. For the Hamming code this means the generator
matrix would now look like:

10001111
01001101
Gramme=t = |0 g 1 o 1 0 1 1
000710111

The result is a (8,4,4)-Hamming code. Note that k& did not change. Extending a code seems
like an endless solution, however:

Theorem A.10. Let C be a code. Extending C increases d(C) by 1 <= d(C) is odd.

Proof. First let d(C) be even. We take a pair x,y € C with d(C) = wt(x-y) arbitrary. Now
either wt(x) and wt(y) must be even, or wt(x) and wt(y) are odd. In the first case, by the
definition of extending, a zero is added, while in the second case a one is added to both x and
y. This means that either way wt(x-y) has not changed and therefore d(C) has not changed.

Now let d(C) be odd. We take a pair x,y € C' with d(C) = wt(x-y) arbitrary. Now it must
be either that wt(x) is even and wt(y) is odd or the other way around. In this first case x is
extended with a 0 and y is extended with a 1 which means wt(x-y) has increased by 1. The
other way around works similarly. Since this hold for any pair in C, we conclude that d(C) has
increased by 1. O
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We will now look at two methods that decrease the value of n. The first one, shortening, affects
the value of k whilst keeping d constant most of the times. The second method, puncturing,
affects the value of d whilst keeping k constant.

Intuitively shortening consists of the following steps:

1. We choose a position between 1 and n

2. We keep only the code words that have a 0 on this position

3. In these remaining words we delete the zero’s on this position (since they are all zero this
doesn’t affect the code)

This means that n has decreased by 1, and for linear codes we can say we now end up with
half of the amount of code words we started with. Theoretically it could have happened that
in all the pairs of code words x,y € C for which d(C') = wt(x —y) holds, at least one of
them was deleted during the shortening. In this case d(C) would have increased by at least
one. However, for two reasons in this thesis we will assume that this is not the case. The first
reason is that this almost never happens, and the second reason is that we are interested in the
'worst case scenario’. More generally, shortening corresponds with deleting a server node, ergo,
deleting a column and its corresponding row from the generator matrix. Thus, after shortening
a (n, k,d)-code one time we end up with an (n — 1,k — 1,d)-code. Shortening can be repeated
as many times as desired.

The last method, puncturing, means deleting a column of the generator matrix. Whenever this
happens with an (n, k, d)-code, we end up with a (n — 1, k,d — 1)-code. Puncturing is a useful
tool for example when a company has decided that the amount of information servers is fixed.
Since we will not be using puncturing in this thesis, we will not further discuss this.

A.3 Code words as polynomials

Reed Solomon is a class of codes that is being used a lot in practice. This, because Reed
Solomon codes have a lot of benefits in comparison to other well known codes. For instance, a
user of Reed Solomon codes can choose the amount of information servers and parity servers
very easily, and Reed Solomon codes are reliable meaning that they can be repaired still after
relatively a lot of erasures. In the remaining part of this chapter we will discuss what Reed
Solomon codes are exactly. To do so, (since Reed Solomon is a special case of BCH codes, which
is a special case of cyclic codes) we will look at cyclic codes and BHC codes before we move
on to Reed Solomon codes. Still, since our goal is to define Reed Solomon codes, we will not
discuss all properties concerning cyclic codes and BCH codes. We start off with this section
about introducing a new way of notation of code words which we find adequate when discussing
any kind of cyclic code in general.

A word v of length n we can notate as the polynomial v(x) = ag + a1z + aox® + ...+ apy_1ax" !

of degree n — 1, where ao, ..., a,—1 are elements of ;. We find this adequate because we can
calculate more easily with polynomials in comparison to just a list of bits. To this end, let’s
define the way we calculate with these polynomials. Adding and subtracting works exactly the
way we expect it to work. When for instance f(x) and g(x) are polynomials over Fa (which
means that 1 +1 = 0) we know that f(z) — g(z) = f(z) + g(z) = g(z) — f(z). We can also
observe that if f(x) and g(x) both are of degree k, then since z* + 2% = 0 we see that (f +g)(z)
is of degree < k. We will look at multiplication in the following example.
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Example A.11. Let f(z) =1+ 22+ 2% and g(x) =1 +x + 3. Then
fl@)glz) = A+22+2HQ+24+23) = 101+z+22)+221+2+23) +24(1 4+ 2+ 23)
= l4z+a3+22+23+2°+at+25+27 = 1+a+22+a2t+2".

To close it off, we discuss dividing two polynomials by long division.

Example A.12. Let f(z) = 1+ 23 + 2% + 25 + 27 + 2% and let g(x) = 1 + 22 + 23. By long
division we find

T422+2% ) 1+ 42t +a5+27+28 \ 22423+ +1
i o A
1+ 23+ 2t + 2% + 28
a3+ 2° + -
142
R A
1+ 423
1+a°+a°—

3:—1—902

Thus the remainder of this division is 2 + 22. We can look at this the following two ways:
1. f(z)= 1 +z+23+2°)9(z) + (z + 2?)
2. f(z) = (z +2?) mod g()

Especially the second way of looking at this division, modulo arithmetic, will be of great sig-
nificance. We will from now on say that if two polynomials, say f(z) and h(x), that are not
necessarily the equal to each other, but after division by some polynomial g(z) their remainders
are both equal to r(z), then f(z) and h(x) are equivalent (modulo g(z)). That is if f(x) mod
g(z) = r(x) = h(z) mod g(x). We denote this by f(z) = h(z) (mod g(z)).

A.4 Cyclic codes

As said before, Reed Solomon codes are cyclic codes, therefore in this chapter we will define
cyclic codes followed by some useful properties of cyclic codes. First we will define what a cyclic
shift of a code word is.

Definition A.13. Let C be a code with v = vivovs...v, in C. We define the cyclic shift of v as
(V) = VpU1V2... V1.

Definition A.14. Let C be a code. C is said to be a cyclic code, if for any arbitrary v € C it
holds that m(v) € C.

Note that by using induction on Definition A.14 we see that if C is a cyclic code and v € C
it holds that ’(v) € C for 1 < i < n. When we want to combine the polynomial notation we
introduced in section A.3 seen and the concept of cyclic codes, we notice that a cyclic shift in
a polynomial is nothing more than multiplying by x and looking at it mod 1 + z™. Note that
our polynomials were (and in this way will stay) of degree n-1 and that 1 = z" (mod 1 + z").
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Example A.15. Let C be a code and let v € C than the polynomial corresponding to v is
v(z) = vo + v1z + v2x?® + ... + v,_12" L. Now we multiply v(z) by x and find xv(x) = vox +
vi1x? + vz + .+ v z"

= Up_1 +vox + V122 + ... + vn,Ql‘"—l(mod 1+2x™).

The remaining part of this chapter we focus on the minimal (non-zero) polynomial of a code
we call the generator polynomial. We will proof that there is in fact a unique polynomial of
minimal degree, and we will show how it ’generates’ the code. The generator polynomial will
later on be used to construct the parameters of a Reed Solomon code.

Let C be a cyclic linear code. We claim that there is one unique non-zero polynomial g(x) of
minimal degree. This is true due to the fact that if there was another polynomial ¢'(z) with
the same degree as ¢g(z) then the polynomial ¢’(x) + g(x) (which is in C because of linearity)
would have a degree of at least one less than themselves. However, since g(z) and ¢'(x) both
had minimal degree, this can only be the case if the obtained polynomial is 0, but that would
mean that ¢’(z) = g(x). Thus, there is a unique polynomial of minimum degree in C.

Definition A.16. Let C be a cyclic linear code. The generator polynomial g(x) is the non-zero
polynomial in C of minimal degree.

We call it a generator polynomial because it generates a code C in a way that every code word
v(x) € C has the property that g(x) is a divisor of v(x). That is, for v(x) € C' there exists an a(x)
so that v(z) = a(x)g(x). Also any multiplication of g(z) with a random polynomial a(z) is again
a code word. For the next observation we take v(z) € C where words in C have length n. We say
that g(x) is of degree n—k and we write v(z) = a(x)g(z) = agg(z)+arzg(x)+...+ap_12*1g(x)
(where ag, ...,ax—1 € 0,1). From this notation we see that our arbitrary chosen v(z) € C, and
therefore any code word in C, is in the span (g(z), zg(z), ..., 2" 'g(x)). This shows two things.
First, it shows that we can make a generator matrix for this cyclic linear code quite simply.
Remember that there are more than one possible generator matrices for a code, however, the
easiest one to find is most definitely notated as:

Observe that from the generator polynomial we can construct the generator polynomial, and
we can see the dimension k of the code without any work.

Second, it shows that any code words polynomial, multiplied by a random polynomial, is again
a code words polynomial. Let C be a cyclic linear code and take v(z) € C. We show that
c(x) = a(z)v(z) is again in C. Since generator polynomial g(z) is a divisor of v(z), say v(z) =
b(x)g(z) we write ¢(x) = a(x)b(z)g(x) and since any multiplication of a random polynomial by
g(x) is again a code words polynomial we conclude that this not only holds for the generator
polynomial, but for any code words polynomial.

A.5 BCH codes

BCH codes are cyclic polynomial codes over the finite field GF(q") with ¢ prime, in our case
q = 2, and r a positive integer. This means words have length r. We move on to the concept of
constructing GF(2") using a primitive polynomial. We first look at an example and use this to
discuss the concepts.
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Example A.17. We construct GF(2%) using the primitive polynomial h(z) = 1 + x> + 2*.
Remember that in this case 1 + 23 = x*(mod 1 + 23 + z*). We take primitive element 3 = x
and calculate all the powers of 3

power of /3 polynomial in x (mod h(x)) word
- 0 0000
B 1 1000
B X 0100
B2 x? 0010
B3 3 0001
B r=1+23 1001
e P=c+azt=1+z+23 1101
36 =+ +2t=1++22+2° 1111
B7 =14+ 22 1110
38 2 =x+ 2%+ a3 0111
B9 2 =1+22 1010
B10 210 =g 4 23 0101
Bt e =1+42%+23 1011
B2 22 =1+ 22 1010
B3 2B =z + 22 0110
Bl 2l =22 4 23 0011
B P =3 4t = 1000

We see that every non-zero word of length 4 is expressed as a power of 8 where 81° =1 = j3°
and the cycle starts over again (so 3% = 3 and so on). In general, when p¥ "l =1and " #1
for 1 <m < 2" —1 we call § is a primitive element. However, to be able to construct GF'(2") in
such a way at all, we need a primitive polynomial as well. When § = z is a primitive element
of the polynomial, the polynomial is primitive. Such a construction is essential to both BCH
and Reed Solomon codes.

Another concept that plays a great role in the classes of BCH and Reed Solomon codes is that
of the minimal polynomial. One of the great advantages of Reed Solomon codes is that one can
design the distance of the code (and therefore the amount of nodes that can be repaired) very
easily. To do so, one needs a generator polynomial and a minimal polynomial, consequently we
will discuss the matter of minimal polynomials next.

We first define an element « is a root of a polynomial p(x) if and only if p(«) = 0, and we notice
that K[x] is the set of all polynomials over K (so with all coefficients being either 0 or 1).

Definition A.18. Let o € GF(2"). The minimal polynomial of o, mq(x), is the polynomial in
K[x] of smallest degree having « as a root.

Theorem A.19. Let o € GF(2"). Then a,a? o, ..., a2 are exactly all the roots of my(x).

Example A.20. When using the construction of Example A.17 we find that o = B° gives
the minimal polynomial ms = (z — a)(x — a?) = (z — B5)(z — B10) = B + Bozp02 + 22 =
1+ (1101)z + (0101)z + 22 = 1 + 2 + 22 + 2* + 2% + 2* + 22 = 1 + 2 + 2%, Notice that since
a? = B2 = 35 we stop at a®. Also we see that myg = (v + a)(z — a?) = (x — B10)(xz — B%) so
ms = mig. The rest of the powers of B can be used to calculate the other minimal polynomials
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in the same way. This gives:

mip =Mmg =MmMg4 =Mg = 1+ZL‘3+:E4
ms = meg = Mig = Mg = 14z +22+ 23+ 2°

ms = mig = 1+$+x2

mr=my=miz=my = l+z+a?

A.6 Reed Solomon codes

Reed Solomon (RS) codes and BCH codes are very much alike, but still RS codes are being
used in practice a lot more than other BCH codes. The significant difference to the codes
we have discussed before, is that the symbols of a code word were singular bits, where in
Reed Solomon codes this is not the case anymore. In Reed Solomon codes when for instance
we work over the field GF(23), a symbol consists of 3 bits (which makes 8 possible symbols
instead of 2) and all code words contain 2% — 1 = 7 symbols. When for example we use the
GF(2*) of Example A.17, a word can look like this 5%/3°1000000000000 which makes it the word
0111.1101.1000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000.0000 in terms of bits.
We first formally define RS codes and then we will look at the parameters of the code and give
an example. We close the chapter off with a theorem about shortening RS codes. Something
which is done a lot in practice.

Definition A.21. A binary Reed Solomon code RS(2",d) is a cyclic linear code over GF(2")
with generator polynomial g(z) = (8™ + x)(B™*2 + x)... (™41 4 1) form € N and B a
primitive element of GF(2").

We see that we can design the distance d of an RS code by choosing at what power of 8 we stop
during building the generator polynomial. To summarize the parameters of an RS(2",d) code:
n=2"—-1,

k=2"—d,

The amount of possible words = 27%

So we see that by choosing r and d, the other parameters immediately follow. Also a possible
generator matrix is the same as we discussed in BCH codes, namely the rows represent the
k — 1 cyclic shifts of g(x) and g(x) itself. We will now look at an example of an RS code, where
almost all concepts we have seen will come across.

Example A.22. Let C be the RS(8,5) with generator polynomial g(x) = (1 + x)(3 + z)(8% +
x)(B3+x) using GF(23) constructed by using primitive polynomial 1 +x+23. Thenr =3,d =5
which gives:
n=2-1=7,
k=23—-5=3,
Amount of code words = 233 = 512.
From the construction of GF(23) by using 1 + x + 23, given in Appendiz, we find that g(x) =
B+ (B0 + B + B+ B%) + 2?(B° + B+ B+ B+ B2+ B) + 2P (1+ B+ B2+ ) +at =
B8 + Bz + pPx? + p2a® + xt which gives a generator matrix:

,86 55 55 ,82 1 0 0

G=|0 p° p°> B> B> 1 0
0 0 66 /85 B5 62 1

Encoding for instance the message word m = 3*1 gives the code word ¢ = mG = 754520051
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In practice RS codes are shortened a lot. We end this chapter by discussing how this affects
the code. When we shorten the RS(8,5) of the example from above we know from section A.2
that n = 6,k = 2,d = 5 and since there are 8 possible symbols in each of the three positions,
and we now only have 2 positions left, we see that the amount of code words is still 2"% which
is now 2%*2 = 16. We generalize shortening an RS code in the next theorem.

Theorem A.23. Let C be an RS(2",d) code with generator polynomial g(x). The s-times
shortened RS(2",d) code has:

n=2"—-1-—s

k=2"—-—d—s

Amount of code words = 2%

The generator matriz is
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B Repair of two failed nodes in the same group after Piggy-
backing

In this appendix we look at the the optimal repair scheme of two failed systematic nodes in the
same group after Piggybacking the (14,10)-RS code of Section 4.2. We look at the situation
where nodes 6 and 7 fail, which are both of group S2. When we look at Table 3 we first note
that the symbols in parity nodes consist of parts with a p-vector and parts with a g-vector. To
refresh our knowledge about these vectors: the part with a p-vector is made out of a message
vector a; consisting of 10 systematic symbols in instance j, which is then multiplied by a Reed
Solomon encoding vector p. A g-vector is also a vector of length 10 but with only a few entries
matching to its corresponding p-vector and the rest zero’s, depending on which group S, it
corresponds to. Now lets look at what we can do with this information. If we for example want
to restore the first symbol of node 1, we could download the first parity symbol pfa; together
with the remaining 9 systematic symbols of this instance, and then subtract the downloaded 9
systematic symbols from this parity symbol. Now we are left with the first symbol of node 1.
The lesson we learn from this is

Remark B.1. Since a p-vector is of length 10, we always have to subtract 9 systematic symbols
in order to be left with the 10

When we would do the same with a g-vector instead of a p-vector, we would only have to
subtract 2 or 3 symbols, in order to be left with the 1 missing symbol. Without the piggybacking
algorithm we would have to download 5 parity symbols with a p-vector (1 in each instance),
together with 9 systematic symbols in each instance to be able to repair 1 failed node, leaving
the repair with a repair bandwidth of 100%. When 2 systematic nodes fail we would need to
download 2 parity symbols in each instance, together with the 8 remaining systematic symbols,
again with a repair bandwidth of 100%, and so on. We deduce from this that the only option
for reducing our repair bandwidth is to make use of the g-vectors as much as possible, and
avoid using p-vectors. To this end, we will (same as in the repair of one failed node) download
the parity symbols from instance 4 from node 12, instance 3 from node 13, and instance 5 from
node 14 because they are the only symbols that contain q; . These are

pzTa4 + q2T,2V2 q3T,233 - (P§a4 + p§a5) p4Ta5 + q4T,2V4

We see that these also contain p-vectors, but only from instances 4 and 5. This leads us to the
unavoidable downloading of the 8 remaining symbols from both instances and subtract these
from the terms. Now we are left with only the parts with a g-vector. Remember that q; , means
that these terms consist of only symbols in group Se. This gives us only 1 option for efficient
repair. Since node 5 is still available, we download the three symbols in this node from instance
1, 2 and 3 and we subtract these from the parts with the g-vectors which leaves us with the
following:

p2,6(aea + ag3 + 2a62 + 4as1) + po7(ara + ar s + 2a72 + 4az 1)
p3.6(a6,3 + asa + ass) + p37(ars +ara+ars)
pas(asa + as3 + 4as2 + 16a6,1) + par(ara + a7 3 + 4az 2 + 16a7,1)

Here p; ; is the 4% entry of the vector p;. What we see is that we have 3 equations, with 10
symbols unknown. In other words, we will need to restore 7 symbols in another way, or we need
to add 7 more equations in order to be able to use this system of equations. Let us review our
possibilities. In the next table we see the result of the Piggybacking encoding scheme like in
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Table 3, where an empty entry represents a symbol we already downloaded and an x represents
a missing symbol that we want to restore. In other words, here we see the remaining options
we have for downloadable symbols.

Node 1 a1 | d12 a1.3

Node 2 a2,1 2,2 42,3

Node 3 a1 as,2 as3,3

Node 4 4,1 a4,2 4,3

Node 5

Node 6 X X X X X

Node 7 X X X X X

Node 8 as,1 ag.2 as,3

Node 9 ag,1 ag9,2 49,3

Node 10 a10,1 | 10,2 a10,3

Node 11 pla; | pfag pl aj Pl ay Pi as
Node 12 pla; | play q{lag - (play + plas) plas + ql 3vo
Node 13 pg:al pgag pgazx + Q§1V3 Pgas + qg:3V3
Node 14 pla; | p]ag ngag - (pfas + Pias) | plas + q4T,1V4

Table 13: An overview of downloadable symbols. An empty entry represents a symbol we have
already downloaded and an x© marks a missing symbol that we are trying to restore.

What we are trying is to do is restore the missing symbols without downloading all a; ;’s. We
have 3 types of options for downloading a parity symbol in order to add an equation to our
system:

1. If we download node 11, instance 1, in order to add an equation, we immediately need to
download all 7 remaining a; 1 for subtraction. However, when we downloaded node 11 instance
1, we can download node 12 instance 1 without having to download any extra symbols (of
course, proceeding by downloading also node 13 instance 1 is not an option since there are only
2 symbols missing from instance 1). The same holds for instance 2.

2. The second type is downloading node 11, instances 4 and 5. These are what we can call
'free’ equations because the systematic symbols of these instances are already downloaded.

3. The last type is to download one of the parity symbols in from nodes 12, 13, 14 in in-
stances 3, 4, 5. These require the download of a part of the remaining downloadable systematic
symbols, since we need to subtract the g-vector parts to be left with another of our so called
free equations (e.g., when we choose to download p?;a4 + q§IV3, we also need to download
the systematic symbols of nodes 1, 2, 3 and 4, to subtract the q§IV3 part). However, if we
choose this option, we must avoid downloading two symbols where one requires the download
of systematic symbols of group 1, and the other requires the download of the symbols of group
3, because then our repair bandwidth automatically is above 100%.

Since the parity symbols of node 11, instance 4 and 5 are the only symbols that do not require
any extra download, we choose these two in any case first. We add these two to our system
of equations, which leaves us at having to add 5 more equations. Now we proceed by noticing
that the download of instance 1 node 11 and 12 requires 7 systematic symbols, the download of
instance 2 node 11 and 12 requires 7 systematic symbols, and the download of instance 3 node
12 and 14 require 4 and 3 systematic symbols respectively. However, one can see that when we
choose the last of these three options, we can add a free equation in node 11 instance 3. Shortly:
if we choose the three parity symbols from instance 3, which requires only the download of the
systematic symbols of instance 3, and then we choose to download the first two parity symbols
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from instance 1, which also requires downloading 7 symbols, thus saving the download of 7
systematic symbols in instance 2.

We have now found an upper bound for the repair bandwidth, which is 86%. We will now
show that this is also the lower bound. For that, we go back one step where we are in the
situation of Table 13, just after downloading the parity symbols of node 11, instance 4 and
5, because up to that point we did not make any choices ourselves. Now, we remember that
there is no point in downloading 3 parity symbols from instance 1 and 2, we can download
a maximum of 2 parity symbols in these instances. We are for the same reasons limited in
downloading parity symbols concerning the other three instances, and we already downloaded a
parity symbol concerning instances 4 and 5. We know that, in order to save 8 or more symbols,
we must save downloading systematic symbols in at least two different instances. From this
point in the downloading process, we need to download 5 more parity symbols to add to the
system of equations. We will review the options:

- We cannot download a symbol of instance 4, because then we are left with 9 systematic sym-
bols, and we have 4 more equations to add, which is not possible.

- If we download a parity symbol from instance 5, we are left with 3 times 4 systematic symbols,
meaning that we have to add 4 more equations with downloading only from 1 instance, which
is not possible.

- If we download 2 parity symbols from instances 1, we cannot download from instance 2 and
vice versa.

This means that our found repairing method was the optimal method. We might have one
more concern, which is that we Piggybacked the parity nodes with m = 2, which means that
the structure of the second systems differs from the first. One can however check that this does
not affect the repair bandwidth with our repair method.
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