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Abstract

Temperature sensors are widely integrated in high performance systems, e.g. microprocessors. If the die tempera-
ture becomes too high, the processor must throttle its clock speed to prevent reliability problems. is application
requires temperature sensors that can be integrated in the same advanced technologies as the microprocessor, and
that can operate from the same low supply voltage. Since many temperature sensors are required, it is important
that they only require a minimal amount of trimming.

ermal noise can be exploited as a temperature sensing principle in any technology with resistive elements.
Since thermal noise is a fundamental physical phenomenon, it is inherently accurate and linear. e noise power
only depends on the measurement bandwidth, which can be easily calibrated.

Previous noise-based temperature sensors required very longmeasurement times to achieve decent resolution.
is is because only small measurement bandwidths could be achieved with discrete measurement setups. By
integrating the noise-thermo-meter on chip, and using the increasing speed of more advanced technologies to our
advantage, resolution can greatly improve.

is thesis presents the first on-chip noise-based temperature sensor. A prototype chip has been fabricated
in a standard 160 nm CMOS process and it achieves a resolution of 0.93 °C in 1 s. e sensor can achieve an
inaccuracy of 6.8 °C (3σ) from -70 °C to 50 °C with a single point trim and an inaccuracy of 6.1 °C (3σ) from -70
°C to 95 °C with a two-point trim. e sensor occupies a die area of 0.15 mmኼ and consumes 1.9 mW from a 1.8
V supply. e design demonstrates that a pure electrical calibration should be possible, and both the resolution
and accuracy are expected to improve in more advanced CMOS processes.
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1
Introduction

is chapter will start by addressing the intended application of the temperature sensor (Section 1.1). Next, a sum-
mary of previous research will be given in Section 1.2. Section 1.3 then discusses how a noise-based temperature
sensor can improve on the current state-of-the-art.

1.1. Application
As predicted byMoore’s law, the number of transistors in integrated circuits (ICs) has doubled approximately every
two years. is development has been made possible by the continuing CMOS technology scaling. As a result,
high performancemicroprocessors and systems-on-chip are available that contain billions of transistors operating
with a clock speed exceeding 1 GHz.

Due to the increase in clock speed and the large number of integrated devices, the dynamic power consumption
of ICs increases. Moreover, leakage currents are also larger for more advanced technologies and higher temper-
atures. is results in a dramatic increase of power density and die temperature. If no actions are taken, these
self-reinforcing trends threaten chip reliability.

erefore, state-of-the-art microprocessors embed many temperature sensors for thermal monitoring. When
the on-chip temperature reaches a reliability limit, the microprocessor must slow down. Hence, the speed and
accuracy of these on-chip temperature sensors directly affect the microprocessors performance. A measurement
time of less than 10 ms is required, since the temperature can rise as fast as 0.5 °C/ms [3]. With a 5 °C error in
the temperature reading, a typical microprocessor’s power dissipation must be set 10 W below its actual thermal
limit [4]. Considering that most microprocessors dissipate less than 100 W, this translates into a significant loss
in computing power.

Since the temperature sensors need to be integrated in the microprocessors, they must be implemented in
the same advanced technologies. In addition, due to the scaling of supply voltages in advanced technologies, the
sensor must be able to operate from sub-1V supplies. Another requirement for the temperature sensor is that it
needs a minimal amount of trimming in order to keep calibration costs down. is is very important, because
modern microprocessors contain many temperature sensors [5].

In summary, thermal monitoring applications require accurate low-voltage temperature sensors that can be
integrated in advanced CMOS technologies and require minimum calibration.

1.2. Existing approaches and their limitation
Different types of temperature sensors are available. A general temperature sensor survey is presented in [1] and
shown in Figure 1.1. From this figure, a general trend of decreasing accuracy with smaller process nodes becomes
clear. In this survey four main types of temperature sensors are distinguished: BJT-based, MOS-based, resistor-
based and TD-based temperature sensors.

MOS-based temperature sensors
e previously mentioned survey shows that in general MOSFET-based temperature sensors have a low resolu-
tion, and are inaccurate even when using multiple trimming points. erefore, this type of sensor is not further
discussed.

1
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Figure 1.1: e relative inaccuracy versus the process node
(Source: [1]).

Figure 1.2: e energy per conversion versus the resolution
(Source: [1]).

Figure 1.3: BJTs as temperature sensing elements (Source: [2]).

BJT-based temperature sensors
In a BJT-based temperature sensor, bipolar junction transistors (BJTs) are used to measure the temperature, see
e.g. [2]. is is achieved by biasing two BJTs at different current densities with a fixed and known ratio. e
resulting base-emitter voltage, 𝑉ፁፄ , and the difference between the two base-emitter voltages, Δ𝑉ፁፄ , are used to
measure the temperature. is is illustrated in Figure 1.3.

Paper [2] also demonstrates that voltage calibration can be used to trim the temperature sensor. Since this is
based on electrical measurements, no temperature-stabilized environment is necessary.

In a CMOS technology, parasitic BJTs are used for the bipolar core of the sensor. While BJT-based temperature
sensors can achieve an accuracy below 0.2 °C in mature CMOS technologies, their accuracy deteriorates when
integrated in nanometer CMOS technologies. For example, in a 32 nm process an accuracy of only 4.5 °C (3σ)
was achieved aer a single point calibration and at least a 2-point calibration was necessary to achieve the required
resolution [3]. is decrease in accuracy is due to the deterioration of BJT current-gain with scaling [6]. Paper [6]
overcomes the beta limitation by using NPN transistors. However, these parasitic devices cannot easily be ported
to more advanced technologies.

In summary, BJT-based temperature sensors do not scale well with technology because of the non-idealities
of the parasitic devices. Furthermore, fitting the required base-emitter voltage in the decreasing supply voltage of
scaled technologies becomes challenging, if not impossible.

Resistor-based temperature sensors
Resistor-based temperature sensors use the temperature dependence of a resistor to determine the temperature.
As shown in Figure 1.2, these types of sensors can achieve a high resolution and are quite-energy efficient. How-
ever, since the resistors spread and their temperature dependence is non-linear, typically a multi-point thermal
calibration is required. For example, in [7] a 3-point trim is required for a 0.15 °C inaccuracy (3σ).

Since many temperature sensors need to be integrated, it is clear that the extensive calibrations required for a
resistor-based thermometer are a problem for the intended application.
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TD-based temperature sensors
TD-based temperature sensors rely on the temperature-dependent thermal diffusivity (TD) of bulk silicon [8]. e
thermal diffusivity of silicon is well-defined for the highly pure silicon used in ICs. is thermal diffusivity can
be determined with the help of an electro-thermal filter (ETF).is consists of a heater and a relative temperature
sensor located a certain distance from this heater. Its accuracy is then limited by variations in the spacing between
these elements. Since lithography improves in newer technologies, this variation becomes smaller and the accuracy
improves. However, their power consumption is relatively high, see Figure 1.2.

It can be concluded that TD-based temperature sensors are the first to show improving accuracy with more
advanced technologies, but they are not energy-efficient.

1.3. Noise-based temperature sensor
As an alternative temperature sensing principle, thermal noise can be exploited to measure temperature. Any
resistor generates thermal noise with a noise power spectral density independent of the resistor’s composition or
actual resistance given by:

𝑃፧ = 4𝑘𝑇 (1.1)

where 𝑘 is Boltzmann’s constant. Hence, any technology that offers a dissipating electrical element can be used
to implement a thermal-noise-based temperature sensor. is allows for a pure CMOS implementation of the
temperature sensor. In addition, even a resistor biased at zero volt generates noise, which allows for low-voltage
operation. For these reasons, noise thermometry is ideal for advanced technologies.

Other advantages derive from the fact that thermal noise is a fundamental physical phenomenon. As a result, it
is inherently accurate and linear. e proportionality factor only depends on a well known constant, see Equation
1.1. Furthermore, it has been shown that this type of thermometry can work over a very wide temperature range
(2.1 K - 2473 K, see Section 2.1).

A common problem of the noise thermometers presented in literature is their very long measurement time.
Because noise, a random signal, is being measured, more information leads to lower uncertainty. More infor-
mation can in this case be obtained by measuring for a longer time, or over a wider bandwidth. As a result, the
uncertainty is inversely proportional to √𝑓፜𝑡፦, where 𝑓፜ is a measure for the bandwidth and 𝑡፦ is the measure-
ment time (see Section 2.2).

None of the published noise-based temperature sensors are integrated1. As a result, the measurement band-
width has been limited to below 1MHz due to parasitic capacitances associated with the resistors or their connec-
tions (see Section 2.1 for an overview). Furthermore, the bandwidth has oen been limited because many of the
setups had problems with EMI (electromagnetic interference), which is hard to distinguish from the noise to be
measured.

1.3.1. Integrated noise-based temperature sensor
Integrating a noise thermometer on-chip has several advantages. First of all, many of the problems associated
with long sensor leads will be removed. ese problems include the additional resistance of these wires, signal
leakage and EMI pick-up. Secondly, higher measurement bandwidths are possible. Analog circuits with band-
widths exceeding 100MHz can be realized efficiently on-chip. With newer technologies, the maximum frequency
of circuits is expected to increase, which helps in achieving even higher resolutions or lower measurement times.
erefore, this sensing principle is expected to scale well with technological advances. Finally, in ICs very low cost
digital electronics for further signal processing are available.

Besides these advantages, it might be possible to integrate additional circuitry for trimming purposes. For
the application, it is preferable if the calibration can be done electrically. is means that by providing addi-
tional electrical references, the actual temperature can be determined. By comparing this with the temperature
given by the temperature sensor, a calibration can be performed. is obviates the need for a calibration using a
temperature-stabilized environment, which is slow and therefore expensive.

As shown by Equation 1.1, the only unknown is the temperature to bemeasured. However, in order tomeasure
the noise power spectral density as given by this equation, the noise powerwill be evaluated in a certain bandwidth.
As a result, this bandwidth must be accurately known. However, many microprocessors already have an accurate
temperature-independent clock signal available which can be used to measure or control this noise bandwidth.
Besides the noise bandwidth, the gain of the readout circuit can also be calibrated electrically.

1An integrated noise-thermometer is proposed in [9], but only simulation results to verify the concept are presented.
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ere are, however, several challenges in implementing this temperature sensing principle on-chip. Measuring
noise power requires both themeasurement of noise current andnoise voltage. Alternatively, only the noise voltage
or noise current could be measured. But this requires knowledge of the resistance value over temperature, which
is non-linear and subject to spread (see Section 1.2). On the other hand, measurement of a voltage (or current)
implies the availability of a voltage (or current) reference. True current references do not exist and standard voltage
references are based on the same principles as a BJT-based temperature sensor (see Section 1.2). As discussed,
these devices are unsuitable for use in advanced technologies. ese challenges need to be tackled in order to
realize a true on-chip noise-based thermometer.

1.3.2. Applications
From the mentioned advantages, it is clear that on-chip noise-thermometry is a good candidate for thermal mon-
itoring in advanced technologies. Only resistors are required, which are available in any technology, and there is
no minimum voltage requirement. e sensing principle is accurate, and the resolution is expected to improve
with more advanced technologies. It has also been shown that a fast and inexpensive electrical calibration of the
sensor is possible.

Since noise-based temperature sensors have never been integrated on-chip, it cannot be anticipated what the
required area and power consumption are. In case they are too large for the integration of many temperature sen-
sors, as is required for thermal monitoring of modern microprocessors, a single noise-based temperature sensor
could be integrated on the chip. is sensor could then be used for the background calibration of many less accu-
rate conventional temperature sensors. In [10] a thermal monitoring solution is proposed that uses many relative
temperature sensors and just a few absolute temperature sensors. Similarly, conventional temperature sensors
could be used to provide relative temperature information, while the absolute temperature could be provided by
a noise-based temperature sensor. Because of the possibility of an electrical calibration, the sensor could even be
integrated solely for the purpose of performing a one-time calibration of other sensors and circuits.

As described before, noise-thermometry has a very wide sensing range. Practically, the operating range will
only be limited by the readout electronics, but CMOS circuits operating in the range from 4 K up to 300 °C have
been demonstrated ([11][12]). is opens the way to more applications. Such temperature sensors could for
example be used in high temperature environments, as is the case for automotive applications and oil drilling [12].
In the low-temperature regime, such sensors could for example be used to monitor the supporting electronics for
quantum computers, which operate near absolute zero [13].

1.4. Thesis outline and main objective
Since an integrated noise-thermometer has never been demonstrated before, it is hard to predict its performance.
erefore, the main goal of this thesis is to demonstrate the feasibility of performing on-chip noise thermometry.

Chapter 2 will provide an overview of prior (non-integrated) noise-thermometers. is chapter will conclude
with the basic requirements for the noise-thermometer to be designed. Based on these requirements, a system
level design is described (Chapter 3). Details on circuit implementation of this system are discussed in Chapter 4.
Chapter 5 presents the measurement results of the fabricated chip. Conclusions and recommendations for future
work follow in Chapter 6.



2
Noise Thermometry

is chapter will first discuss existing noise thermometers and related sensing techniques in Section 2.1. e
measurement uncertainty of the different detectors are analysed in Section 2.2. Finally, Section 2.3 discusses how
suitable those techniques are for on-chip integration, with specific attention to the intended application.

2.1. State-of-the-art
Noise-based temperature sensors have been used because of their independence of resistance material or compo-
sition. e only property of interest, the actual resistance value, can easily be measured with a high accuracy. For
this reason, noise-thermometers have been used in industrial measurements were the sensor is subject to change,
for instance in nuclear reactors. On the other hand, because of the fundamental nature, highly accurate tem-
perature sensors could be designed. As a result, this sensing principle is particularly attractive for metrological
applications, for instance for the measurements of fixed-point temperatures.

Different discrete noise thermometers have been proposed in the past, see Table 2.1. Besides measuring the
absolute temperature, noise measurements have been used to determine Boltzmann’s constant [14], impedance
[15][16] and battery lifetimes [17]. From this table it can be seen that noise thermometers can function over a
wide temperature range.

Since this work aims to realize a CMOS temperature sensor, techniques that require non-CMOS devices, such
as super-conductors are not considered. Examples are shot noise thermometers requiring a tunnel junction [28],
or noise thermometers employing Josephson junctions [26][14].

e block diagram of a general noise thermometer is shown in Figure 2.1. eoretically, an amplifier is not
required, but is oen included because the noise signal is extremely small. e resistance generates a white noise

Table 2.1: Noise measurements found in literature, showing their range, measurement bandwidth, measurement time, and measurement
uncertainty.

Paper Temperature Range (K) Noise BW (kHz) Measurement time (s) Relative uncertainty (RMS, %)
[18] 273 - 1300 41 10 0.13
[19] 90 - 100 (boiling point of oxygen) 100 25200 0.008
[20] < 1770 500 1 0.3
[21] 2.1 - 4.3 (4He at various vapour pressures) 12 33000 0.01
[22] 2473 (reactor fuel rods) - - -

[23] 77 - 1235 (liquid nitrogen, ice point, freezing
point of tin, zinc, antimony and silver) 20...1000 (adj.) 240 0.3

[24] 273 (ice point) 40 3600 0.04
[24] 1233, 1357 (freezing point of copper) 95 3000 0.01
[25] 83 (liquid nitrogen) 20 7200 0.012
[26] 505, 693 (freezing point of zinc and tin) 200 > 16900 0.0039
[16] 273 (ice point) 20 14400 2.5
[27] 303 (freezing point of gallium) 40 684000 0.0031
[14] 273 (determining Boltzmann’s constant) 638 68400 0.0017

5
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Figure 2.1: e block diagram of a general noise thermometer.

voltage with a power spectral density given by [29]:

𝑆፯(𝑓) = 4ℎ𝑓 ⋅ 𝑅𝑒 {𝑍} ⋅ [
1
2 +

1
𝑒
ᑙᑗ
ᑜᑋ − 1

] ≈ 4𝑘𝑇 ⋅ 𝑅𝑒 {𝑍} = 4𝑘𝑇𝑅 (2.1)

or equivalently for the noise current:

𝑆።(𝑓) = 4ℎ𝑓 ⋅ 𝑅𝑒 {
1
𝑍} ⋅ [

1
2 +

1
𝑒
ᑙᑗ
ᑜᑋ − 1

] ≈ 4𝑘𝑇 ⋅ 𝑅𝑒 {1𝑍} = 4𝑘𝑇/𝑅 (2.2)

where ℎ is Planck’s constant, 𝑘 is Boltzmann’s constant and 𝑍 is the complex impedance. e approximation is
only valid for low frequencies, such that 𝑓 ≪ 𝑘𝑇/ℎ, which is 6.25 GHz at 300 K [15]. e last simplification is
only valid if the sensor is purely resistive, with a resistance 𝑅.

e resulting noise signal is subsequently amplified and filtered to obtain a noise signal whose power has a
well-defined relation to temperature. is noise power is then measured using a detector. e last filter obtains
the mean output of the detector and defines the measurement bandwidth. Measurement of the temperature then
requires a known resistance value. Furthermore the bandwidth and gain of the various stages must be known.

2.1.1. Uncertainty and inaccuracy
For conventional temperature sensors, noise from the readout circuit is associated with the measurement uncer-
tainty or resolution. However, since for a noise-based temperature sensor, noise is the signal to be measured, it is
important to realize the effects of noise from the readout circuit.

Any additional noise present before the signal detection will appear as an error in the noise power measure-
ment. erefore, this type of readout noise results in inaccuracy of the temperature sensor. On the other hand,
readout noise aer the signal detection increases the uncertainty of the measurement.

Another important point is that the relation of the mean output of the detector to the variance of the input sig-
nal differs for different detectors. In case this relation is non-linear, the uncertainty and inaccuracy must be prop-
erly translated into the uncertainty and inaccuracy of the measured temperature. In Section 2.2, the uncertainty
of various detectors is analyzed and these uncertainties are distinguished as ‘detector/measurement uncertainty’
and ‘uncertainty in the calculated power’ respectively.

2.1.2. Sensing techniques
is section describes the techniques that have been applied to calibrate the unknown gain factors and compensate
for additional noise in the measurement setups.

The ratio-metric measurement and the switching technique
In order to deal with the large number of unknown gain factors (resistance, gain, effective noise bandwidth etc.),
some of which are difficult to determine accurately, noise thermometers usually employ a reference resistor, 𝑅ኺ, at
a reference temperature, 𝑇ኺ. Assuming both noise sources are measured in the same bandwidth, the temperature
can be determined using:

𝑇
𝑇ኺ
= 𝑣ኼ
𝑣ኼኺ
𝑅ኺ(𝑇ኺ)
𝑅(𝑇) (2.3)

where 𝑣ኼኺ is the integrated noise voltage from the reference resistor and 𝑣ኼ the integrated noise voltage from the
sensor resistor 𝑅(𝑇). is technique requires the measurement of the resistance ratio. Since the resistance is
usually strongly temperature dependent, thismeasurementmust be performed at every temperaturemeasurement.
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R(T)

Sensor + Reference Ampli�erFilter Detector Filter

∫
R0(T0)

Figure 2.2: e block diagram of a general noise thermometer with the switching technique.

With the ratio-metric measurement, the reference resistor and reference temperature need to be determined
only once. Better accuracy can be achieved by continuously switching between the sensor and the reference, see
Figure 2.2. is switching technique can compensate for dri in the gain, and as a result the stability requirements
are reduced. is technique has been used for almost all the noise thermometers reported in the literature.

An additional advantage can be obtained by balancing the noise power from the sensor with the noise power
from the reference. Assume that an error (𝜉) is made that depends on the measured noise power:

𝑣ኼ፨፮፭ = 𝑣ኼ ⋅ (1 + 𝜉(𝑣ኼ)) = 𝑣ኼ ⋅ (1 + 𝜉(𝑣ኼኺ ) +
𝜕𝜉(𝑣ኼኺ )
𝜕𝑣ኼ

(𝑣ኼ − 𝑣ኼኺ )
1! + 𝜕

ኼ𝜉(𝑣ኼኺ )
𝜕𝑣ኼᎴ

(𝑣ኼ − 𝑣ኼኺ )ኼ
2! + ...) (2.4)

where the Taylor series expansion has been applied. emeasured temperature ratio is then (assuming 𝜉(𝑣ኼኺ ) = 0)
[29]:

𝑇
𝑇ኺ
≈ 𝑣ኼ
𝑣ኼኺ
𝑅ኺ(𝑇ኺ)
𝑅(𝑇) ⋅ [1 + 𝜕𝜉(𝑣

ኼ
ኺ )

𝜕𝑣ኼ (𝑣ኼ − 𝑣ኼኺ )] (2.5)

and it can be seen that the error termgoes to zero as the noise power ismatched. In case the noise powers are exactly
matched in a full balancingmethod, almost any non-linearity in the readout circuit can be allowed. In addition, the
readout noise that is common to the sensor and reference is removed. In case of incomplete balancing, additional
measurements can be performed to compensate for the error [30].

Problems with the ratio-metric measurement and the switching technique
Equations 2.3 and 2.5 are only valid when both noise sources are measured in the same bandwidth. However, the
noise bandwidth is affected by the pole caused by the sensing (or reference) resistance and the parasitic capaci-
tance originating from the input capacitance of the amplifier and the capacitance of the wiring to the amplifier.
Inaccuracies arise due to the fact that the pole, and hence the bandwidth, changes with the resistance variation
over temperature [27].

e matching of the noise powers in the switching technique can be achieved by adjusting the reference resis-
tance. is will further influence the pole locations. One can compensate for this problem by tuning the capaci-
tance over the resistor, which requires a high and low frequency channel in the readout [19]. e low frequency
channel is used to match the power spectral densities, at which point the high frequency channel can be used to
compare the pole locations. Alternatively, the wiring could be carefully matched [14].

In addition, the noise from the readout circuit can depend on the source resistance, leading to errors. Solutions
have been proposed that introduce a variable attenuator to match the noise powers [29]. While the trimming has
usually been performed manually, also automatic control using feedback has been demonstrated [23].

Another problem with these techniques is that a reference noise source is required with the same spectrum
as the sensor noise. Besides using a reference resistor at a reference temperature [19][24][26][27], other refer-
ences have been used. For example, a programmable quantum voltage noise source (QVNS) can generate pseudo-
random-noise waveforms with a white spectrum [26][14]. However, these devices use Josephson junctions which
only operate at very low temperatures.

Shot noise has also been used as a reference [20][23]. e spectrum of shot noise is the same as for thermal
noise, but the power spectral density is independent of temperature:

𝑆።(𝑓) = 2𝑞𝐼 (2.6)

where 𝑞 is the elementary charge, and 𝐼 is the large signal bias current of a diode. In these papers it has been
demonstrated that only a voltage reference is required for the temperature measurement. Other techniques exist
that eliminate the need for a resistance measurement, i.e. by filtering the noise over a capacitor or by measuring
the noise power.
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Filtered noise
Filtering the resistance noise over a parallel capacitor [20] leads to an integrated noise level of 𝑘𝑇/𝐶, since the
effective noise bandwidth is ኻ

ኾፑፂ :

𝐸𝑁𝐵𝑊 = 1
|𝐻(0)|ኼ ⋅∫

ጼ

ኺ
|𝐻(𝑓)|ኼ𝑑𝑓 = ∫

ጼ

ኺ

1
1 + (2𝜋𝑓𝑅𝐶)ኼ𝑑𝑓 =

𝑎𝑟𝑐𝑡𝑎𝑛(2𝜋𝑓𝑅𝐶)
2𝜋𝑅𝐶 |

ጼ

ኺ
= 𝜋/2
2𝜋𝑅𝐶 =

1
4𝑅𝐶 (2.7)

which is only valid in case of sufficient settling [31]. Although now the capacitance value is unknown and needs
to be measured, there is an advantage. Capacitors are generally far less temperature dependent and as a result this
measurement needs to be performed only once. Even if the temperature dependence is too large, the capacitor
can be kept at a constant temperature, away from the sensor.

For this type of readout, the parallel capacitor must be dominant in determining the noise bandwidth. is
requires that the amplifier and detector have a higher bandwidth in order to perform an accurate measurement.

Noise power
Another noise measurement method that does not require a measurement of the resistance is obtained by mea-
suring both the noise voltage and noise current associated with a resistance [18]. e product gives the total noise
power, which is independent of the sensor resistance:

𝑣፧ = √4𝑘𝑇𝑅 ⋅ 𝐵፯ ⋅ 𝐾፯
𝑖፧ = √4𝑘𝑇/𝑅 ⋅ 𝐵። ⋅ 𝐾።

𝑃፧ = 𝑣፧ ⋅ 𝑖፧ = 4𝑘𝑇 ⋅ 𝐾፯𝐾። ⋅ √𝐵፯𝐵።

(2.8)

where 𝐾፯ , 𝐾። , 𝐵፯ and 𝐵። are the gain and bandwidth of the voltage and current readout. ese constants have
to be determined only once, in case they are temperature independent and have sufficiently low dri. e noise
voltage and noise current can be determined in another bandwidth and over another resistor, as long as the ratio
is stable and accurate.

e proposed method does however not work in case the sensor has a complex impedance, since 𝑅𝑒{ ኻፙ } ≠
ኻ

ፑ፞{ፙ} . A solution to this problem has been proposed in [16] that uses 4 channels tomeasure cross-spectra in order
to determine the complex source impedance and absolute temperature.

Correlation
As explained in Section 2.1.2, the switching technique eliminates the effects of amplifier noise when the sensor and
reference noise powers are exactly matched. It does, however, not compensate for differences in noise generated
in the sensor leads that can be different from the noise generated in the reference leads.

Amethod that can compensate for the amplifier noise, and also for the noise of the leads, is by using a correlator.
Here two amplifiers and a multiplier are used, see Figure 2.3. e multiplier, also called correlator, is the detector
and removes the uncorrelated noise sources (this will be shown mathematically in Section 2.2.1). In order to also
remove noise from the leads, a 4-wire connectionmust be used. With the 4-wire connection, the resistance can be
measuredmore accurately and only the noise of the actual sensor is detected. is technique has been used inmost
of the noise thermometers, with the multiplier either in hardware [21][23][24][27] or soware [25][17][26][14].

It is important to realize that only uncorrelated noise sources can be removed. In case for instance the amplifier
injects a noisy current into the sensor resistance, this results in a noisy voltage over the sensor that is detected by
both amplifiers. ese noise voltages are correlated and hence not removed [32]. For this correlation technique to
work, it is also important that the phase responses of the two channels are matched, otherwise also uncorrelated
sources can contribute to the output signal [21].

2.1.3. Detectors
Different detectors can be used to measure the noise power. e input to the detector is a noise signal with zero
mean and a certain variance. e output of the detector is a function of this noise variance. erefore, detectors
must inherently be non-linear devices. Several detectors are reviewed in the following.

ADC with DSP
e variance computation can easily be implemented in the digital domain. is requires that the noise signal
is first digitized by an analog-to-digital converter. An additional advantage is that extremely sharp and accurate
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Sensor Ampli�erFilter Multiplier Filter

∫R(T)

Figure 2.3: e block diagram of a general noise thermometer with a correlating detector.

Figure 2.4: e input-output characteristic of the square-law rectifier and the linear rectifiers.

filters can be designed in the digital domain for the definition of the noise bandwidth, e.g. a 42፧፝ order filter is
used in [25].

Existing ADC-based noise thermometers use high resolution converters, ranging from 14-bit [26][27] to even
20-bit [14]. However, it will be shown in Section 2.3.2 that the minimum number of bits required is much lower.

Square-law rectifier
In a square-law rectifier, the output signal is proportional to the square of the input signal, i.e.: 𝑦 ∝ 𝑥ኼ (see Figure
2.4). Also True-RMS detectors fall in this category, since the input voltage is first squared. A special case is the
correlating detector (see Section 2.1.2) where the noise signal is presented to two inputs of a general multiplier,
also leading to square-law rectification. A square-law rectifier is the optimal detector for Gaussian signals, and
therefore requires the shortest measurement time [29].

In noise thermometers, either digital voltmeters [18] or off-the-shelf integrated-circuits (AD425 [21], AD422
[23], AD534 [24]) have been used. Since a multiplication is performed, an additional reference is required. For
circuit implementations based on translinear circuits this is a current [33][34]. Other implementations rely on
transistor characteristics, so that the result of the conversion is proportional to device transconductance [35][36].
is cannot be accurately controlled, and also depends on the temperature (via the mobility).

Linear rectifier
Another detector used in noise thermometers is the linear rectifier or envelope detector. For a full-wave linear
rectifier, the output signal is described by 𝑦 ∝ |𝑥|, while for a half-wave linear rectifier only the positive signals are
passed to the output (see Figure 2.4). Aer the detection, the output signal must be squared to obtain the power
of the input signal.

For the presented noise thermometers, no circuit details have been specified, but the circuit likely simply
consists of rectifying diodes in a half bridge configuration [19]. e diode threshold voltage can be overcome
by using feedback [37][38]. e disadvantage of these circuits is that the amplifier requires a high unity gain
frequency. In case 0.1% error can be tolerated, the gain of the amplifier should be around 1000x over the complete
signal range. In case the noise bandwidth is 10 MHz, this means that the UGF must be around 10 GHz. Other
implementations exist that do not use feedback, but these again rely on the characteristics of transistors [39][40].
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Figure 2.5: e measurement uncertainty of the noise measurements found in literature.

Threshold detector
In a threshold detector, the input signal is compared with a fixed threshold voltage. e number of times the
input voltage exceeds this threshold in a certain amount of time is a measure of the noise power. An advantage
of this method is that counting can be done with very high accuracy and a virtually unlimited length of scale.
A disadvantage is that the output of the detector has a non-linear relation with the noise power and hence the
absolute temperature.

e threshold detector was only used very early in the ’60s [41][42][30], and no numbers on the accuracy or
resolution were reported. Probably this type of detector has not been further investigated since it was mentioned
that a ‘special-purpose pulse height discriminator’ was just as difficult to implement as an RMS-to-DC converter
and this new method showed no improvement [15]. However, a threshold detector is simply a comparator, which
is a very common circuit block these days. In later noise measurement systems, threshold detectors were used,
not to measure the amount of noise, but to detect the presence of other types of noise or interference [24][17].

2.2. Uncertainty analysis
In Figure 2.5, the measurement uncertainty of the different noise measurements found in literature is shown. It
can be seen that the uncertainty can only be decreased by increasing the product of the measurement time and
measurement bandwidth. is section will show why that is the case, and that there are slight difference between
the uncertainties that can be obtained with different detectors and measurement techniques.

2.2.1. Mathematical derivation
roughout this section the following symbols and operators will used:

• 𝐸[𝑋(𝑡)]: the expectation of 𝑋;
• 𝜇ፗ, 𝜎ኼፗ: the mean and variance of 𝑋;
• 𝑅ፗፗ(𝜏), 𝐶ፗፗ(𝜏): the auto-correlation and auto-covariance of 𝑋;
• 𝑆ፗ(𝑓): the power spectral density (PSD) of 𝑋;
• ℱ{}, ℱዅኻ{}: the Fourier and inverse Fourier transforms;
• 𝑎 ⋆ 𝑏: the convolution of 𝑎 and 𝑏;
• 𝑟𝑒𝑐𝑡(), 𝑡𝑟𝑖(): the rectangular and triangular function (a convolution of two rectangular functions);
• 𝛼, 𝛼ᖣ: the relative uncertainty in the measured power and in the detectors’ output signal.

e relative uncertainty is defined as the standard deviation of the stochastic variable (a signal or noise power)
normalized to the mean of the stochastic variable (a signal or noise power).



2.2. Uncertainty analysis 11

R(T)

Sensor Filter: H(f ) Detector: Z = Y2 Filter: G(f )

∫X(t) Y(t) Z(t) W(t)

𝑆X(𝑓)

𝜇X = 0

𝑆Y(𝑓) = 𝑆X(𝑓) ⋅ |𝐻(𝑓)|2 𝑆Z(𝑓) = 2{𝑆Y(𝑓) ⋆ 𝑆Y(𝑓)} 𝑆W(𝑓) = 𝑆Z(𝑓) ⋅ |𝐺(𝑓)|2

𝜇Y = 0 𝜇Z = ∫ 𝑆Y(𝑓)𝑑𝑓
∞ 

-∞ 
𝜇Z = 𝜇W⋅ 𝐺(0)

Figure 2.6: Measurement system using a square-law rectifier, with the signals shown.

Square-law rectifier
In this section an elaborate analysis of the measurement uncertainty of the square-law rectifier as detector in the
measurement system will be performed, see Figure 2.6.

For the input signal a wide-sense stationary process1 with zero mean is assumed:

𝐸[𝑋(𝑡)] = 𝜇ፗ = 0
𝐸[𝑋(𝑡)𝑋(𝑡 + 𝜏)] = 𝜎ኼፗ = 𝑅ፗፗ(𝜏) = 𝐶ፗፗ(𝜏) = ℱዅኻ{𝑆ፗ(𝑓)}

(2.9)

e noise signal is band-limited using a band-pass filter with a zero at DC with transfer function H(f):

𝑆ፘ(𝑓) = 𝑆ፗ(𝑓) ⋅ |𝐻(𝑓)|ኼ (2.10)

e mean of the signal is multiplied by the DC-gain, and hence remains zero. is signal is then applied to the
squarer which performs the operation 𝑍(𝑡) = 𝑌ኼ(𝑡):

𝜇ፙ = 𝐸[𝑍(𝑡)] = 𝐸[𝑌ኼ(𝑡)] = 𝜎ኼፘ = ∫
ጼ

ዅጼ
𝑆ፘ(𝑓)𝑑𝑓 (2.11)

and it can be seen that the mean output of the detector is the power of the input signal. To determine the mea-
surement uncertainty, the PSD of the output noise signal must be calculated. is is easiest via the time-domain
using the auto-covariance:

𝐶ፙፙ(𝜏) = 𝐸[𝑍(𝑡)𝑍(𝑡 + 𝜏)] − 𝐸[𝑍(𝑡)]𝐸[𝑍(𝑡 + 𝜏)] = 𝐸[𝑌ኼ(𝑡)𝑌ኼ(𝑡 + 𝜏)] − 𝐸[𝑌ኼ(𝑡)]ኼ
= 2𝐸[𝑌(𝑡)𝑌(𝑡 + 𝜏)]ኼ = 2𝐶ኼፘፘ(𝜏) ([43], Chapter 12)

(2.12)

Hence, the output PSD of the squarer is related to the PSD of the input signal as:

𝑆ፙ(𝑓) = 2(𝑆ፘ(𝑓) ⋆ 𝑆ፘ(𝑓)) (2.13)

To reduce the measurement uncertainty, this signal is filtered using a LPF with transfer function G(f):

𝑆ፖ(𝑓) = 𝑆ፙ(𝑓) ⋅ |𝐺(𝑓)|ኼ (2.14)

and the mean of the signal will be multiplied by the DC-gain. A summary of the mean and variance of the various
signals is given in Figure 2.6.

e relative uncertainty in the measured noise power, α, can be determined using these results:

𝛼ኼ = 𝜎ኼፖ
𝜇ኼፖ

=
∫ጼዅጼ 𝑆ፖ(𝑓)𝑑𝑓

𝜇ኼፖ

=
2∫ጼዅጼ [𝑆ፘ(𝑓) ⋆ 𝑆ፘ(𝑓)] ⋅ |𝐺(𝑓)|

ኼ𝑑𝑓

[∫ጼዅጼ 𝑆ፘ(𝑓)𝑑𝑓 ⋅ 𝐺(0)]
ኼ

≈ 2 ⋅
∫ጼኺ 𝑆ኼፘ(𝑓)𝑑𝑓

[∫ጼኺ 𝑆ፘ(𝑓)𝑑𝑓]
ኼ ⋅
∫ጼኺ |𝐺(𝑓)|ኼ𝑑𝑓

𝐺ኼ(0)

(2.15)

1e mean and auto-covariance are independent of time.
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Figure 2.7: e possible power spectral densities described in Equation 2.20.

where the approximation 𝑆ፘ(𝑓) ⋆ 𝑆ፘ(𝑓) ≈ ∫
ጼ
ዅጼ 𝑆

ኼ
ፘ(𝑓)𝑑𝑓 has been used [44].

In this equation the first term is the inverse of the correlation bandwidth (Δ𝑓፜ , [44]) of √𝑆ፘ(𝑓) = √𝑆ፗ(𝑓) ⋅
|𝐻(𝑓)|. e second factor is the effective noise bandwidth of G(f). Hence, the uncertainty of the measurement
can be simplified to:

𝛼 = 𝜎ፖ
𝜇ፖ

≈ √2𝐸𝑁𝐵𝑊ፋፏፅΔ𝑓፜
(2.16)

is clearly shows that the uncertainty depends on the measurement bandwidth (related to Δ𝑓፜). e dependence
on the measurement time is hidden in the effective noise bandwidth of the low pass filter. Consider for example
an integrator for which 𝐸𝑁𝐵𝑊 = ኻ

ኼ፭ᑚ .

By considering the practical case of band-limited thermal noise as input signal, the validity of the approxima-
tions in the previous analysis can be evaluated. e PSD of the input noise voltage is given by:

𝑆ፗ(𝑓) = 4𝑘𝑇𝑅 (2.17)

Aer filtering this using a brick-wall filter with bandwidth 𝐵 centered around the center frequency 𝑓ኺ:

𝑆ፘ(𝑓) =
1
2𝑆ፘᐹ(𝑓 ± 𝑓ኺ) where 𝑆ፘᐹ(𝑓) = 4𝑘𝑇𝑅 ⋅ 𝑟𝑒𝑐𝑡 (

𝑓
𝐵) (2.18)

Using the Fourier transform the auto-covariance follows as:

𝐶ፘፘ(𝜏) = 𝐶ፘᐹፘᐹ(𝜏) ⋅ 𝑐𝑜𝑠(2𝜋𝑓ኺ𝜏) where 𝐶ፘᐹፘᐹ(𝜏) = 4𝑘𝑇𝑅𝐵 ⋅ 𝑠𝑖𝑛𝑐(𝐵𝜏) (2.19)

e mean output of the detector is described by this equation for 𝜏 = 0 (see Equation 2.11) and shows that the
correct variance, 4𝑘𝑇𝑅𝐵, will be detected. Using Equation 2.12 and Equation 2.13, the auto-covariance and PSD
aer the square-law detector are found:

𝐶ፙፙ(𝜏) = 2𝐶ኼፘፘ(𝜏) = 2 ⋅ [4𝑘𝑇𝑅𝐵 ⋅ 𝑠𝑖𝑛𝑐(𝐵𝜏) ⋅ 𝑐𝑜𝑠(2𝜋𝑓ኺ𝜏)]ኼ

𝑆ፙ(𝑓) = (4𝑘𝑇𝑅)ኼ ⋅ 𝐵 ⋅ [𝑡𝑟𝑖 (
𝑓
𝐵) ⋆ (𝛿(𝑓) +

1
2𝛿(𝑓 ± 2𝑓ኺ)]

(2.20)

For the applied bandpass filter the correlation bandwidth is simply 𝐵. However, as explained, using the cor-
relation bandwidth leads to an approximation of the uncertainty. Which approximations are necessary to obtain
this result will be shown now.

With the help of Figure 2.7, which shows the possible power spectral densities described in Equation 2.20, it
can be seen that the terms around ±2𝑓ኺ can be removed in case 𝑓ኺ ≥ 𝐵. In the other case, neglecting the terms
around ±2𝑓ኺ is only valid if the low-pass filter has a small enough bandwidth. To get rid of the convolution in
equation 2.15 the following approximation has been made:

(𝑆ፘ ⋆ 𝑆ፘ)(𝑓) = ∫
ጼ

ዅጼ
𝑆ፘ(𝑣)𝑆ፘ(𝑓 − 𝑣)𝑑𝑣 ≈ ∫

ጼ

ዅጼ
𝑆ኼፘ(𝑓)𝑑𝑓 (2.21)

which is only valid since this approximation will be evaluated around DC, which is again only a valid approxima-
tion if the low-pass filter has a small enough bandwidth. Using these approximations, the following simplification
follows for the term that was approximated to the correlation bandwidth:
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2 [𝑆ፘ(𝑓) ⋆ 𝑆ፘ(𝑓)]

[∫ጼዅጼ 𝑆ፘ(𝑓)𝑑𝑓]
ኼ ≈ 1

𝐵 ⋅ 𝑡𝑟𝑖 (
𝑓
𝐵) (2.22)

is equation evaluates to 1/𝐵 around DC, which is the same as would have been found when directly apply-
ing the correlation bandwidth. From this discussion it can be seen that the only assumption necessary to make the
correlation bandwidth approximation is that the low-pass filter following the detector has a small enough band-
width. Small enough means in this case much lower than the noise bandwidth, which is clearly the case for any of
the noise thermometers in Table 2.1.

Correlating detector
Using the correlation technique as described in Section 2.1.2 is similar to using the square-law detector. emea-
surement uncertainty will however be influenced by the amount of uncorrelated noise that needs to be removed.

Instead of multiplying the same noise signal, the multiplier will multiply the noise signal corrupted with un-
correlated noise: 𝑍(𝑡) = (𝑌(𝑡) + 𝑁ኻ(𝑡)) ⋅ (𝑌(𝑡) + 𝑁ኼ(𝑡)). And the mean output of the correlator follows as:

𝜇ፙ = 𝐸[𝑍(𝑡)] = 𝐸[𝑌ኼ(𝑡) + 𝑌(𝑡)𝑁ኻ(𝑡) + 𝑌(𝑡)𝑁ኼ(𝑡) + 𝑁ኻ(𝑡)𝑁ኼ(𝑡)]
= 𝐸[𝑌ኼ(𝑡)] + 𝐸[𝑌(𝑡)](𝐸[𝑁ኻ(𝑡)] + 𝐸[𝑁ኼ(𝑡)]) + 𝐸[𝑁ኻ(𝑡)]𝐸[𝑁ኼ(𝑡)] = 𝐸[𝑌ኼ(𝑡)]

(2.23)

Which shows that only the power of the desired noise is measured. For the auto-correlation of the output signal
(only the non-zero terms):

𝑅ፙፙ(𝜏) = 𝐸[𝑍(𝑡)𝑍(𝑡 + 𝜏)]
= 𝐸[𝑌ኼ(𝑡)𝑌ኼ(𝑡 + 𝜏)] + 𝐸[𝑌(𝑡)𝑌(𝑡 + 𝜏)](𝐸[𝑁ኻ(𝑡)𝑁ኻ(𝑡 + 𝜏)]
+𝐸[𝑁ኼ(𝑡)𝑁ኼ(𝑡 + 𝜏)]) + 𝐸[𝑁ኻ(𝑡)𝑁ኻ(𝑡 + 𝜏)]𝐸[𝑁ኼ(𝑡 + 𝜏)𝑁ኼ(𝑡)]

(2.24)

And then for the auto-covariance and PSD:

𝐶ፙፙ(𝜏) = 𝑅ፙፙ(𝜏) − 𝜇ኼፙ = 𝑅ኼፘፘ(𝜏) + (𝑅ፘፘ(𝜏) + 𝑅ፍኻፍኻ(𝜏))(𝑅ፘፘ(𝜏) + 𝑅ፍኼፍኼ(𝜏))
𝑆ፙ(𝑓) = [𝑆ፘ(𝑓) ⋆ 𝑆ፘ(𝑓)] + [(𝑆ፘ(𝑓) + 𝑆ፍኻ(𝑓)) ⋆ (𝑆ፘ(𝑓) + 𝑆ፍኼ(𝑓))]

(2.25)

When solving this for band-limited white noise as input signal, exactly the same PSD as in Equation 2.20 and
visualized in Figure 2.7 are obtained, but with a different power:

𝑆ፙ(𝑓) =
1
2 [(4𝑘𝑇𝑅)

ኼ + (4𝑘𝑇𝑅 + 4𝑘𝑇𝑅፞፪,ፍኻ)(4𝑘𝑇𝑅 + 4𝑘𝑇𝑅፞፪,ፍኼ)] ⋅ 𝐵 ⋅ [𝑡𝑟𝑖 (
𝑓
𝐵) ⋆ (𝛿(𝑓) +

1
2𝛿(𝑓 ± 2𝑓ኺ)]

(2.26)
where 𝑅፞፪,ፍኻ and 𝑅፞፪,ፍኼ are the equivalent resistors generating the noise signals 𝑁ኻ(𝑡) and 𝑁ኼ(𝑡) respectively.
Aer passing this through the low-pass filter, the amount of power is higher by a factor (for𝑅፞፪ =𝑅፞፪,ፍኻ =𝑅፞፪,ፍኼ):

𝜎ኼ፜፨፫፫፞፥ፚ፭፨፫
𝜎ኼ፬፪፮ፚ፫፞

= 1 +
𝑅፞፪
𝑅 + 12 (

𝑅፞፪
𝑅 )

ኼ
(2.27)

e measurement uncertainty is then higher by the square root of this number, which is the same as reported
in [29]:

𝛼 = √2𝐸𝑁𝐵𝑊ፋፏፅΔ𝑓፜
⋅ √1 +

𝑅፞፪
𝑅 + 12 (

𝑅፞፪
𝑅 )

ኼ
(2.28)

e increase in measurement uncertainty can be understood by remembering that there is additional noise
that needs to be filtered out. However, the additional noise does not lead to an error in the measurement. In
conclusion, inaccuracy has been traded for uncertainty.
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Switching technique
e previous section analysed the increased measurement uncertainty when considering the correlation tech-
nique. Similarly, the switching technique has a higher measurement uncertainty if there is additional noise that
must be removed. Assuming again a square-law detector, the following two signals are obtained aer detection in
the two separate measurements:

𝑍ኻ(𝑡) = (𝑌ኻ(𝑡) + 𝑁ኻ(𝑡))ኼ
𝑍ኼ(𝑡) = (𝑌ኼ(𝑡) + 𝑁ኼ(𝑡))ኼ

(2.29)

for which the resulting auto-covariance and PSD for measurement 𝑖 is given by:

𝐶ፙ።ፙ።(𝜏) = 2 (𝐶ፘ።ፘ።(𝜏) + 𝐶ፍ።ፍ።(𝜏))ኼ

𝑆ፙ።(𝑓) = 2 ((𝑆ፘ።(𝑓) + 𝑆ፍ።(𝑓)) ⋆ (𝑆ፘ።(𝑓) + 𝑆ፍ።(𝑓)))ኼ
(2.30)

Which has again the same shape for band-limited white noise as input:

𝑆ፙ(𝑓) = [4𝑘𝑇𝑅 + 4𝑘𝑇𝑅፞፪]
ኼ ⋅ 𝐵 ⋅ [𝑡𝑟𝑖 ( 𝑓𝐵) ⋆ (𝛿(𝑓) +

1
2𝛿(𝑓 ± 2𝑓ኺ)] (2.31)

is is higher than the power spectral density given in Equation 2.20 by a factor:

𝜎ኼ፬፰።፭፜፡።፧፠
𝜎ኼ፬፪፮ፚ፫፞

= (1 +
𝑅፞፪
𝑅 )

ኼ
(2.32)

However, the final quantity of interest, the signal power, is obtained by subtracting the two measurements.
is subtraction increases the measurement uncertainty by a factor √2. In case the two measurements cannot
be performed at the same time, the measurement uncertainty is increased by another factor √2 if the same total
measurement time is used.

Full-wave linear rectifier
In [43] (Chapter 13) it is shown that the relative uncertainty of the signal out of a full-wave linear rectifier is two
times lower than the relative uncertainty found for the square-law rectifier:

𝛼ᖣ = 𝜎ፖ
𝜇ፖ

≈ 1
2√2

𝐸𝑁𝐵𝑊ፋፏፅ
Δ𝑓፜

(2.33)

However, the mean output of the detector is in this case for Gaussian signals:

𝜇ፙ = 𝐸[𝑍(𝑡)] = 2∫
ጼ

ኺ

𝑧
𝜎፱√2𝜋

𝑒ዅ
ᑫᎴ
ᎴᒗᎴᑩ 𝑑𝑧 = −𝜎፱√

2
𝜋𝑒

ዅ ᑫᎴ
ᎴᒗᎴᑩ |

ጼ

ኺ
= 𝜎፱√

2
𝜋 (2.34)

So, in order to obtain the actual noise power, 𝜎ኼ፱ , the output of the detector must be squared. e uncertainty in
the noise measurement is then:

𝛼 =
𝜎᎟Ꮄᑩ
𝜇᎟Ꮄᑩ

= 2𝜎ፖ𝜇ፖ
≈ √2𝐸𝑁𝐵𝑊ፋፏፅΔ𝑓፜

(2.35)

which is exactly the same as for the square-law detector.

Half-wave linear rectifier
Equivalently, for the half-wave linear rectifier the mean output of the detector for Gaussian signals is given by:

𝜇ፙ = 𝐸[𝑍(𝑡)] = ∫
ጼ

ኺ

𝑧
𝜎፱√2𝜋

𝑒ዅ
ᑫᎴ
ᎴᒗᎴᑩ 𝑑𝑧 = − 𝜎፱

√2𝜋
𝑒ዅ

ᑫᎴ
ᎴᒗᎴᑩ |

ጼ

ኺ
= 𝜎፱
√2𝜋

(2.36)

e relative uncertainty of the signal out of the half-wave rectifier is 2√2 times higher than that out of a full-wave
rectifier:

𝛼ᖣ = 𝜎ፖ
𝜇ፖ

≈ √2√2𝐸𝑁𝐵𝑊ፋፏፅΔ𝑓፜
(2.37)
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Figure 2.8: An illustration of the difference of the averaging and counting threshold detectors.

is is because compared to the full-wave rectifier, effectively half of the time the signal can be measured (for
zero-mean noise). Also, the mean of the signal out of the detector is twice as low (compare Equation 2.34 and
Equation 2.36). e resulting uncertainty in the calculated noise power is:

𝛼 =
𝜎᎟Ꮄᑩ
𝜇᎟Ꮄᑩ

= 2𝜎ፖ𝜇ፖ
≈ 2√2√2𝐸𝑁𝐵𝑊ፋፏፅΔ𝑓፜

(2.38)

And it can be seen that the uncertainty is a factor 2√2 higher, which can only be reduced to the same level as
for the full-wave linear rectifier or square-law rectifier by measuring 8 times longer, or over an 8 times higher
bandwidth.

Threshold detector
e threshold detector proposed in the literature (see Section 2.1.3) is an asynchronous continuous time system
where the number of times the threshold is exceeded is counted, and not the relative amount of time the threshold
is exceeded. For these two cases the output of the detector has a different relation to the variance of the input
signal. is is illustrated in Figure 2.8. is figure clearly shows that if the input signal exceeds the threshold for
a longer time, it is only counted once, while this is not the case when determining the average time the threshold
is exceeded.

In [45] it is shown that for a Gaussian noise signal with spectrum 𝑆፱(𝑓) the expected number of passes per
second through a threshold at 𝑉፭ with a positive slope is given by:

𝐸[𝑁] = 2√
∫ጼኺ 𝑓ኼ𝑆፱(𝑓)𝑑𝑓
∫ጼኺ 𝑆፱(𝑓)𝑑𝑓

⋅ 12𝑒
ዅ ᑍᎴᑥ
ᎴᒗᎴᑩ (2.39)

where the first term describes the expected number of zeros per second and the second term corrects for the
threshold voltage. is threshold detector will be referred to as the counting threshold detector. A possible im-
plementation is by using a comparator followed by an edge-sensitive counter.
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Figure 2.9: Simulation results (circles) for the square-law rectifier (red), half-wave linear rectifier (blue) and the full-wave linear rectifier
(green), with the theoretical lines (crosses), for two different integration times.

If, on the other hand, the relative time is determined that the noise is above the threshold, the following average
is expected:

𝐸[𝑁] = 𝑃(𝑋 > 𝑉፭) =
1
2 −

1
2𝑒𝑟𝑓 (

𝑉፭
√2𝜎፱

) (2.40)

is threshold detector will be referred to as the averaging threshold detector. A possible implementation is
by using a comparator followed by a low-pass filter, either analog or digital.

e equations reported in this section can be used to translate the detector’s uncertainty to the uncertainty in
the noise power, 𝜎፱ , if the uncertainty in the output of the detector is known.

2.2.2. Simulations
e previous section analysed the uncertainty of the measurement of noise power using various detectors. e
uncertainty of the threshold detector was not discussed, since this cannot easily be calculated and no clear deriva-
tions were found in the literature. To evaluate its uncertainty, a simulator was designed in MATLAB that could
simulate the various detectors.

e system as depicted in Figure 2.6 is simulated. White Gaussian noise is generated over a bandwidth 200
times wider than the -3 dB frequency of the band-limited noise that is obtained from this signal. e band-limited
noise is applied to the various detector and the average output is recorded. e simulations have been repeated
200 times for different noise bandwidths and measurement times to estimate both the average output and the
measurement uncertainty.

Verification of the theory
For the square-law rectifier (Section 2.2.1), the half-wave linear rectifier (Section 2.2.1) and the full-wave linear
rectifier (Section 2.2.1) the expected measurement mean and standard deviation were found, and therefore also
the expected uncertainty in the measured power was obtained, see Figure 2.9. In addition, the ideal square-law
rectifier was compared with the correlating detector (Section 2.2.1) and a switching detector using a square-law
rectifier (Section 2.2.1). Again, the expected uncertainty in the detected power was obtained, for different signal-
to-noise ratios (SNR), see Figure 2.10. e SNR is defined as the amount of noise from the sensor compared to
the amount of additional noise.

Threshold detectors
is section will first discuss the simulated average output of the detector and the uncertainty of this signal. Next,
these simulation results are used to obtain the uncertainty in the noise power that can be calculated from the
detector’s output.
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Figure 2.10: Simulation results (circles) for the square-law rectifier (green), switching detector (red) and the correlating detector (blue),
with the theoretical lines (crosses). e dotted lines are for an SNR of 1, while the solid lines are for an SNR of 5.

Mean and uncertainty of the detector’s output e simulations of the threshold detectors confirmed the theo-
retical formulas describing the mean output of the detector as presented in Section 2.2.1. However, the simulation
of the counting threshold detector revealed a problem with this type of detector. For a simple first order filter as
used in the simulator, the expected number of counts as given by Equation 2.39 is infinite. is is because even
the highly attenuated noise at high frequencies passes through an ideal comparator, which has infinite gain. In the
MATLAB simulation, the bandwidth is then limited by the sampling frequency of the discrete-time simulation.

e simulated uncertainty in the output of the threshold detectors is shown in Figure 2.11 and Figure 2.12
for the counting threshold detector and the averaging threshold detector respectively. e uncertainty has been
determined for 4 different threshold voltages.

From the simulation results it can be seen that the threshold voltage has an influence on the uncertainty. e
plots also showfitting lines thatwere obtained using the following reasoning. For the counting threshold detector, a
counting event occurs at random if the band is not too small [45]. erefore, this random process can bemodelled
with a Poisson distribution with mean and variance 𝑁, where 𝑁 is the expected count in the total measurement
time [30]. As a result, the uncertainty in the detector’s output is expected to follow:

Figure 2.11: Simulation results (circles) for 4 different threshold
for the counting threshold detector, with fitting lines (crosses).

Figure 2.12: Simulation results (circles) for 4 different threshold
for the averaging threshold detector, with fitting lines (crosses).
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Figure 2.13: Estimates of the uncertainty in the calculated power for the threshold detectors (red: averaging threshold detector; blue:
counting threshold detector).

𝛼ᖣ = 𝜎
𝜇 =

1
√𝑁

(2.41)

For the averaging threshold detector, the outcome of each comparison is either a zero or a one, where the
probability of a one, 𝑃, is given by Equation 2.40. e sampling of this random process can be modelled with a
Bernoulli process with mean 𝑃. As a result, the the uncertainty in the detector’s output aer𝑁 samples is expected
to follow:

𝛼ᖣ = 𝜎
𝜇 =

√1 − 𝑃
𝑃 ⋅ 1

√𝑁
(2.42)

By introducing scaling factors in 𝑃 and 𝑁, the simulation results for the two threshold detectors could be
fitted fairly well to Equation 2.42. is shows that the counting threshold detector can also be better modelled by
a Bernoulli process than by a Poisson process, which was not expected.

Uncertainty in the noise power Using the formulas that fitted the uncertainty in the detector’s output and the
formulas for the mean output of the detectors, the uncertainty in the calculated power can be estimated. Since
the noise power is proportional to the absolute temperature, this is the uncertainty in which we are ultimately
interested. e resulting uncertainty depends on the threshold voltage as shown in Figure 2.13. It can be seen that
the uncertainty is about the same for the two types of threshold detectors. e best uncertainty is obtained around
𝑉፭ ≈ 2𝜎፱ .

Sampled threshold detectors
In the simulations performed so far, the threshold detector was assumed ‘infinitely’ fast, as was suggested in the
literature (see Section 2.2.1). However, in that case there is a high correlation among the noise samples due to the
limited noise bandwidth and it might be possible to reduce the speed of the threshold detector without any cost
in the uncertainty. In the simulator the continuous-time comparator has been replaced by a clocked comparator
with a finite sampling frequency.

It was found that when reducing the sampling frequency, the mean output of the counting threshold detector
no longer follows the formula in Equation 2.39, but reducing the sampling speed does work for the averaging
threshold detector.

e plot of the simulated uncertainty in the power versus the sampling frequency of the averaging threshold
detector is shown in Figure 2.14. For this simulation the estimated optimum threshold voltage is applied and it
can be seen that for higher sampling frequencies the uncertainty asymptotically reaches the value that was found
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Figure 2.14: e simulated uncertainty in the power versus the
sampling frequency of the averaging threshold detector.

Figure 2.15: e simulated uncertainty in power for different
threshold voltages for the averaging threshold detector.

Table 2.2: A summary of the uncertainty of the various detectors. e reported uncertainties assume either an integration or counting time of
፭ᑞ. In the tableፍᎲ is used for the counting threshold detector to denote the number of zero crossings per second.

Detector Measurement Calculated power
Mean (μ) Rel. Uncertainty (σ/μ) Rel. Uncertainty (σ/μ)

Square-law rectifier 𝜎ኼ፱ √ ኻ
፟ᑔ፭ᑞ √ ኻ

፟ᑔ፭ᑞ

Correlating detector 𝜎ኼ፱ √ ኻ
፟ᑔ፭ᑞ ⋅ √1+

ፑᑖᑢ
ፑ + ኻ

ኼ (
ፑᑖᑢ
ፑ )

ኼ
√ ኻ
፟ᑔ፭ᑞ ⋅ √1+

ፑᑖᑢ
ፑ + ኻ

ኼ (
ፑᑖᑢ
ፑ )

ኼ

Switching detector 𝜎ኼ፱ √ ኻ
፟ᑔ፭ᑞ ⋅ √2(1+

ፑᑖᑢ
ፑ )

ኼ
√ ኻ
፟ᑔ፭ᑞ ⋅ √2(1+

ፑᑖᑢ
ፑ )

ኼ

Full-wave linear rectifier 𝜎፱√ ኼ
᎝ √ ኻ

፟ᑔ፭ᑞ ⋅ √
ኻ
ኾ √ ኻ

፟ᑔ፭ᑞ

Half-wave linear rectifier 𝜎፱√ ኻ
ኼ᎝ √ ኻ

፟ᑔ፭ᑞ ⋅ √2 √ ኻ
፟ᑔ፭ᑞ ⋅ √8

Counting threshold detector ኻ
ኼ𝑁ኺ𝑒

ዅ ᑍᎴᑥ
ᎴᒗᎴᑩ ≈ √ ኻ

፟ᑔ፭ᑞ ⋅ √2.7 at 𝑉፭ ≈ 2.03𝜎፱

Averaging threshold detector (𝑓፬ ≫ 𝑓፜) ኻ
ኼ −

ኻ
ኼ𝑒𝑟𝑓(

ፕᑥ
√ኼ᎟ᑩ

) ≈ √ ኻ
፟ᑔ፭ᑞ ⋅ √3 at 𝑉፭ ≈ 1.87𝜎፱

Averaging threshold detector (𝑓፬ < 𝑓፜) ኻ
ኼ −

ኻ
ኼ𝑒𝑟𝑓(

ፕᑥ
√ኼ᎟ᑩ

) ≈ √ ኻ
፟ᑤ፭ᑞ ⋅ √6.5 at 𝑉፭ ≈ 1.6𝜎፱

in Figure 2.13. For lower sampling frequencies, the uncertainty starts to increase around 10𝑓ዅኽ፝ፁ and follows the
asymptote set by the sampling frequency instead of the correlation bandwidth.

From this plot it can be concluded that for a certain sampling frequency, the best inaccuracy can be achieved
by using very wide-band noise. Consider for instance the sampling frequency of 1 MHz. For the simulated noise
bandwidth, the best possible accuracy is set by the purple asymptote, while with a higher noise bandwidth the
uncertainty set by the green asymptote could be achieved for the same sampling frequency.

A simulation of the relative uncertainty in power for different threshold voltages for the averaging threshold
detector is shown in Figure 2.15. is is for the case of very wide-band noise and a simulation time of 1 s. is
shows an optimum threshold voltage around 1.6𝜎 of approximately √ዀ.኿

√፟ᑤ፭ᑞ
.

Summary

A summary of the mean output of each detector is given in Table 2.2. is table also shows the uncertainty in
the measured output of the detector. Finally, using the equation describing the mean output of the detector, this
uncertainty can be translated to the uncertainty in the calculated noise power, which is also included in the table.

For the averaging threshold detector two rows are added, one for when the sampling frequency is much higher
than the noise bandwidth, and one for when the sampling frequency is lower than the noise bandwidth.
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2.3. Application considerations
For the targeted application, i.e. thermal monitoring (see Section 1.1), the following specifications are targeted.
e noise-thermometer should achieve a resolution of 0.2 °C፫፦፬ in a 0.1 s measurement time. e targeted accu-
racy is 0.5 °C using only an electrical calibration.

Based on these specifications, this section will discuss what kind of calibration should be used for the sensor.
Additionally, the type of detector used for measuring the noise power is chosen. ese choices are the basis for
the system level architecture as described in the next chapter.

2.3.1. Choice for calibration
During the thermal monitoring, the references that must be supplied externally must be kept to a minimum.
In order to achieve this, factory trimming might be needed. Only capacitors are suitable for trimming purposes,
because of their low temperature coefficient and slow aging. e sensor should be calibrated electrically to prevent
an expensive trimming using a temperature stabilized environment. For this calibration, any reference can be
supplied externally, but the goal is to keep the amount of pads to a minimum to reduce the costs.

To understand which references are minimally needed during operation or calibration, different methods of
noise measurement are analysed:

• Measure the noise voltage, 𝑣፧ = √4𝑘𝑇𝐵𝑅: the voltage should be measured and the factor 𝐵𝑅 should be
calibrated. e factor to be calibrated is a capacitor ([𝑉𝐴ዅኻ𝑠ዅኻ] = [𝐹ዅኻ]).

• Measure the noise current, 𝑖፧ = √4𝑘𝑇𝐵/𝑅: the current should be measured and the factor 𝐵/𝑅 should
be calibrated. e factor to be calibrated is an inductor ([𝐴𝑉ዅኻ𝑠ዅኻ] = [𝐻ዅኻ]). ese are not practical
components in integrated circuits.

• Measure the noise power, 𝑝፧ = 4𝑘𝑇𝐵 (see also Section 2.1.2): measuring the power requires a measurement
of the voltage and current. e unknown factor to be calibrated is the bandwidth.

In the first method, considering that a voltage reference is needed for the voltage measurement, actually only
a charge needs to be calibrated ([𝐴𝑠] = [𝐶]). For this charge an accurately known charge can be used, i.e. the
elementary charge, which is found in the equations describing shot noise. In the literature a noise-thermometer
has been presented that only requires a voltage reference (see Section 2.1.2). Since the addition of shot noise will
increase the complexity of the circuit, for this design the options without shot noise are considered. A similar trick
cannot be applied in case of the current measurement, since then a flux reference is required. For this Josephson
junctions can be used, but these require super conduction.

Direct implementations of the proposed measurement methods require a reference voltage to be supplied
together with a capacitor or, in the case of the noise power measurement, a reference voltage, current and time.
ese references can also be obtained indirectly using other references, but not all references are equally desirable.

During operation of the sensor, it is undesirable to supply a reference current, since true current references do
not exist. A voltage reference is also not optimal, since this is implemented using a bandgap reference which in
essence is already a temperature sensor. e requirement for a stable and very accurate external reference resistor
or capacitor is also not desirable because of the increased component count. Moreover, the former requires aKelvin
connection for an accurate measurement, which requires additional pads, and the latter cannot be implemented
accurately due to parasitic capacitances.

It can be concluded that during operation of the sensor an external reference voltage is most desirable, and as a
result, factory trimming of some internal capacitor is required. is trimming can be performed most accurately,
and with the least amount of additional pads, by supplying a reference clock and reference current.

A note on the requirement of a reference voltage: the reference voltage does not have to be independent of
temperature. For example, a well-defined PTAT voltage is also usable, since the RMS noise voltage scales with the
square root of the temperature, resulting in a temperature dependent ratio of the RMS voltage to reference voltage:

𝜎 ∝ √𝑇
𝑉፫፞፟ ∝ 𝑇

} ⇒ 𝜎
𝑉፫፞፟

∝ 1
√𝑇

(2.43)

Furthermore, when shot noise is used in combination with thermal noise, it should be possible to replace this
reference voltage by a reference timebase. In that case, an internal capacitor needs to be trimmed in factory, and
during operation only an accurate external clock must be supplied. Although this is ultimately the best, possible
implementations will not be discussed in this thesis.
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2.3.2. Choice of detector
Different detectors and sensing techniques have been discussed and analysed in this chapter. e ratio mea-
surement or switching technique as discussed in the literature study are not directly applicable on-chip, since no
reference temperature is available and shot noise will not be used. erefore, it is important that the transfer func-
tion of the chosen detector is accurate. e most flexible solution is to use an ADC such that any kind of detector
or filter can be realized in the digital domain. However, this solution is quite energy-inefficient, as will be shown
in the following.

Assuming thermal noise with a variance 𝜎ኼ፭፡ is applied to the input of an ADC, the required input range of the
ADC is at least 𝑉 ፮፥፥ = 6𝜎፭፡. e resulting quantization noise for an N-bit ADC is given by [46]:

𝜎ኼ፪ =
𝑞ኼ
12 =

1
12 (

𝑉 ፮፥፥
2ፍ )

ኼ
= 6ኼ
12 ⋅ 2ኼፍ ⋅ 𝜎

ኼ
፭፡ (2.44)

And the resulting temperature error due to quantization noise is:

Δ𝑇
𝑇 =

𝜎ኼ፪
𝜎ኼ፭፡

= 3
4ፍ (2.45)

is shows that a 7-bit ADC is sufficient tomeasure up to about 250 °Cwith a 0.1 °C inaccuracy due to quantization
noise. To achieve a resolution of about 0.1 °C in 0.1 s the sample rate should be in the order of 100 MS/s (using
the formulas in Table 2.2).

Another possibility is implementing the detector in the analog domain and using an ADC to digitize only the
detector output. e required conversion rate of this ADC is then only 10 S/s for a measurement every 0.1 s. For
again a temperature error of 0.1 °C in a 200 °C temperature range, the required number of bits is only 10 (resulting
in anADC step size of approx. 0.2 °C), assuming that the detector outputs a signal proportional to the noise power.

Considering the same energy per conversion step, an ADC aer a detector will consume about 1 million times
less power than using an ADC as a detector. Using the ADC as a detector is therefore very likely inferior in terms
of power consumption.

Comparing the analog implementations, the square-law rectifier and the full-wave linear rectifier give the
smallest statistical uncertainty (see Table 2.2). e half-wave linear rectifier is eight times worse in this respect,
and since the implementation complexity is almost the same, the half-wave linear rectifier is discarded. It has
been discussed that for both the square-law rectifier (or correlating detector) and the linear-rectifier the transfer
is determined by the (temperature-dependent) circuit characteristics (see Section 2.1.3). Any deviation from the
expected transfer results in an error. It will therefore be difficult to get an accurately defined transfer over a wide
bandwidth using this approach. ese detectors also all require an additional low-pass filter and ADC aer the
detector. is increases the complexity of the design, since also these blocks should have an accurate transfer
function. e same is the case for a continuous time comparator.

is is not the case for both the counting and averaging threshold detectors when implemented with a clocked
comparator. ese comparators can directly be interfaced with the digital logic. Furthermore, by using positive
feedback in the decision making process, it is easier to reach a higher speed. ese detectors however have a
slightly lower statistical uncertainty than the square-law and full-wave rectifier circuits. Another advantage of
using a comparator as a detector is that there are only two possible output values. erefore, there is no need to
accurately know the gain, and there is no non-linearity involved. is also holds for any pre-amplifier that might
be necessary for e.g. offset compensation [47].

In conclusion, the only disadvantage of the threshold detector is the slightly higher measurement uncertainty.
However, the other detectors are difficult to implement while ensuring accuracy over a wide band, and therefore
likely a higher overall measurement uncertainty can be achieved.

As shown in Section 2.2.2, it is advantageous to choose the sample frequency lower than the noise bandwidth to
reduce the correlation between the noise samples. It was also shown that the counting threshold detector no longer
produces the expected noise power in this case. Although one could determine the new transfer characteristic,
the averaging threshold detector will simply be used instead.





3
System Level Design

is chapter describes the system level design of a noise thermometer based on a threshold detector.

3.1. The general architecture
3.1.1. Architectures
Different architectures are possible for threshold detectors, see Figure 3.1.

First of all, a fixed threshold voltage could be used and the temperature could be derived from the average
output of the detector. In this case, the threshold voltage is only optimal for a single temperature. Alternatively,
it is possible to use feedback in order to adapt the threshold voltage to keep it near the optimal threshold at all
temperatures. Since the feedback architecture can be derived from the open-loop architecture with some modifi-
cations, it was chosen to first implement the open-loop architecture to evaluate feasibility. In addition, this would
not strongly affect the performance since the uncertainty has a relatively flat optimum, as can be seen in Figure
2.15.

e threshold detector requires the RMS value of the noise to be about the same as the threshold voltage.
e noise voltage will be low, even when measuring the noise of a large resistance over a wide bandwidth. For
example, a 100 kΩ resistor generates about 1 mV፫፦፬ noise over a 1 GHz effective noise bandwidth, which requires
the parasitic capacitance to be smaller than 2.5 fF. Since the noise voltage will be low, either the noise must be
amplified or the threshold voltage must be very small. More generally, a combination of noise amplification and
threshold division can be used. is general architecture is shown in Figure 3.2.

3.1.2. Architecture requirements
As mentioned in Section 2.3, an inaccuracy of 0.5 °C and a resolution of 0.2 °C፫፦፬ in 0.1 s are targeted. is
section derives the requirements on the general architecture to achieve these specifications.
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Figure 3.1: Two architectures based on the threshold detector.
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Figure 3.2: e general architecture of the noise thermometer, using either an amplifier, a divider or a combination.

Resolution
Even though it is shown in Figure 2.15 that the optimum threshold is around 𝑉፭ = 1.6𝜎፱ , the slightly less op-
timum 𝑉፭ = 2𝜎፱ is assumed during the system and circuit design (Chapter 4). e slightly less optimal value
was estimated in Section 2.2.2, and only aer the measurement results of the chip were obtained, the optimum
threshold voltage was again simulated and found to be closer to 𝑉፭ = 1.6𝜎፱ . For 𝑉፭ = 2𝜎፱ the relative uncertainty
in the noise power is approximately:

𝜎
𝜇 = √

8
𝑓፬𝑡፦

(3.1)

e results obtained when using this value are still valid. However, the circuit can be designed for a better
resolution when using a slightly lower threshold voltage, but then the maximum allowed offset is also lower.

From this equation, it follows that in order to achieve the targeted 0.2 °C፫፦፬ resolution in 0.1 s, the readout
circuit must process 180 MS/s.

Accuracy
Any additional noise (𝜎ኼፚ፝፝) directly adds to the noise power to be measured (𝜎ኼ፱). Hence, the error in the mea-
sured temperature, which is directly proportional to the noise power, is:

Δ𝑇
𝑇 = 𝜎ኼፚ፝፝

𝜎ኼ፱
(3.2)

Since the ratio of the input noise to threshold voltage is determined by the threshold detector (see Equation
2.40), an offset voltage (𝑉፨፬) can be translated into a change in the amount of noise power (𝜎ኼ፨፬):

𝑉፭ + 𝑉፨፬
√2 (𝜎ኼ፱ + 𝜎ኼ፨፬)

= 𝑉፭
√2𝜎ኼ፱

(3.3)

And the error in the measured temperature follows as:

Δ𝑇
𝑇 = 𝜎ኼ፨፬

𝜎ኼ፱
= (𝑉፨፬𝑉፭

)
ኼ
+ 2(𝑉፨፬𝑉፭

) ≈ 2 ⋅ 𝑉፨፬𝑉፭
(3.4)

Since a total inaccuracy of 0.5 °C is targeted, the individual error sources are designed to be lower than 0.1 °C
at 300 K. Using these equations, themaximumnoise and offset of the various blocks in the general architecture can
be determined. Comparator metastability and gain errors are modelled as an offset. e resulting requirements
are summarized in Table 3.1. is table assumes a practical value of 1 V for the external reference voltage. e
generated noise level is assumed to be 200 μV፫፦፬. ese values are close to the values that will be used.

ere are additional requirements on the amplifier. e linearity of the amplifier is important since any non-
linearity will alter the variance of the signal. In addition, in a continuous time system, the amplifier bandwidth
(and all parasitic poles) must be well-known since they alter the noise bandwidth and hence the variance of the
signal. For example, an additional pole with a frequency uncertainty of 10% should be at a frequency at least about
300 times higher than the first pole in order not to change the temperature reading by more than 0.1 K.

Another important note on the amplification is that the linearity and actual gain in the chain aer the com-
parator do not affect the reading, because the results only depend on the sign of the difference between the noise
and threshold. is enables the use of a comparator consisting of multiple open-loop stages.
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Description Formula Size
Error at room temperature (T = 300 K) Δ𝑇 0.1 K
Relative error 𝛼 = Δ𝑇/𝑇 1 / 3000
Applied reference 𝑉፫፞፟ 1 V
Generated noise 𝑣፧ 200 μV፫፦፬
Optimal threshold for generated noise 𝑉፭ = 2𝑣፧ 400 μV
Amplifier gain/divider division 𝛾 = 𝑉፫፞፟/𝑉፭ 2500
Maximum offset (referred to the noise source) 𝑉፨፬,፯፭ = 𝑉፭ ⋅ 𝛼/2 67 nV
Maximum offset (referred to the voltage reference) 𝑉፨፬,፯፫፞፟ = 𝑉፭ ⋅ 𝛼/2 ⋅ 𝛾 167 μV
Maximum readout noise (referred to noise source) 𝑣፧,፯፭ = 𝑣፧ ⋅ √𝛼 3.7 μV፫፦፬
Maximum readout noise (referred to the voltage reference) 𝑣፧,፯፫፞፟ = 𝑣፧ ⋅ √𝛼 ⋅ 𝛾 9.1 mV፫፦፬
Minimum gain (metastability) ≈ 𝑉፨፮፭/𝑉፭ 144 dB for a 1V output
Amplifier/divider ratio accuracy 𝛼/2 167 ppm
Resolution at room temperature (T = 300 K) 𝑇፫፦፬ 0.2 K፫፦፬
Sample frequency 𝑓፬ 180 MS/s

Table 3.1: Specifications for the general architecture.
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Figure 3.3: Different input structures that can be used to generate a well-defined amount of noise. From top to bottom: a parallel
capacitor, a GmC-filter and a boxcar filter.

3.1.3. Noise generation & calibration
e generated noise variance depends on the resistor value and the noise bandwidth, which must be calibrated at
least at one point. Higher-order filters are not suitable, since their higher component countmakes calibrationmore
difficult. Opamp-RC filters are not suitable since a high gain is required in the complete passband for accuracy.
A switched capacitor filter is impractical, since this requires an additional anti-aliasing filter and oversampling of
the desired 180MS/s. Possible input structures are shown in Figure 3.3 and a summary of their properties is given
in Table 3.2.

From the table it can be seen that the GmC-filter and the boxcar filter can generate a higher output noise level,
because of the active component. ese amplifiers will however introduce parasitic poles and additional noise.
e resulting accuracy is lower, and the calibration is more involved. erefore, a simple parallel capacitor is used
as filter.

Filter ENBW Output noise level To be calibrated
Parallel capacitor 𝐸𝑁𝐵𝑊 = 1/(4𝑅𝐶) 𝑣ኼ፧ = 𝑘𝑇/𝐶 𝐶
GmC-filter 𝐸𝑁𝐵𝑊 = 1/(4𝑟፨𝐶) 𝑣ኼ፧ = 𝑘𝑇/𝐶 ⋅ 𝑔𝑎𝑖𝑛ኼ ⋅ 𝑅/𝑟፨ 𝑔ኼ፦ ⋅ 𝑟፨ ⋅ 𝑅/𝐶
Boxcar-filter [48] (𝑟፨ ∶= 𝜏/𝐶) 𝐸𝑁𝐵𝑊 = 1/(𝜆𝜏) 𝑣ኼ፧ = 𝑘𝑇/𝐶 ⋅ 𝑔𝑎𝑖𝑛ኼ ⋅ 𝑅/𝑟፨ ⋅ 4/𝜆 𝑔ኼ፦ ⋅ 𝜏/𝐶 ⋅ 𝑅/𝐶

Table 3.2: Properties of the different filters.
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Figure 3.4: e noise generation circuit and the readout circuit.

e problem that the additional poles of the readout circuit changes the amount of noise, can easily be solved
for this circuit by sampling the noise on the capacitor. e transfer function of the system that processes these
samples then no longer influences the noise bandwidth of the samples. e resulting circuit does not even require
a resistor, since the switch has a finite resistance and the actual resistor value is not important.

e resulting noise generation circuit, including the rest of the blocks for this architecture, is shown in Figure
3.4. is circuit only requires a one-time calibration of the capacitor value. is can be performed using a voltage,
current and time as required. During operation only a reference voltage is required.

3.2. Achieving the accuracy requirements
To obtain an accurate design where only the capacitor value must be calibrated, the accuracy requirements of
Section 3.1.2 must be achieved. From that section three main challenges become clear:

• e amplifier/divider must have an accurate ratio, i.e. a maximum deviation of 167 ppm is targeted. Section
3.2.1 discusses how this requirement can be met. Based on the results, this section will also make the choice
for either amplification or division.

• e noise readout circuit must have a low offset, i.e. the maximum input referred offset is 67 nV. Section
3.2.2 discusses how this requirement can be met.

• e noise readout circuit must be low noise, i.e. the maximum input referred noise is 3.7 μV፫፦፬. Section
3.2.3 discusses how this requirement can be met.

3.2.1. Accurate ratio
e general architecture of Figure 3.4 requires either an accurate amplifier, an accurate divider, or a combination
of the two. An accurate amplification factor requires an active circuit with feedback. e accuracy will not only
be limited by the accuracy of the feedback network, but also by the non-idealities of the amplifier. e feedback
network of this amplifier should be an accurate divider. erefore, it is chosen to implement only the divider for
the threshold voltage. e disadvantage is that the comparator should provide more gain, but as explained before
(Section 3.1.2) the requirements on the amplification are more relaxed in the comparator.

An accurate divider can be obtained by using PWM (pulse width modulation) [49], compensation circuitry
[50], or dynamic element matching (DEM) [51][52]. With the required division ratio of more than 2000, more
than 2000 elements are required, which makes this approach impractical. A better solution would be to cascade
multiple division stages, for example cascading multiple DEM stages each dividing by 2. Different switched-
capacitor circuits can be used to create an exact ratio of 2. By using a switched-capacitor circuit even more hard-
ware can be saved, since a single stage can be reused multiple times in a cyclic fashion [53][54]. A problem with
all these methods is that the division circuit, or the required averaging filter, adds noise.

However, the chosen noise source generates kT/C noise by sampling noise on a capacitor (see Section 3.1.3).
Exactly the same is true for a passive switched-capacitor voltage divider, which is shown in Figure 3.5. is circuit
contains two equally sized capacitors. Initially, one of these capacitors is charged with the reference voltage, while
the other capacitor is discharged. Subsequently, the capacitors are shorted together and the charges are redis-
tributed. Half the reference voltage is now stored on each capacitor. en one capacitor is discharged, and the
capacitors are again shorted. At that point only a quarter of the reference voltage is stored on the capacitors. ese
cycles of discharging and shorting the capacitors repeat until the desired voltage on the capacitors is obtained.
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Figure 3.5: A cyclic switched-capacitor divider to generate the threshold voltage and the noise.

Because of the repeated redistribution of charge, this circuit will be referred to as the redistribution circuit in the
rest of the thesis.

Each time a switch in this circuit opens, noise is sampled on the capacitors. e amount of noise generated by
this circuit is predictable, and only depends on the capacitor size. erefore, this circuit can be used to combine
the division of the reference voltage with the generation of noise. e output of this circuit contains the divided
reference voltagewith the noise superimposed on it. Now the comparator should compare the output of this circuit
with 0 V, which is also illustrated in Figure 3.5. is is equivalent to comparing zero-mean noise with a threshold
voltage.

3.2.2. Low offset
For the obtained architecture, as shown in Figure 3.5, the offset of the readout circuitmust be low, i.e. themaximum
input referred offset is 67 nV. is section will discuss how that can be achieved.

e comparator will have offset and flicker noise. eir effect can be reduced using circuit techniques based
on sampling (auto-zeroing, correlated double sampling) or modulation (chopping). ese are however only ap-
plicable for linear systems. A solution is to use a pre-amplifier that uses these techniques. e input referred error
due to the offset and flicker noise are reduced by the gain of this amplifier. In addition to the comparator, also the
switched-capacitor noise generation circuit will have an offset, for example due to charge injection mismatch.

Since the additional pre-amplifier stage has to read out an unbuffered charge, chopping of this amplifier is not
directly applicable as this would destroy the charge. Besides, since the system is a sampled system running at a
high sample rate, the circuit techniques based on sampling are the most logical choice. However, it will be shown
that both input offset sampling (IOS) and output offset sampling (OOS) cannot easily be implemented. Another
option would be to simply use a high-pass filter, but also the implementation of this option has some challenges.
Finally, it will be shown that system-level chopping with CDS demodulation can be used to remove the offset and
flicker noise elegantly in this system.

Output offset sampling
Two possible implementations of OOS are shown in Figure 3.6. e circuit on the top has a single capacitor which
is charged to the amplified offset voltage in the auto-zero phase (𝜙ፚ፳ = 1). In normal operation (𝜙ፚ፳ = 0)
this voltage will be subtracted from the output, since the capacitor is in series with the amplifier output. In the
circuit on the bottom, the offset voltage is stored on C1 in the auto-zero phase (𝜙ኻ = 1). In normal operation
the amplifier output voltage (with an offset) is sampled on C2, and the voltages are subtracted using a difference
amplifier. For the circuit on the top, the amplifier has to settle to the required accuracy in both the auto-zero and
operational phases. For the circuit on the bottom, incomplete settling can be allowed, since the load capacitance
can be the same in both phases.

e sampling of the offset on the capacitor results in noise sampling. For a low enough input referred noise, a
large gain or a large load capacitance is required. In combination with the required sample rate of 180 MS/s, this
results in tough requirements for the pre-amplifier. ese requirements are a bit relaxed if incomplete settling can
be allowed, as suggested by the other OOS implementation, but then the timing jitter must be very low.

Input offset samping
e amplifier specifications can be relaxed by using feedback, as is the case for IOS, see Figure 3.7. When𝜙ፚ፳ = 1
the amplifier offset is sampled on 𝐶ፚ፳ which will be subtracted from the input voltage in normal operation. is
circuit also allows for the amplifier to operate in open-loop configuration when the input sample is amplified,
providing as much gain as possible.

is circuit however has several disadvantages. e amplifier’s finite gain and input capacitance will limit the
accuracy of the offset compensation. Moreover, the residual charge injectionmismatch offset due to the switches is
directly at the input. Minimum size switches already give more offset than can be allowed, and an extra auto-zero
stage following this stage is required to compensate for this offset.
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Figure 3.6: Two circuits for output offset sampling.
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Figure 3.7: Circuit for input offset sampling.

Another problem is that an impractically large capacitor (around 500 pF) is required tomake the sampled kT/C
noise negligible, since it is directly at the input. Alternatively, the additional sampled noise could be considered
extra generated source noise. is requires that the offset is sampled each cycle and that the noise generated by
the pre-amplifier is well known, which is difficult to achieve.

High-pass filtering
Alternatively, to get rid of the offset and flicker noise of the amplifier, a high-pass filter can be used. Since the
sample containing the DC threshold voltage is applied only when the sample is to be processed, this DC value
is not filtered out. e circuit is shown in Figure 3.8, which also shows the waveforms at different points in the
circuit. e pulse train shows the moments at which the comparator should take a sample. e high-pass filter
functions as a differentiator and can therefore be used to determine if a rising or falling edge is applied at its
input. e polarity of the sample then follows from the polarity at the output of the filter, which is sampled by the
comparator.

e implementation of this technique has several challenges. In order to limit the amount of noise from the
pre-amplifier, its output must be low-pass filtered. To prevent inter-symbol-interference, the different filters must
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Figure 3.8: Circuit using a high-pass filter to remove offset and flicker noise.
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Figure 3.9: Circuit using low frequency chopping and an injected DC voltage to remove the circuit offset.

be reset or settle to sufficient accuracy. e amplifier, if not settled, must be reset in such a way that the offset is not
periodically removed, since then it becomes a high frequency periodic pulse that passes through the filter similar
to the input samples.

System-level chopping
e proposed solution, system-level chopping, will now be explained by first demonstrating how low-frequency
system-level chopping can be used to remove the offset. Next, it will be demonstrated how this circuit can be
adapted to also remove the high-frequency flicker noise.

Low-frequency chopping eoretically, it is possible to get rid of any offset using two different threshold voltages
and a correction in the calculation of the temperature. Half of the measurement time the noise (𝜎፧) is compared
with threshold voltage 1 (𝑉፭ኻ) which has an offset (𝑉፨፬). Equivalently, the second half of the measurement time a
different threshold voltage (𝑉፭ኼ) is used, but the offset and thermal noise remain the same. From the output of the
comparator the following ratios are determined:

𝜇ኻ =
𝑉፭ኻ + 𝑉፨፬
𝜎፧

𝜇ኼ =
𝑉፭ኼ + 𝑉፨፬
𝜎፧

(3.5)

e temperature (𝜎፧) can be determined by subtracting these measurement values (𝜇ኻ and 𝜇ኼ), which removes
the unknown offset from the equation:

𝜇ኻ − 𝜇ኼ =
(𝑉፭ኻ + 𝑉፨፬) − (𝑉፭ኼ + 𝑉፨፬)

𝜎፧
= 𝑉፭ኻ − 𝑉፭ኼ

𝜎፧
(3.6)

For this measurement to work, it is required that the voltage with which the noise is compared (𝑉፭ኻ + 𝑉፨፬
and 𝑉፭ኼ + 𝑉፨፬) is not too high or too low. Otherwise the threshold detector would be working very far from the
optimum point, resulting in a very high measurement uncertainty.

An additional compensating DC voltage can be injected into the circuit, such that the circuit keeps operating
in the right region for both threshold voltages. e actual value of the injected voltage does not need to be known,
since it will be cancelled like the circuit offset. e two different required threshold voltages can easily be obtained
using an input chopper (𝑉፭ኻ = +𝑉፭ and 𝑉፭ኼ = −𝑉፭). e resulting circuit is shown in Figure 3.9.

A disadvantage of this circuit is that higher frequency flicker noisewill not be compensated. However, themain
advantage of this circuit is that it removes the offset from the entire readout circuit, including the redistribution
circuit.

It is important to realize that this is not simply possible for the offset sampling circuits presented before. Auto-
zeroing of the redistribution circuit’s offset requires redistribution of a 0 V input. is generates the offset at
the output of the redistribution circuit, which can then be stored on an auto-zero capacitor for compensation.
However, this generated offset will contain sampled kT/C noise with the same variance as the actual signal, since
it is generated by the same circuit. e auto-zeroing will not work properly, since the offset cannot be obtained
separately from the signal.

High-frequency chopping with CDS demodulation As explained, system-level chopping can easily remove the
offset of the entire system, whereas this is not simply the case for auto-zeroing circuits. e described problem
that the offset cannot be obtained separately from the signal, is a problem for regular signals. For the noise-
thermometer the signal is however noise. In the auto-zero phase and themeasurement phase the following samples
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Figure 3.10: Circuit using an input chopper and two correlated double samplers to remove the offset and flicker noise.

and resulting output are obtained:

𝑉ኻ = 𝑉፭ + 𝑉፨፬ +√𝜎ኼ፧ኻ

𝑉ኼ = 0 + 𝑉፨፬ +√𝜎ኼ፧ኼ

𝑉፨፮፭ = 𝑉ኻ − 𝑉ኼ = 𝑉፭ +√𝜎ኼ፧ኻ + 𝜎ኼ፧ኼ − 2𝜎፧ኻ,፧ኼ

(3.7)

where 𝜎፧ኻ,፧ኼ is the co-variance of the noise samples. In case the samples are uncorrelated (𝜎፧ኻ,፧ኼ = 0) and they
have the same variance (𝜎፧), this reduces to:

𝑉፨፮፭ = 𝑉፭ +√2𝜎ኼ፧ (3.8)

As a result, a sample with twice the noise variance is obtained, superimposed on the threshold voltage. is can be
used as input to the detector, if the auto-zeroing is performed each cycle and the noise samples are uncorrelated.
But, as already discussed, it is challenging to implement either IOS or OOS.

Alternatively, system-level chopping could again be applied, but at the same frequency as the sample frequency.
For uncorrelated samples with the same variance this leads to:

𝑉ኻ = +𝑉፭ + 𝑉፨፬ +√𝜎ኼ፧
𝑉ኼ = −𝑉፭ + 𝑉፨፬ +√𝜎ኼ፧

𝑉፨፮፭ = 𝑉ኻ − 𝑉ኼ = 2𝑉፭ +√2𝜎ኼ፧

(3.9)

From the equation describing the output voltage, it is clear that a correlated double sampler (CDS) is required for
the demodulation.

is circuit does not suffer the same disadvantage as the low-frequency chopper, since this system will also
attenuate high-frequency flicker noise. Moreover, no DC voltage injection is required, since the offset is removed
before the detection.

From Equation 3.9 it seems like two samples from the redistribution circuit are required, to generate a sample
that can be detected, which would reduce the resolution of the sensor. However, since each sample (𝑉፭ +√𝜎ኼ፧ and
−𝑉፭ +√𝜎ኼ፧) is a new realization of the random noise process, each generated sample could be used as an input to
the detector. erefore, the measurement resolution is not reduced if the difference between every pair of samples
is processed by the comparator. is statement was validated using a MATLAB simulation.

e proposed circuit with an input chopper and two correlated double samplers is shown in Figure 3.10. On
the le the figure shows how the offset is removed and how the double CDS results in the same number of output
samples as generated samples.
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Figure 3.11: A simple differential pair as amplifier, with its noise sources.

Conclusion
In this section it has been shown that input and output offset sampling circuits cannot easily be implemented,
especially if also the offset of the redistribution circuit must be removed. It has been demonstrated that system-
level chopping can remove all offsets. Due to the specific properties of the system and the signal, i.e. a threshold
detector and uncorrelated noise samples, the system-level chopping can run at the sampling frequency to also
attenuate flicker noise. Moreover, this solution does not come with a penalty on the resolution, and has therefore
been chosen for this system.

3.2.3. Low noise
For the obtained architecture, as shown in Figure 3.5, the noise of the readout circuitmust be low, i.e. themaximum
amount of input referred noise is about 3.7 μV፫፦፬. is section will discuss how that can be achieved.

It will be shown that the required noise level cannot even be obtained with a simple and idealized differential
pair, as the power consumption would become too high. e situation is even worse, since a charge must be read-
out. It will be shown that in that case the input capacitance as determined by the technology is limiting. e most
suitable charge readout amplifier will be shown.

Finally, as the amount noise from the readout circuit will be too high for the targeted accuracy, a digital noise
compensation scheme is proposed.

Analysis of a differential pair
For a simple differential pair (see Figure 3.11) the input noise PSD can be approximated by 𝑣ኼ፧ = 2⋅ ኼኽ ⋅

ኾ፤ፓ
፠ᑞ . If the

required settling time is given by 𝜏 = ኻ
ᎎ⋅፟ᑤ (𝑓፬ is the frequency of the samples and 𝛼 is the required settling, e.g.:

𝛼 = 3 for 3𝜏 settling), the ENBW of the amplifier is 𝐸𝑁𝐵𝑊 = ᎎ⋅፟ᑤ
ኾ . e total input referred noise is then:

𝑃፧,።፧ = 2
2
3
4𝑘𝑇
𝑔፦

⋅ 𝛼𝑓፬4 = 4𝛼𝑘𝑇𝑓፬
3 (፠ᑞፈᑕ ) 𝐼፝

(3.10)

Whereas the maximum allowed input referred noise for a certain error Δ𝑇/𝑇 and noise generating capacitor 𝐶 is
given by:

𝑃፧,።፧ =
𝑘𝑇
𝐶 ⋅ (Δ𝑇𝑇 ) (3.11)

Equating these two equations and isolating the transistor drain current gives:

𝐼፝ =
4𝛼
3

𝐶 ⋅ 𝑓፬
(፠ᑞፈᑕ ) ⋅ (

ጂፓ
ፓ )

(3.12)

For 𝛼 = 3, 𝐶 = 100 fF, 𝑓፬ = 180 MS/s, 𝑔፦/𝐼፝ = 20 and Δ𝑇/𝑇 = 0.1/300 this gives 𝐼፝ = 11 mA which could easily
result in self-heating of about 4 °C (assuming 100 °C/W at 1.8 V).

e resolution of the sensor can be approximated by (see Section 3.1):

(𝑡፫፦፬𝑇 ) = √8
√𝑓፬ ⋅ 𝑡፦

(3.13)
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Figure 3.12: Different possible readout connections. e redistribution circuit is modelled as shown inside the dotted box, and the
parasitics are shown in gray.

where 𝑡፦ is the measurement time and hence the energy required from the supply is𝐸 = 2𝐼፝ ⋅𝑉 ፝ ⋅ 𝑡፦. Assuming
the following relation between the temperature error due to noise and the temperature resolution, (ጂፓፓ ) = (

፭ᑣᑞᑤ
ፓ )⋅

𝛽 (the targeted resolution is slightly lower than the targeted accuracy, 𝛽 > 1), the energy spent in the differential
pair for a single temperature measurement can be simplified to:

𝐸 = 64𝛼𝛽
ኼ

3
𝑉 ፝
(፠ᑞፈᑕ )

𝐶
(ጂፓፓ )

ኽ (3.14)

is equation shows that it is best to use the smallest possible capacitor and lowest supply voltage. In addition
it is important to note that the energy increases with the cube of the required accuracy or resolution. It can also
be seen that the energy consumption is independent of the sample frequency.

Amplifier input capacitance
e main problem with the simplified analysis in the previous section is the neglected input capacitance. Since
a large current is required, the transistor should be wide and has a large input capacitance. is is a problem
since the source signal is a charge on a small capacitor and this capacitor must be accurately known. e input
capacitance of the amplifier is in parallel with the source capacitance.

Different readout strategies are possible, see Figure 3.12. e first option is to use the input capacitance of the
amplifier as the source capacitance. However, this capacitance is highly voltage and temperature dependent. is
can be improved by adding an extra capacitor, which is the second option. In these situations the source noise is
given by (𝐶፬፫፜ is the optionally added capacitor):

𝑣ኼ፧,፬፫፜ =
𝑘𝑇

𝐶፬፫፜ + 𝐶።፧
(3.15)

Another option is to connect the amplifier later using a switch (option 3 in Figure 3.12). e switch non-
idealities like 𝐶፬፰ and 𝑅፨፧ will be neglected for now. In that case the source capacitance is not changed by the
input capacitance of the amplifier. However, when the amplifier is connected the source signal is attenuated due
to charge redistribution. e source noise, at the input of the amplifier is given by:

𝑣ኼ፧,፬፫፜ =
𝑘𝑇
𝐶፬፫፜

⋅ ( 𝐶፬፫፜
𝐶።፧ + 𝐶፬፫፜

)
ኼ
= 𝑘𝑇𝐶፬፫፜
(𝐶።፧ + 𝐶፬፫፜)ኼ

(3.16)

e noise of the readout circuit is ultimately limited by the noise of the input transistor:

𝑣ኼ፧,፠፦ =
8
3
𝑘𝑇
𝑔፦

⋅ 𝐸𝑁𝐵𝑊 (3.17)
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Figure 3.13: e input capacitance and transconductance of an NMOS transistor in the CMOS14 process for different bias currents and
transistor widths.

e resulting temperature accuracy is given by:

Option 1/2: (Δ𝑇𝑇 ) =
1
𝑆𝑁𝑅 =

𝑣ኼ፧,፠፦
𝑣ኼ፧,፬፫፜

= 8
3
𝐶።፧
𝑔፦

𝐶።፧ + 𝐶፬፫፜
𝐶።፧

⋅ 𝐸𝑁𝐵𝑊

⟶ 8
3
𝐶።፧
𝑔፦

⋅ 𝐸𝑁𝐵𝑊 (Optimum: 𝐶፬፫፜ = 0)

Option 3: (Δ𝑇𝑇 ) =
1
𝑆𝑁𝑅 =

𝑣ኼ፧,፠፦
𝑣ኼ፧,፬፫፜

= 8
3
𝐶።፧
𝑔፦

⋅ (𝐶።፧ + 𝐶፬፫፜)
ኼ

𝐶።፧𝐶፬፫፜
⋅ 𝐸𝑁𝐵𝑊

⟶ 8
3
𝐶።፧
𝑔፦

⋅ 4𝐸𝑁𝐵𝑊 (Optimum: 𝐶፬፫፜ = 𝐶።፧)

(3.18)

In this equation 𝐶።፧/𝑔፦ is ultimately limited by the technology:

𝑔፦
𝑊 =

𝜇𝐶፨፱𝑉፠፭
𝐿

𝐶።፧
𝑊 = 𝐶፨፱𝐿 ⋅ 𝜁

𝑚𝑎𝑥 (𝑔፦𝐶።፧
) =

𝜇𝑉፠፭
𝐿ኼ፦።፧ ⋅ 𝜁

(3.19)

ese equations are for a transistor in strong-inversion, where 𝜁 is factor that represents a correction for overlap
capacitances etc. It can be seen that thiswill improve for newer technologieswith a lowerminimumchannel length.
A simulation of the input capacitance and transconductance of an NMOS transistor in the CMOS14 process for
different bias currents and transistor widths shows that𝑚𝑎𝑥 (፠ᑞፂᑚᑟ ) = 386 μS/fF (see Figure 3.13).

When the input capacitance of the amplifier can only be less than a quarter of the total source capacitance for
option 2, the circuit of option 3 has a better SNR (see Equation 3.18). e resulting maximum ENBW is then 12
MHz for 0.1 K inaccuracy.
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Figure 3.15: Readout using negative feedback.

A more elaborate model that includes the effects of the parasitics shown in gray in Figure 3.12 is discussed
in Appendix A. e modelled effects include the noise from the connect switch and the inaccuracy in the redis-
tribution due to the voltage-dependence of the parasitics. Simulations on that model confirm that the achievable
accuracy of both architectures is about the same.

at model also shows that if a switch is used to connect the pre-amplifier to the redistribution circuit, this
switch must be implemented using an NMOS with the largest possible overdrive voltage. e common-mode
input voltage should then be kept low to keep the design simple (no clock boosting etc.). e analysis also reveals
that operating at the maximum ፠ᑞ

ፂᑚᑟ complicates the design and is less energy-efficient.
Since both architectures can achieve the same accuracy, it is chosen to connect the amplifier later using a

switch, as that decouples the design of the pre-amplifier from the design of the redistribution circuit. As a result,
there is more freedom in the design of the redistribution circuit. For instance, it is then easier to readout both
capacitors of the redistribution circuit.

The proposed readout circuit
Connecting the pre-amplifier using a switch results in an issue which is illustrated in Figure 3.14. Aer the sam-
ple has been read out, residual charge is le on the parasitic input capacitance of the pre-amplifier. When the
new sample is connected, a redistribution of charge takes place, which effectively results in a weighted average of
multiple samples. As a result the noise samples will be correlated, which is not allowed.

is can be prevented by discharging the parasitic input capacitance before connecting the sample, as is illus-
trated by the switch in gray. However, kT/C noise will be sampled on the parasitic input capacitance when the
switch opens. When the sample is now connected, again redistribution of charge takes place. e samples are no
longer correlated, but accuracy is lost by the additional noise.

is problem can be solved by compensating for the charge that is present on the parasitic input capacitance.
In case of the open-loop architecture discussed in the previous section, the voltage due to this reset charge can
easily be measured, but in order to compensate for its effect the ratio of the source capacitance to parasitic input
capacitance must be accurately known, which is not the case.

is can be solved by using a closed-loop architecture where both the reset charge and the charge of the input
sample are moved into the same feedback capacitor, allowing for a compensation of the reset charge. is closed-
loop circuit is shown in Figure 3.15. e details on how exactly the reset charge will be compensated, will be
provided in Section 3.3.2.

e circuit works as follows. While the readout amplifier is disconnected (Φ፜፧፜፭ = 0) the feedback capacitor
is reset (Φ፫፬፭ = 1) and the redistribution circuit divides the input voltage. Next, in the amplification phase
(Φ፜፧፜፭ = 1 andΦ፫፬፭ = 0) the charge on the source capacitor is moved to the feedback capacitor.
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e noise at the output of the circuit due to the applied input noise sample is given by:

𝑣ኼ፧,፬፫፜ =
𝑘𝑇
𝐶፬፫፜

⋅ (𝐶፬፫፜𝐶፟፛
)
ኼ

(3.20)

Whereas the noise at the output due to the amplifier’s input transistor is given by:

𝑣ኼ፧,፠፦ =
8
3
𝑘𝑇
𝑔፦

⋅ 𝐸𝑁𝐵𝑊 ⋅ (
𝐶፟፛ + 𝐶።፧ + 𝐶፬፫፜

𝐶፟፛
)
ኼ

(3.21)

e resulting temperature accuracy is:

(Δ𝑇𝑇 ) =
1
𝑆𝑁𝑅 =

𝑣ኼ፧,፠፦
𝑣ኼ፧,፬፫፜

= 8
3
𝐶፬፫፜
𝑔፦

(
𝐶፟፛ + 𝐶።፧ + 𝐶፬፫፜

𝐶፬፫፜
)
ኼ
⋅ 𝐸𝑁𝐵𝑊 (3.22)

As can be seen from the equation, this circuit does not seem to be directly limited by the technology’s 𝐶።፧/𝑔፦.
A more elaborate comparison involving this circuit (closed-loop) and circuit option 3 of Figure 3.12 (open-loop)
is also shown in Appendix . at model includes the flicker noise, as that imposes a limit on the lowest ENBW
that should be used to filter the noise. From the resulting bandwidth, the expected resolution is obtained. Besides
the measurement error due to noise from the readout circuit, also self-heating is modelled.

e results show that both architectures have similar characteristics for the different sources of error and un-
certainty, i.e. this implementation is similarly limited by the technologies 𝐶።፧/𝑔፦. At the optimum found, the
self-heating results in an error around 0.02 °C, the resolution is about 0.4 °C፫፦፬ in 1 s, and the noise of the readout
circuit results in an error of about 4.5 °C. Some resolution has been traded for a reduced noise error.

Achieving the noise requirement
It has been shown that it is not possible to achieve the noise requirement in an amplifier. However, for the noise-
thermometer, noise from the readout circuit behaves as an offset that can be corrected for. In order to be able
to correct later for this error in the digital domain, additional circuitry must be added such that the amount of
readout noise can estimated.

An auto-zeroing like schemewould require themeasurement of this readout noise in absence of the signal (the
noise generated in the redistribution circuit). Measurement of this noise could be performed using the threshold
detector that is already present. It would however be very difficult to generate a threshold voltage with a negligible
amount of noise for the auto-zeroing action.

Instead, one could generate the threshold voltage with different amounts of noise using capacitors of a different
size (different by a factor 𝛼). is allows for the removal of a fixed readout noise level, using the following scheme:

Measurement 1: 𝑣ኼ፧,፦፞ፚ፬ኻ = 𝑣ኼ፧,፫፞ፚ፝፨፮፭ + 𝑘𝑇/𝐶
Measurement 2: 𝑣ኼ፧,፦፞ፚ፬ኼ = 𝑣ኼ፧,፫፞ፚ፝፨፮፭ + 𝑘𝑇/𝐶 ⋅ 𝛼
Calculate: 𝑣ኼ፧,፦፞ፚ፬ኼ − 𝑣ኼ፧,፦፞ፚ፬ኻ = 𝑘𝑇/𝐶 ⋅ (𝛼 − 1)

(3.23)

from which the temperature can be determined. In case the readout noise is temperature dependent, this calibra-
tion must be performed for each temperature measurement.

Conclusion
In this section it has been shown that the required noise level cannot be obtained with a simple and idealized
differential pair. For a charge readout circuit, the input capacitance as determined by the technology is even more
limiting.

A charge readout circuit that can be connected to the redistribution circuit using a switch has been chosen,
since this decouples the design and there is no penalty in the achievable accuracy. It has been shown that the
readout circuit must then employ feedback to compensate for reset errors, but this again does not have a penalty
on the achievable accuracy.

For the resulting readout circuit, the temperature error due to noise from this circuit is at best about 4.5 °C, and
this was only achieved by reducing the resolution. To compensate for the noise error, a digital noise compensation
scheme was proposed.
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Figure 3.16: e redistribution circuit to generate the threshold voltage and noise.

3.3. The final architecture
e accurate division of the threshold voltage will be performed with a redistribution circuit (Section 3.2.1). is
circuit also generates the noise samples and can be calibrated using a capacitor measurement. is redistribution
circuit is shown in Figure 3.16 and its details will be discussed in Section 3.3.1. Also the digital noise calibration
will be discussed in that section.

For the offset and flicker noise compensation, an input chopper in combination with a CDS will be used (Sec-
tion 3.2.2). e only requirement is that the noise samples generated by the redistribution circuit are uncorrelated.
It will be shown in Section 3.3.1 that this will be true. e CDS circuit will be further discussed in Section 3.3.3.

e low-noise pre-amplifier stage for the charge readout (Section 3.2.3) will be discussed in Section 3.3.2, and
finally an overview of the entire system will be provided in Section 3.3.4.

3.3.1. Redistribution circuit
In this section the redistribution circuit will first be analysed for the situations of mismatch and finite speed. Aer
this, the simulations are discussed that find the inaccuracy aer applying DEM, and the uncertainty aer applying
digital noise calibration.

Circuit analysis
e redistribution circuit will be analyzed for the case of 2 different capacitors, C1 and C2 (see Figure 3.16). In the
following analysis, the cycle number will be shown between brackets in superscript. e initial charging cycle is
defined as cycle 𝑖 = 0. en, for each iteration 𝑖 > 0, the even cycles (2𝑖 − 2) describe the state aer discharging
one capacitor, and the odd cycles (2𝑖 − 1) describe the state aer redistributing the charges.

In the first cycle, one of the capacitors is charged (C1 in this case) while the other capacitor is discharged:

𝑄(ኺ)ፂኻ = 𝐶1 ⋅ 𝑉።፧
𝑄(ኺ)ፂኼ = 0

(3.24)

e noise sampled when the switches are opened is:

𝑞ኼ(Ꮂ)፧,ፂኻ = 𝑘𝑇 ⋅ 𝐶1
𝑞ኼ(Ꮂ)፧,ፂኼ = 𝑘𝑇 ⋅ 𝐶2

(3.25)

Next, the capacitors are shorted together and the charge is redistributed to:

𝑄(ኼ።ዅኻ)ፂኻ = (𝑄(ኼ።ዅኼ)ፂኻ + 𝑄(ኼ።ዅኼ)ፂኼ ) ⋅ 𝐶1
𝐶1 + 𝐶2

𝑄(ኼ።ዅኻ)ፂኼ = (𝑄(ኼ።ዅኼ)ፂኻ + 𝑄(ኼ።ዅኼ)ፂኼ ) ⋅ 𝐶2
𝐶1 + 𝐶2

(3.26)

e noise aer opening the redistribution switch is given by (redistributed + new noise sampling):

𝑞ኼ(ᎴᑚᎽᎳ)፧,ፂኻ = (𝑞ኼ(ᎴᑚᎽᎴ)፧,ፂኻ + 𝑞ኼ(ᎴᑚᎽᎴ)፧,ፂኼ ) ⋅ ( 𝐶1
𝐶1 + 𝐶2)

ኼ
+ 𝑘𝑇 ⋅ 𝐶1 ⋅ 𝐶2𝐶1 + 𝐶2

𝑞ኼ(ᎴᑚᎽᎳ)፧,ፂኼ = (𝑞ኼ(ᎴᑚᎽᎴ)፧,ፂኻ + 𝑞ኼ(ᎴᑚᎽᎴ)፧,ፂኼ ) ⋅ ( 𝐶2
𝐶1 + 𝐶2)

ኼ
+ 𝑘𝑇 ⋅ 𝐶1 ⋅ 𝐶2𝐶1 + 𝐶2

(3.27)
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Aer the redistribution, one of the capacitors is discharged, and only the charge on this capacitor is changed (C2
in this case):

𝑄(ኼ።)ፂኻ = 𝑄(ኼ።ዅኻ)ፂኻ

𝑄(ኼ።)ፂኼ = 0
(3.28)

e noise aer opening the switches is given by (discharging + new noise sampling):

𝑞ኼ(Ꮄᑚ)፧,ፂኻ = 𝑞ኼ
(ᎴᑚᎽᎳ)
፧,ፂኻ

𝑞ኼ(Ꮄᑚ)፧,ፂኼ = 𝑘𝑇 ⋅ 𝐶2
(3.29)

Aer this, the charge will again be redistributed and discharged repeatedly until the required output voltage is
obtained.

When assuming nominally identical capacitors (C1 = C2 = C), the expected output voltage, aer N cycles, is
given by:

𝑉፨፮፭ = 𝑉።፧ ⋅
1
2ፍ (3.30)

When analysing the noise, it can be seen that both capacitors start with a random charge (see Equation 3.25).
en, aer the first redistribution, this is (filling in Equation 3.27):

𝑞ኼ(Ꮃ)፧,ፂኻ = (𝑞ኼ
(Ꮂ)
፧,ፂኻ + 𝑞ኼ

(Ꮂ)
፧,ፂኼ) ⋅ (

𝐶1
𝐶1 + 𝐶2)

ኼ
+ 𝑘𝑇 ⋅ 𝐶1 ⋅ 𝐶2𝐶1 + 𝐶2 = 𝑘𝑇 ⋅

𝐶1ኼ
𝐶1 + 𝐶2 + 𝑘𝑇 ⋅

𝐶1 ⋅ 𝐶2
𝐶1 + 𝐶2 = 𝑘𝑇 ⋅ 𝐶1

𝑞ኼ(Ꮃ)፧,ፂኼ = (𝑞ኼ
(Ꮂ)
፧,ፂኻ + 𝑞ኼ

(Ꮂ)
፧,ፂኼ) ⋅ (

𝐶2
𝐶1 + 𝐶2)

ኼ
+ 𝑘𝑇 ⋅ 𝐶1 ⋅ 𝐶2𝐶1 + 𝐶2 = 𝑘𝑇 ⋅

𝐶2ኼ
𝐶1 + 𝐶2 + 𝑘𝑇 ⋅

𝐶1 ⋅ 𝐶2
𝐶1 + 𝐶2 = 𝑘𝑇 ⋅ 𝐶2

(3.31)

And it can be seen that both capacitors end up with the same noise variance as before the redistribution. Next,
during the discharging phase, the charge on one of the capacitors is removed. But when the discharge switch
opens, noise is sampled, and the same noise variance is again available on the capacitor. As a result the amount of
noise does not change with the number of redistribution cycles.

Speed requirement
evoltage as given inEquation 3.30 is only obtained in case the circuit is infinitely fast. With a finite settling speed,
this voltage is only obtained with a certain accuracy. In case of N redistribution cycles, the final output voltage
is given by Equation 3.32, assuming the charging, discharging and redistribution have the same time constant 𝜏.
is equation also assumes that incomplete settling always results in an output voltage that is too low, which is not
always the case.

𝑉፨፮፭ ≈ 𝑉።፧ ⋅
1
2ፍ ⋅ (1 − 𝑒

ዅ ᑥᒙ )
ኼፍ

(3.32)

As an example, for only 10 redistribution cycles and an accuracy of 1% already 7.6 tau settling is required.
Another speed requirement follows from the requirement that the noise samples must be uncorrelated. In

case the switching speed is too high compared to the settling speed, the resulting noise spectrum is not white.
However, simulations have shown that already at a switching frequency of less than 0.8 times the -3 dB frequency,
the temperature error will be less than 0.06 °C due to correlation between the samples (see Figure 3.17). is
requirement corresponds to a 7.9 tau settling speed.

Analysis of DEM schemes
Because of mismatch between the capacitors, 𝐶1 ≠ 𝐶2, the charge will not be equally distributed when shorting
the capacitors together. As a result, when always discharging the same capacitor, the obtained threshold voltage is
either too low or too high. is can be solved by applying a form of dynamic element matching (DEM).

For this circuit this means that not always the same capacitor will be discharged. e capacitor that is dis-
charged in a certain cycle is determined by the redistribution or switching scheme. By applying multiple different
redistribution schemes in different DEM cycles more accurate division ratios can be obtained [54].

is section analyses the effect of DEM on the accuracy of the redistribution circuit.
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Figure 3.17: A simulation of the temperature error due to correlation for different settling speeds.

A MATLAB model was designed using the equations of Section 3.3.1. e mismatch is included by defining
𝐶1 = 𝐶 + Δ𝐶 and 𝐶2 = 𝐶 − Δ𝐶, where 𝐶 is the nominal capacitor value and Δ𝐶 is the difference in capacitance.
e relative error is defined as 𝛼 = Δ𝐶/𝐶.

For this application not only the expected output voltage is of interest, but also the amount of generated noise
is of importance. is depends on how the redistribution stops, there are two possibilities, both of which are
simulated:

• First of all, one of the capacitors could be read out before discharging one of the capacitors, but aer the
redistribution switch has opened. At this point the large signal voltage on both capacitors is the same, while
the noise is different.

• Secondly, both capacitors could be read out at the end of the redistribution, before the redistribution switch
is opened. Now the capacitors are still shorted together and a single voltage is available.

For the simplest hardware implementation always the same capacitor should be discharged. In this case the
inaccuracy in the threshold voltage aer N redistribution cycles is given by:

Δ𝑉
𝑉 ≈ 𝑁 ⋅ Δ𝐶𝐶 (3.33)

and the noise is either ፤ፓኼፂ (both capacitors are read), ፤ፓ
ፂዄጂፂ (C1 is read) or ፤ፓ

ፂዅጂፂ (C2 is read), which follows from
Equation 3.31.

A simulation has shown that by choosing wisely which capacitor should be discharged in which cycle, this can
be improved to:

Δ𝑉
𝑉 ≈ 𝛼ኻ ⋅

Δ𝐶
𝐶 (3.34)

where 𝛼ኻ depends on the actual number of cycles, but is always smaller than 1 for up to at least 12 redistribution
cycles.

is can be improved by using two different DEM schemes to generate the threshold voltage. By choosing the
switching schemes wisely such that in case of mismatch the output voltage is too low for one of the schemes, and
too high for the other, the average of the threshold voltages can get closer to the ideal threshold voltage.

Simulations have been performed for the usage of two different DEM schemes in case the redistribution switch
is not opened and in case it is opened. In case the redistribution switch is opened, the switching schemes are chosen
such that in one case one of the capacitors is read out and in the other case the other capacitor, in order to get the
noise level as close as possible to the ideal noise level.
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However, better results were obtained in case the redistribution switch is not opened. e following relation
for the error in the threshold voltage was found:

Δ𝑉
𝑉 ≈ 𝛼ኼ ⋅ (

Δ𝐶
𝐶 )

ኼ
(3.35)

where 𝛼ኼ depends on the actual number of cycles, but is always smaller than 3 for up to at least 12 redistribution
cycles. e generated noise is independent of anymismatch between the capacitors. is option was implemented
in the final design.

Digital noise calibration
e digital noise calibration as described in Section 3.2.3 comes with a penalty on the achievable resolution. is
section will analyse that penalty.

During the first measurement, a certain amount of noise is generated and is read out with a certain SNR1. Dur-
ing the second (calibration) measurement, less noise is generated, but the readout circuit adds the same amount
of noise. e amount of generated noise is different by a factor 𝛼, which is obtained by increasing the size of the
capacitors in the redistribution circuit by a factor 𝛼.

Aer these two measurements, the amount of noise found in each of the measurements is (normalized to the
amount of noise generated in the redistribution circuit):

𝑀ኻ = 1 +
1
𝑆𝑁𝑅

𝑀ኼ =
1
𝛼 +

1
𝑆𝑁𝑅

(3.36)

And the temperature is found from:

𝑀 = 𝑀ኻ −𝑀ኼ = 1 −
1
𝛼 (3.37)

In case for the first and second measurement respectively 𝑁ኻ and 𝑁ኼ noise samples are used, the uncertainty
in these measurements can be determined. Recalling that the resolution of the measurements is inversely propor-
tional to the square root of the number of samples (see Equation 3.1):

𝜎ፌኻ
𝑀ኻ

= 1
√𝑁ኻ

𝜎ፌኼ
𝑀ኼ

= 1
√𝑁ኼ

(3.38)

e uncertainty in M is found to be:

𝜎ፌ
𝑀 =

√𝜎ኼፌኻ + 𝜎ኼፌኼ
𝑀 =

√ፌᎴᎳ
ፍᎳ +

ፌᎴᎴ
ፍᎴ

𝑀ኻ −𝑀ኼ
(3.39)

Whereas if no digital noise calibration was required (high enough SNR), this would have been ᎟ᑄ
ፌ = ኻ

√ፍᎳዄፍᎴ
for

the same total measurement time.
From Equation 3.39 it can be seen that the resolution can be optimized by changing the time allocated to each

of the two measurements (𝑁ኻ and 𝑁ኼ), and by correctly choosing the amount of generated noise in the second
measurement (𝛼). A MATLAB simulation was performed to find the effect of these parameters on the resolution
of the measurements. e results are shown in Figure 3.18, this plot was generated using an SNR of 100.

From the plot it can be seen that for very large 𝛼 there will be hardly any penalty on the resolution due to the
calibration, if this calibration measurement is allocated only a very short time. However, a very large capacitor
would be required, which is impractical. In case 𝛼 = 2, which would only require a capacitor of double the size,
it is found that it is optimal to allocate approximately one third of the time to the calibration measurement. e
resolution is in that case 3 times lower and as a result a 9 times longer measurement is required for the same
resolution. In case only a two times longer measurement time is permitted to achieve the same resolution with
digital noise calibration, 𝛼 should be at least equal to 6. In the final circuit 𝛼 can be selected as 2, 3, 4, 5 or 6.

1e SNR, or signal-to-noise ratio, is in this thesis defined as the amount of noise generated in the redistribution circuit (‘the signal’), compared
to the amount of noise from the readout circuit.
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Figure 3.18: e plot shows the uncertainty in the measurement aer digital noise calibration. e blue plateau shows the uncertainty
in case no digital noise calibration is required.
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φrst,1 φrst,2
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Figure 3.19: e complete pre-amplifier circuit.

3.3.2. Pre-amplifier
is section discusses the architecture of the pre-amplifier that is required to correctly read out the redistribution
circuit. e pre-amplifier core has already been introduced in Section 3.2.3. It was mentioned that a reset charge
compensated is possible for this circuit, but not how this could be implemented.

e complete circuit containing the previously shown pre-amplifier and the additional amplifier required for
this reset charge compensation is shown in Figure 3.19. It works as follows. At first the redistribution circuit is
disconnected from the pre-amplifier and a sample is generated. In phase 1 the first stage is reset and all capacitors
are discharged. Aer opening the reset switch, a residual charge will be present on the feedback capacitor and the
parasitic input capacitance. During the second phase, time is given to the pre-amplifier to move all charge into the
feedback capacitor 𝐶፟፛,ኻ. is charge results in an output voltage of the first stage that appears over 𝐶፜፝፬. At the
end of the second phase, this voltage is sampled on 𝐶፜፝፬ when the reset switch of the second stage opens. In the
third phase, the input charge is connected andmoves to𝐶፟፛,ኻ. is extra charge results in an output voltage on top
of the voltage due to the reset charge. Only the change in output voltage of the first stage has to be compensated
by the second stage to move its virtual ground back. Hence, the output voltage of the second stage only depends
on the charge that was stored on the redistribution capacitors.

is solution is similar to the active noise cancellation circuit presented in [55] where also the sampled noise
is stored on another capacitor and later removed in a CDS kind of fashion.
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Figure 3.20: A sketch of the output voltage of the pre-amplifier. e CDS must resolve ፕᑕ ዆ ፕᎳ ዅ ፕᎴ.
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Figure 3.21: A simple CDS circuit.

3.3.3. Correlated double sampler
e correlated double sampler is responsible for the offset compensation of all the previous stages. Since the
previous stages can have an input referred offset that ismuch larger than can be tolerated, a small voltage difference
must be detected between the samples that can have a relatively large common voltage. Furthermore the output
of the pre-amplifier as discussed in Section 3.3.2 settles slowly. is output voltage and the voltage difference that
must be resolved are sketched in Figure 3.20. is exponential settling can be described by:

𝑉።፧(𝑠) =
𝑉 ።፧ፚ፥

𝑠 (1 + 𝑠𝜏) (3.40)

e problem with the simple CDS as shown in Figure 3.21 is the difference in effective settling speed in case
the feedback of the CDS is closed compared to when it is open. When closed in feedback, the amplifier can be
approximated by a resistance with value 1/𝑔፦. e transfer from input voltage to capacitor voltage is given by:

𝑉ፂ(𝑠)
𝑉።፧(𝑠)

= 1
1 + 𝑠𝐶/𝑔፦

(3.41)

For the slowly settling input voltage, the voltage over the capacitor can be described by:

𝑉ፂ(𝑠) =
𝑉 ።፧ፚ፥

𝑠 (1 + 𝑠𝜏)
1

1+𝑠 ፂ
፠ᑞ

(3.42)

When subsequently the same input voltage is applied with the amplifier in open-loop, the voltage at the amplifier
input is given by:

𝑉(𝑠) = 𝑉።፧(𝑠) − 𝑉ፂ(𝑠) = 𝑉 ።፧ፚ፥ ⋅
ኻ
Ꭱ

ኻ
Ꭱ + 𝑠

1
፠ᑞ
ፂ + 𝑠 = 𝑉 ።፧ፚ፥ ⋅ [

ኻ
ኻዅᎡ ᑘᑞᐺ
፠ᑞ
ፂ + 𝑠 −

ኻ
ኻዅᎡ ᑘᑞᐺ
ኻ
Ꭱ + 𝑠

] (3.43)

Which in time domain is:
𝑉(𝑡) = 𝑉 ።፧ፚ፥

1−𝜏፠ᑞፂ
⋅ [𝑒ዅ

ᑘᑞ
ᐺ ፭ − 𝑒ዅ ᑥᒙ ] ⋅ 𝑢(𝑡) (3.44)
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Figure 3.22: A S&H-circuit in front of the CDS circuit.

If, for example, the input voltage settles to only t = 3𝜏 with 𝜏 = 100 ns and the final error (given by V(t)) can only
be 10 ppm of 𝑉 ።፧ፚ፥ (these are realistic values), then the unity gain frequency (𝑔፦/𝐶) should be about 8 GHz.
is is however not possible given that the sampling capacitor should be big enough such that the charge injection
mismatch is small enough (in the order of pF).

is problem can be solved by inserting a S&H-circuit in front of the CDS (see Figure 3.22). In that case both
samples from the pre-amplifier are sampled on the same capacitor of the S&H-circuit andmoved to the same hold
capacitor, so no errors will occur at this point.

Aer the samples are moved to the hold capacitor, the CDS-circuit is connected to the output of the S&H-
circuit. When the CDS is in feedback, the sample will settle with 𝜏፜ = (1/𝑔፦,፬፡ + 1/𝑔፦,፜፝፬) ⋅ 𝐶፜፝፬. When the
CDS is in open-loop, the sample will settle with 𝜏፨ = (1/𝑔፦,፬፡)⋅𝐶፩ፚ፫ ≪ 𝜏፜ . erefore, the final settling accuracy
can be approximated by:

𝑉(𝑡) = −𝑉 ።፧ፚ፥ ⋅ 𝑒ዅ፭/Ꭱᑔ (3.45)

which is a single-pole system. Furthermore, there is quite some time to settle since the sample is being held until
the next sample arrives.

3.3.4. Overview
e total system, showing all circuits described in the previous sections (3.3.1, 3.3.2 and 3.3.3), is shown in Figure
3.23. e implementation details will be discussed in the next chapter.
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Figure 3.23: e total system.





4
Circuit Implementation

is chapter discusses the circuit implementation of the system level blocks discussed in the previous chapter. e
first four sections (4.1, 4.2, 4.3 and 4.4) discuss the general circuit. e last two sections (4.5 and 4.6) discuss the
supporting circuitry that make the circuit work and allow it to be debugged. e last section (4.7) discusses the
general chip layout.

4.1. Redistribution Circuit
As discussed in the previous chapter, the redistribution circuit is responsible for generating an accurate threshold
voltage with a well-defined amount of noise. Firstly, in order to achieve this accuracy, the redistribution circuit
must support different switching schemes and both capacitors must be read out. Secondly, in order to provide
offset compensation, an input chopper must be implemented. At last, in order to provide means for digital noise
calibration, the capacitor size must be variable. e differential circuit that has all the switches to support these
requirements is shown in Figure 4.1.

4.1.1. Capacitor size
e threshold voltage must be accurate to 167 ppm. For the highest SNR it is best to use the smallest possible
capacitor, but the matching properties get worse with smaller capacitors. MATLAB simulations have shown that
with two different switching schemes the threshold voltage inaccuracy due to capacitor mismatch is given by:

Δ𝑉
𝑉 = 𝛼 ⋅ (Δ𝐶𝐶 )

ኼ
(4.1)

where 𝛼 is a factor that depends on the actual number of redistribution cycles, and is always less than 3 for up to
at least 12 redistribution cycles. Metal fringe capacitors will be used because of their linearity, temperature stabiliy
and matching. In the CMOS14 process the capacitor mismatch (3𝜎) is given by:

Δ𝐶
𝐶 = 3.5 ⋅ 10ዅኼ√𝑓𝐹

√𝐶
+ 9 ⋅ 10ዅኾ (4.2)

In the worst case (𝛼 = 3) this requires a capacitor of at least 29 fF, or 40 fF differentially. To provide some
headroom, for the effect of parasitics, charge injection mismatch etc., a unit capacitor of 100 fF is used in the
differential circuit which could theoretically give an 82 ppm accuracy.

e differential RMS output noise voltage of the redistribution circuit with unit capacitors of size C is√𝑘𝑇/𝐶.
Due to the CDS, the RMS voltage of the samples that will actually be detected is 𝑣፧ = √2𝑘𝑇/𝐶 (subtraction of
two uncorrelated noise samples). e optimal threshold voltage is given by 𝑉፭,፨፩፭ ≈ 2𝑣፧ = 2√2𝑘𝑇/𝐶. Due to the
CDS, the required threshold voltage to generate is then 𝑉፭ = √2𝑘𝑇/𝐶 (doubling of the threshold voltage). Hence,
for optimal detection at room temperature and C = 100 fF, the required threshold voltage is: 𝑉𝑡 ≈ 288 μV.

45
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Figure 4.1: e redistribution circuit, showing all required switches.
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Figure 4.2: e timing diagram.

4.1.2. Timing requirements
In case N redistribution cycles are used, the voltage is divided by a factor 2ፍ. To allow for a reasonably large
reference voltage, 11 redistribution cycles are implemented. In that case the required input reference voltage is:
288 μV ⋅ 2048 = 590 mV.

As shown in Section 3.3.1, the accuracy of the output voltage depends on the settling speed as shown in Equa-
tion 4.3. With 12 tau settling, the final output voltage is accurate to at least 135 ppm. It is also shown in that section
that the correlation between the samples is then small enough.

𝑉፨፮፭ = 𝑉።፧ ⋅
1
2ፍ ⋅ (1 − 𝑒

ዅ ᑥᒙ )
ኼፍ

(4.3)

e timing requirements are derived from the design of the pre-amplifier (see Section 4.2.3). With this pre-
amplifier 280 ns are available to generate the threshold voltage. With a clock frequency of 50 MHz, exactly 14
clock cycles are available for the redistribution, where only 11 clock cycles are required. e timing diagram is
shown in Figure 4.2. Of each clock cycle, 10 ns is used for the (dis)charging, and the other 10 ns is allocated to the
redistribution. Keeping inmind that these phases must be non-overlapping, the requirement for sufficient settling
is: 𝜏 < 0.8 ns.

4.1.3. Switch sizing
e charging switches implement the input chopper. As a result, their charge injection mismatch will not be
compensated, however the offset voltage will be divided by 2048. To keep the charge injection mismatch to a
minimum, minimum size NMOS-only switches are used.

e on-resistance of a minimum size switch is not sufficiently low over all corners to achieve sufficient settling
in the available time. erefore, the 3 unused clock cycles are added to the charging phase (see also Figure 4.2).
However, with the variable capacitor at its maximum value, the settling speed is still too low. erefore also the
charging switch is variable together with the capacitor, which results in a constant settling speed independent of
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Figure 4.3: e schematic of the redistribution circuit, single-ended equivalent.

the capacitor size. e larger switches can havemore charge injectionmismatch, but this will then be injected over
a larger capacitor.

e redistribution and discharge switches were chosen to provide sufficient settling with all capacitors enabled
(𝜏 < 0.8 ns).

For the readout switches (controlled by Φ፜፧፜፭), it is best to use the widest possible switch, since their on-
resistance will contribute to the unwanted readout noise. However, to keep the voltage dependent part of their
parasitic below the maximum Δ𝐶 that the DEM scheme can handle, a width of 5 μm is used. To lower the on-
resistance, a low common-mode voltage of 0.6 V is used, resulting in an on-resistance of 188 Ω nominally.

e circuit diagram showing all transistor sizes (W/L, both in μm) is shown in Figure 4.3. is schematic only
shows half of the differential circuit.

4.1.4. Layout considerations
In the layout special care was taken to ensure matching of the capacitors and the charging switches. In both cases
a unit cell was created which is placed in a two-dimensional array with dummies on the sides.

eunit cell of the capacitor array is shown in Figure 4.4, which also shows part of the neighbouring capacitors.
e unit cell contains the 100 fF fringe capacitor and the switch to configure which capacitors are used. In the
vertical direction are the unit capacitors that make one variable capacitor, whereas the different variable capacitors
are laid out in the horizontal direction.

e bottom-plate of one variable capacitor is next to the top-plate of another variable capacitor such that the
parasitics in the horizontal direction mainly result in an extra capacitance to the common-mode (bottom-plate).
An even number of fingers is used for the capacitors such that the parasitics in the vertical direction are alsomainly
to the common-mode.

Furthermore, a lot of attention was paid to minimize the parasitics (cross-)coupled over the redistribution
switch. ese capacitors are illustrated in Figure 4.5. eir effect will now be explained.

Aer the redistribution, there is no voltage over the parasitic, 𝑉ፂ፩ፚ፫,ኻ = 0, and hence there is no charge on
this parasitic. When discharging one of the capacitors, a voltage will appear over the parasitic. Charge is taken
from the capacitor that is not being discharged to provide the charge required for 𝐶፩ፚ፫,ኻ. is charge is destroyed
when the redistribution switch closes again. Hence, as a result of this parasitic, charge ‘leaks’ away and the final
output voltage will be too low. Something similar happens for 𝐶፩ፚ፫,ኼ. Before discharging one of the capacitors,
the voltage over the parasitic is 𝑉ፂ፩ፚ፫,ኼ = 2 ⋅ 𝑉ፂ , while aer discharging the capacitor 𝑉ፂ፩ፚ፫,ኼ = 𝑉ፂ (𝑉ፂ is the
voltage over a single capacitor). e excess charge from the parasitic is dumped in the capacitor that is not being
discharged. As a result, there is too much charge and the final output voltage will be too high.

eoretically, the effects of these parasitics could perfectly cancel each other. But due to process variations,
the size of the parasitic is quite unknown and it is chosen to simply minimize these parasitics. is is achieved
by moving the drain and source contacts further away from the gate of the redistribution switch, by applying
shielding, and by careful routing.

In order to minimize clock feed-through, the digital clock signals are shielded from the analog signals. is
was especially important in the array of charge switches, since the clock signals are routed along the analog signals.
In addition, a large M1-M5 shield is placed around the capacitor array, since all digital clock signals are routed
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Figure 4.4: e unit cell of the capacitor array.

Vcm

Cpar,1

Cpar,2

Figure 4.5: Illustration of the parasitic over the redistribution switch (ፂᑡᑒᑣ,Ꮃ), and the parasitic cross-coupled over the redistribution
switch (ፂᑡᑒᑣ,Ꮄ).
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Figure 4.6: e layout of the switches for the redistribution circuit. e picture on the right has metal 5 hidden.

around this block.
Figure 4.6 shows most of the routing and shielding of this redistribution circuit. An improved layout can be

found in Appendix B. at layout has even less parasitics between the capacitor nodes and better matches the
parasitics of the different capacitor nodes. However, because of the additional shielding, there is a higher parasitic
to ground. is layout was not used, since the clock generator could not drive the increased clock load.

4.1.5. Simulation results
AMonte-Carlo analysis was performed on the extracted layout. e simulation uses two special switching schemes
and the input chopper to determine the final output voltage. ese switching schemes are optimized for the case of
capacitor mismatch, but ignore the effects of charge injection. e simulation results are shown in Table 4.1 for an
input voltage of 512 mV. Simulations for the nominal (at 27 °C) and slow corner (at 125 °C), and for the minimum
and maximum value of the variable capacitor were performed. V1 and V2 show the voltages for respectively
switching scheme 1 and 2. e a and b suffix are for the chopper polarity, and V1/V2 without suffix show the
output voltage when combining these chopped values using an ideal CDS.

It can be seen that with this layout the chopped values are close to ±250 μV, with a maximum fixed offset
of about 35 μV. By performing the chopping, the standard deviation of the output voltage already reduces to the
sub-μV level. is is because the chopping deals with the charge injection mismatch offset.

e voltages for the two switching schemes are averaged to determine the final threshold voltage out of the
redistribution circuit, Vt. It can be seen that in the nominal corner the standard deviation of the output voltage
decreases evenmore. is shows that the switching schemes do compensate for the capacitormismatch. Although
the different switching schemes also help in the slow corner, the results are less impressive. e last row in the
table shows the temperature error based on 3𝜎 of the threshold voltage. is is below 0.2 K in the nominal corner
and around 1.0 K in the slow corner.

Single capacitor All capacitors
Nominal Slow, 125 °C Nominal Slow, 125 °C

Mean Std.dev. Mean Std.dev. Mean Std.dev. Mean Std.dev.
V1a 259.4 μV 46.04 μV 257 μV 36.12 μV 253.3 μV 11.43 μV 255.4 μV 9.517 μV
V1b -239 μV 45.84 μV -241.8 μV 35.99 μV -244.5 μV 11.37 μV -248.3 μV 9.529 μV
V1 498.3 μV 456.9 nV 498.8 μV 933.8 nV 497.8 μV 284.1 nV 503.6 μV 408.8 nV
V2a 283.8 μV 40.33 μV 280.4 μV 30.19 μV 260.5 μV 9.661 μV 261.4 μV 7.938 μV
V2b -215.4 μV 40.53 μV -219.1 μV 30.33 μV -239.1 μV 9.736 μV -243.8 μV 8.105 μV
V2 499.2 μV 452.9 nV 499.5 μV 472.7 nV 499.6 μV 284.8 nV 505.2 μV 479.2 nV
Vt 498.8 μV 53.62 nV 499.1 μV 326.9 nV 498.7 μV 3.459 nV 504.4 μV 325.1 nV

Terror 0.17 K 1.04 K 0.01 K 1.04 K

Table 4.1: Simulation results of the Monte-Carlo analysis on the extracted layout.

4.2. Pre-Amplifier
e pre-amplifier amplifies the input sample, which is the charge stored on the redistribution capacitors. As ex-
plained in Section 3.3.2 the pre-amplifier consists of 2 stages. e first stage uses feedback to read out the charge
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Figure 4.7: A single-ended equivalent of the pre-amplifier with the timing diagram.

and provide some amplification. e second stage compensates for the reset charge in the feedback capacitor of
the first stage.

A single-ended equivalent of the circuit and the timing diagram are shown in Figure 4.7. is circuit is de-
signed for low-noise, since any noise from the readout circuit results in a temperature offset error. Furthermore,
this block is designed for maximum gain without clipping the output, such that the noise contribution of the next
block is negligible.

4.2.1. First stage of the pre-amplifier
To relax the noise requirements on the second stage, the gain of the first stage is set to 10x. is requires a feedback
capacitor of 20 fF. With this gain, the output swing of the first stage is limited to less than 100 mV and a telescopic
amplifier can be used. is is advantageous for the noise, since there’ll be no additional noise from the folding
transistors.

Furthermore, to get low noise the input pair uses NMOS transistors, since they can provide a higher transcon-
ductance for the same input capacitance. e transistors have a length of 0.24 μm, which is slightly more than the
minimum length. As a result, for this process, the flicker noise corner is at a much lower frequency (50% lower)
while the transconductance is almost the same as for a minimum length transistor (6% lower). As discussed in
Section 4.1.3, the common-mode voltage of the redistribution circuit is at 0.6 V. Still the highest possible 𝑉፠፭ is
used, since this results in the highest 𝑔፦/𝐶።፧.

Next, the transistor width, and hence the required bias current, were chosen such that the SNR (based on
thermal noise) is highest for the 100 fF input capacitance. Figure 4.8 shows a plot of the maximum ENBW that
can be allowed to achieve a 0.1 K temperature error due to readout noise for different sizes of the input capacitor.
e blue lines show the range of values of the input capacitor that can be used for normal operation and for
the digital noise calibration. It can be seen that for the chosen transistor sizing, the 100 fF input capacitance is
slightly past the optimum. is is better for the digital noise calibration, since that assumes that the readout noise
contribution remains the same for different values of the input capacitor (see Section 3.3.1). at condition is
best met past the optimum (see Section 3.2.3). e resulting width and current (80 μm, 100 μA) are close to the
optimum as predicted by the model in Appendix A.

A plot of the output noise PSD of the telescopic amplifier is shown in Figure 4.9. is plot was created with
the load capacitor disconnected in order to clearly show the thermal and flicker noise. e plot also shows the
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Figure 4.8: e maximum ENBW that can be allowed to achieve a 0.1 K temperature error due to readout noise for different sizes of
the input capacitor.

contribution of the on-resistance of the input switches. It can be seen that the noise contribution of the other
sources is lower than the contribution of the input pair. e flicker noise corner is around 2 MHz. e load
capacitor (10 pF) is chosen such that the -3 dB frequency is at this point.

e NMOS cascode transistors have a small voltage headroom since the input and output common-mode
voltage are the same. To ensure that this headroom does not get too small, extra gain is required in the common-
mode loop. A simple amplifier is used to control the output common-mode voltage. e circuit diagram of the
first stage of the pre-amplifier, including its bias circuit, CMFB circuit and feedback circuit, is shown in Figure
4.10. All transistor sizes are shown as W/L, both in μm.

4.2.2. Second stage of the pre-amplifier
To provide the largest possible output swing, a folded-cascode amplifier is used for this stage. Furthermore, the
output common-mode voltage is chosenhalf-way the supply-voltage, at 0.9V. In this case themaximumdifferential
output voltage is around± 1.2 V.emaximum gain of this stage was then derived from the worst-case maximum
input voltage. is is mainly determined by the maximum input signal (𝑉፭ + 3 ⋅ 𝑣፧) and the maximum offset of
the first stage, which are 0.9 mV and 4.3 mV respectively. is allows for a total gain of about 230x for both stages
together. To leave somemargin, the second stage provides an additional gain of 20x. Using aMonte-Carlo analysis
it was verified that the output voltage does not exceed 1.2 V.

e folded-cascode amplifier was designed for low-noise. erefore, PMOS transistors are used for the input
pair and more current is spent in these transistors compared to the output branches. e resulting output noise
PSD, including the transistor contributions, is shown in Figure 4.11. It can be seen that the noise is again dominated
by the input pair, by design. e total contribution of this amplifier to the readout noise is about the same as the
contribution of the input switches of the first stage of the pre-amplifier.

With the required transconductance to meet the noise requirement, the unity gain frequency is already such
that the amplifier can settle to more than 12𝜏 accuracy. e circuit diagram with the transistor sizes and branch
currents is shown in Figure 4.12. Again all transistor sizes are shown asW/L, both in μm. Tomaximize the output
swing, a switched-capacitor circuit with transmission gates is used for the common-mode feedback. Its circuit
diagram is shown in Figure 4.13.

4.2.3. Timing requirements
Simulations have shown that 3𝜏 settling of the first stage (with the input capacitor connected) is sufficient for the
reset noise compensation. Hence, with 𝑓ዅኽ፝ፁ = 2 MHz, 240 ns is required for settling. For the reset phase 40 ns
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Figure 4.9: e output noise PSD of the telescopic amplifier with the input switches.
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Figure 4.10: e first stage of the pre-amplifier, including its bias circuit, CMFB circuit and feedback circuit.
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Figure 4.11: e output noise PSD of the folded-cascode amplifier.
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Figure 4.13: e switched-capacitor common-mode feedback circuit, all switches are minimum size.

Device Param Noise Contribution
Charging switches (noise source) Sth 99.10 %
Pre-amplifier Sth 0.502 %
Pre-amplifier Sfl 0.344 %
Input switches Sth 0.034 %
Second amplifier Sth + Sfl <0.01 %
Pre-amplifier reset switches Sth <0.005 %

Table 4.2: e individual noise contributions of the total pre-amplifier circuit.

is used. erefore, the time required for each sample is 40 ns + 2 ⋅ 240 ns = 520 ns, and 40 ns + 240 ns = 280 ns is
available for the redistribution (see also Figure 4.7).

e required non-overlap conditions are as follows:

• e input charge must be connected aer the reset switch of the second stage has opened.

• e reset switch of the second stage must close aer the next block has sampled the output voltage.

• e clock phases of the switched-capacitor common-mode feedback circuit must be non-overlapping.

e common-mode feedback clock phases switch at the same time as the clock phase for the input connect
switch. In this case the clock phases are the same for every input sample that is processed. If this were not the
case, an error is made when later the samples are subtracted by the correlated double sampler.

4.2.4. Layout considerations
e layout of these stages has no special features: dummies are used to minimize offset, and all clock signals are
shielded. Special care was taken to keep the input signals low-ohmic, since the resistance results in additional
noise.

4.2.5. Simulation results
A timedomain PNOISE simulation was used to determine the individual noise contributions and to see the effect
of the reset noise compensation. A summary of the results is shown in Table 4.2.

It can be seen that 0.9% of the noise is from the readout circuit. is corresponds to a temperature offset error
of 2.7 K. It can also be seen that with the chosen timing, less than half of the noise is originating from flicker
noise (the simulation uses an ideal CDS circuit). e noise contribution of the second stage of the pre-amplifier
is negligible.

e last row in the table shows the contribution of the reset switches of the first stage of the pre-amplifier.
Without the reset noise compensation, the contribution of these switches to the output noise was about the same
as the contribution of the charging switches. erefore, it can be concluded that the reset compensation is effective.
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SNSP SNFP NOM FNSP FNFP
−55 ∘C 3.00 K 3.18 K 2.52 K 4.08 K 3.96 K
25 ∘C 2.64 K 2.70 K 2.76 K 4.56 K 4.68 K
125 ∘C 2.88 K 2.94 K 3.06 K 5.88 K 6.00 K

Table 4.3: A schematic simulation of the total noise error over corners and temperatures.

e results of a simulation of the total readout noise over different corners and temperatures is shown in Table
4.3. It can be seen that the noise performance is worse in the fast NMOS corners, but by increasing the bias current
the noise can be further reduced. ese simulations are based on the schematic circuit. e extracted simulation
is slightly worse and has a 3.0 K temperature error in the nominal case at room temperature.

4.3. CDS Stage
As explained in Section 3.3.3, also the CDS stage consists internally of 2 stages; a sample & hold stage, followed
by the actual correlated double sampler. To double the sample rate, the difference between every pair of samples
is taken and this requires double the circuit. A single-ended equivalent of the circuit and the timing diagram are
shown in Figure 4.14.

e input voltage is first sampled on both sampling capacitors (𝐶፬,ፚ/፛) and is then transferred to the hold
capacitor (𝐶፡,ፚ/፛), which was reset just before. Aer the charge has been transferred and this stage is in the hold-
phase, the CDS stage is connected. e two CDS circuits have different clock phases in order to take the difference
between different pairs of samples.

In order to perform the subtraction of two samples, the CDS stage is connectedwith the feedback switch closed
for the first sample. is sample is then stored on𝐶፜፝፬,ፚ/፛ . For the second sample the feedback switch is open, and
the voltage difference of the two samples is available at the virtual ground. e amplifier then amplifies this voltage
difference in open-loop configuration. Due to the finite time, the amplifier (an OTA) acts like an integrator, and
hence a reset switch at the output is included to ensure that the output starts integrating from 0 V. Even though
this switch injects charge, the offset improves.

4.3.1. Offset considerations
is stage is designed such that the total readout circuit achieves a low offset. An input referred offset of 94 nV
can be allowed for the readout circuit for a temperature error of 0.1 K. e pre-amplifier provides a gain of about
190x, hence the residual offset referred to the input of this stage can be 18 μV.

e final offset is determined by two factors. First of all, by the quality of the offset compensation. is stage
must compensate for the offset of the redistribution circuit, pre-amplifier and its own stages. Secondly, the final
offset is determined by the part of the offset that is not compensated for. e comparator following this circuit has
an offset that will not be compensated later, and hence this offset must be made negligible when referring it to the
input of the readout circuit.

e quality of the offset compensation is limited by different factors. Firstly, any charge injection mismatch
on the 𝐶፜፝፬,ፚ/፛ capacitors leads to an offset. Secondly, finite settling of the voltage on the 𝐶፜፝፬,ፚ/፛ capacitors
results in an offset, since the settling speed is different when the second stage is in open-loop or in closed-loop
configuration. Finally, a finite gain of the second stage amplifier results in an imperfect cancellation of its offset.
is is because not the full offset appears at the amplifier’s virtual ground when it is placed in unity gain feedback.

In order to deal with the charge injection mismatch problem, a capacitor of at least 3 pF must be used for
𝐶፜፝፬,ፚ/፛ in case a minimum size transmission gate is responsible for the charge injection (3𝜎፯ = 17 μV).

e required settling can be approximated by assuming that the settling is infinitely fast in case the second
stage is in open-loop configuration. is is a valid approximation, since the capacitor that has to be charged is
the input parasitic of the second stage amplifier, which can be assumed to be much smaller than 3 pF.e settling
error is then simply the error caused by incomplete settling in one phase, given by 𝑉 ፫፫፨፫ = 𝑉።፧ ⋅ 𝑒ዅ

ᑥ
ᒙ .

Since the input voltage can be as large as± 1.2 V (the previous stage was designed for maximum gain without
clipping the output), at least 11.1𝜏 settling is required for an error of 18 μV in the worst-case.

e settling speed is limited by the settling speed of the S&H amplifier, the CDS amplifier and the resistance
of the connect switch. For 𝐶፜፝፬,ፚ/፛ = 3 pF the maximum equivalent charging resistance is given by:
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Figure 4.15: e S&H circuit, including its bias circuit and feedback circuit.
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(4.4)

e maximum charging resistance is simply the sum of the resistances and inverses of transconductances in
the charging path, since the amplifiers are in unity gain feedback. e on-resistance of the connect switch will be
ignored for now. e time available for charging is maximized to 440 ns by optimizing the timing (see Section
4.3.4). Assuming the same transconductance for both amplifiers, the transconductance should be higher than 0.15
mS, or stated differently UGF > 8 MHz.

4.3.2. The S&H-stage
e S&H-stage cannot provide additional gain, since the input is already rail-to-rail and there is no additional
offset compensation in this circuit. Again a folded-cascode amplifier is used with the common mode voltage at
0.9V in order tomaximize the output swing. emain requirement for the amplifier is the fast settling as discussed
in the previous section. Simulations of the extracted circuit over process corners and temperature show that in
the worst case UGF = 8.6 MHz.

e circuit diagram of this stage, including its bias circuit, and feedback circuit, is shown in Figure 4.15. All
transistor sizes are shown as W/L, both in μm. e same SC-CMFB circuit is used as for the second stage of the
pre-amplifier as shown in Figure 4.13. e switches in the sampling circuit are tied to the common-mode voltage,
since otherwise there are problems with the settling of the input common-mode voltage.
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Figure 4.16: e CDS circuit, including its bias circuit and feedback circuit.

4.3.3. The CDS-stage
A3pF capacitor is used for𝐶፜፝፬,ፚ/፛ . is requires that the charge injectionmismatch is determined by aminimum
size transmission gate. e connect switch cannot be minimum size, as then the settling requirement cannot be
met. erefore, the minimum size feedback switch is opened before the connect switch and will be the critical
switch for the charge injection.

e residual input-referred offset due to the finite gain of this stage is: 𝑉፨፬,፫፞፬ = 𝑉፨፬/(𝐴+1). erefore, a high
DC-gain is important. Since the output of this stage is allowed to clip, as the offset is already compensated for,
an extra cascode is used to boost the DC-gain. e resulting worst-case DC-gain of 75 dB allows for about 0.1 V
offset. is is far more than required, and therefore the offset contribution of this amplifier stage can be neglected.

e UGF required for this stage depends not only on the settling requirement, but also on the required gain
in open-loop configuration (the amplifier functions as an integrator). erefore, this stage is made slightly faster
than the previous stage (worst-case UGF is 13.1 MHz), such that the comparator offset requirements are relaxed.
e resulting increased transconductance is the reason why the on-resistance of the connect switch was neglected
when determining the requirements for the S&H-stage.

e circuit diagram of this stage, including its bias circuit and feedback circuit, is shown in Figure 4.16. All
transistor sizes are shown as W/L, both in μm. Again the same SC-CMFB circuit is used as for the second stage
of the pre-amplifier as shown in Figure 4.13. e bias circuit has a dashed line around it, since the same circuit is
used for the two S&H amplifiers and the two CDS amplifiers.

4.3.4. Timing requirements
A sample must be processed every 520 ns. In order to maximize the hold time, only 40 ns is reserved for re-
setting and another 40 ns for transferring the sampled charge to the hold capacitor. is was only possible by
disconnecting the 3 pF load capacitor during this charge transfer.

e required non-overlap conditions are as follows:

• e bottom-plate sampling switchmust close aer the sample has been read and the read switch has opened.

• e sample switch must open aer the bottom-plate sampling switch has opened.
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• e sample must be read aer the sampling and resetting have completed.

• e S&H-circuit can only be reset aer the CDS circuit has been disconnected.

• eCDS feedback switchmust be closed aer the CDS reset switch and the S&H read switches have opened.

• e CDS reset switch must close aer the CDS feedback switch has opened.

• e CDS connect switch must open aer the next block has sampled the output voltage and aer the feed-
back switch has opened.

• e clock phases of the switched-capacitor common-mode feedback circuit must be non-overlapping.

e common-mode feedback clock phases of the S&H-circuit switch at the same time as the S&H-circuit
reset clock. In this way the clock phases are the same for each input sample that is processed. e common-
mode feedback clock phases of the CDS circuit on the other hand change polarity each time the CDS circuit is
disconnected. In this case the clock polarity switches when the CDS configuration changes from closed-loop to
open-loop and vice versa.

4.3.5. Layout considerations
e layout of these stages has again no special features: dummies are used to minimize offset, and all clock signals
are shielded. Also, no matching is required between any components of the two CDS channels.

4.3.6. Simulation results
In order to accurately determine the offset performance, the comparator circuit was connected to the output of
the CDS stage and clocked. is is important, since the input capacitance of the comparator determines the gain
in open-loop configuration and the comparator could kickback charge.

e resulting total gain (including the pre-amplifier) over corners and temperatures is shown in Table 4.4. In
the worst-case, a comparator offset of 10 mV would translate into a temperature error of 0.07 K.

SNSP SNFP NOM FNSP FNFP
-55°C 264k 246k 246k 187k 156k
25°C 223k 209k 211k 194k 169k
125°C 147k 168k 166k 157k 165k

Table 4.4: e total gain of the readout circuit from the pre-amplifier input to the comparator input.

A Monte-Carlo analysis on the total readout circuit (including the pre-amplifier, but not the redistribution
circuit) over corners and temperatures was performed. A large signal was applied as input before applying a 0 V
input signal in order to include the effect of previous samples on the current sample. e simulation results are
shown in Table 4.5, which shows the worst-case sample of the Monte-Carlo analysis. It can be seen that the total
error is always below 0.3 K and is below 0.1 K in the nominal corner.

SLOW NOM FAST
-55°C 0.084 K 0.290 K
25°C 0.050 K
125°C 0.227 K 0.253 K

Table 4.5: e offset performance of the readout circuit from the pre-amplifier to the CDS stage.

4.4. Comparator
For the metastability, the minimum gain of the total readout circuit should be 144 dB. is requires only an ad-
ditional 100x gain from this comparator stage. e simple StrongARM latch as shown in Figure 4.17 is used. An
elaborate noise analysis of this circuit is presented in [56]. e circuit works as follows. When CLK is low, the
comparator is reset. e outputs are pulled high and the internal nodes X and X’ charge to 𝑉 ፝ − 𝑉፭,፧. When
the CLK goes high, the input differential pair starts discharging nodes X and X’ with a different rate depending
on the input voltage. en first only the cross-coupled NMOS pair start discharging the output nodes, and when
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Figure 4.18: e probability that the output is high for a certain input voltage.

the output voltage has decreased enough also the PMOS transistors turn on. e cross-coupled inverter pair then
regenerates the output voltage difference to digital levels.

e latch uses relatively large transistors to lower the input referred offset. e output of this latch is stored
in a flipflop. For symmetry reasons, the latch output is first buffered and a dummy buffer is added to the unused
output.

A Monte-Carlo analysis was performed to determine the offset performance using the methodology of [57].
A staircase input was applied to the comparator and the probability that the output was high for a certain input
voltage was determined. is simulation was performed for an input voltage sweep from -10 mV to +10 mV and
in the other direction in order to determine if there is a hysteresis. e resulting plot is shown in Figure 4.18,
which shows no hysteresis. It can be seen that the offset is about 10 mV, leading to a worst-case temperature offset
of 0.07 K as discussed in Section 4.3.6.

In the layout special care was taken to ensure matching of the transistors and parasitic capacitances. A post-
layout simulation shows a fixed 0.3 mV offset without component variations.

4.5. Test circuits
4.5.1. Redistribution circuit
To be able to fully test the redistribution circuit, the size of the variable capacitor and the switching scheme used
to redistribute the charge are programmable. In addition, to be able to test only the readout circuit, a copy of the
circuit is placed on-chip that does not have the redistribution circuit. However, since the readout circuit expects a
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charge on a variable size capacitor as input, the circuit as shown in Figure 4.19 is used (compare with Figure 4.3).

4.5.2. Readout circuit
e bias currents of the different blocks are all derived by mirroring an external 100 μA current. is current
should have a PTAT characteristic such that the unity gain frequency of the different amplifiers remains almost
constant over temperature. is current is generated off-chip, since this allows the current to be changed in case
the readout circuit does not work properly.

Furthermore, the readout circuit can be debugged by outputting the output voltage of the different stages. is
is done using source followers that should be loaded off-chip. Since the output voltage for all stages except the
first pre-amplifier stage could be anywhere between the supply rails, both NMOS and PMOS source followers are
placed, see Figure 4.20.

e source followers are designed for a load upto 20 pF (this requires an external load of 500 Ω). To supply
the required current, relatively wide transistors with a large input capacitance are used, see Figure 4.20. In order
not to disturb the readout circuit in normal operation, an additional switch is placed to disconnect the gate of the
source follower from the output of the stage.

e source followers, the size of the variable capacitor and the switching scheme are programmed using a shi
register.

4.6. Digital blocks
A clock generator was designed that generates the signals as shown in the timing diagrams of Figure 4.2 (redis-
tribution circuit), Figure 4.7 (pre-amplifier) and Figure 4.14 (CDS stage). e clock generator also generates the
phases for the switched capacitor common-mode feedback circuits and the comparator. e generated clock sig-
nals should adhere to the timing requirements as discussed in Section 4.1.2 (redistribution circuit), Section 4.2.3
(pre-amplifier) and Section 4.3.4 (CDS stage).

ese signals and their non-overlap requirements are summarized in Figure 4.21. A red arrow means that the
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clock edge pointed to should happen aer the clock edge from which the arrow originates. To keep this diagram
somewhat compact, the inverse clock signals and the switched capacitor common-mode feedback signals are not
shown.

From this timing diagram different states can be distinguished, which are shown with their binary code (00,
01, 10 and 11) in the diagram. ese states are derived from the 50 MHz external clock using some counters and
state logic. e different clock phases are then derived from these state signals, but the resulting clock signals are
still overlapping.

e non-overlap conditions are later added using NAND and NOR gates where the clock is applied to one
input and the non-overlap condition to the other input, see the truth tables in Figure 4.22. E.g.: if a rising edge
occurs on the input of a NAND gate (input clock), the output (output clock) will only go low when the other input
is high (a certain condition is met).

e conditions are derived from other generated clock phases. Since also inverted clock signals must be gen-
erated for most phases, these inverted clock signals are used to set the conditions that must be met, see Figure
4.23 for an example. In this case it is ensured that the non-overlap condition holds for both the inverted and
non-inverted clock phases.

For the redistribution circuit, the clock signals should not only be non-overlapping, but also programmable.
Depending on the switching scheme either one capacitor should be discharged, or the other. Since there are 11
redistribution cycles, 11 bits are used to program the switching scheme. Before each complete redistribution, these
11 bits are loaded in parallel into a register. en, for the generation of each discharging clock phase, this register



4.7. Chip layout 63

D Q

Q

D Q

Q

state<0>

state<1>

state<0>

state<1>

≥1

≥1 1

1

required phase,
but overlapping

state logic

sh_sampleBP sh_sampleBP_n

sh_read_n

non-overlapping
condition

Figure 4.23: Example of the generation of the sampleBP phase and its inverse, where the non-overlap condition is derived from the
S&H read phase.

D Q D Q D Q

load

clk

1 D Q

code_bit

code_bit

& output_valid

PRE

PRE

invalidate_output

D<i> D<0>

Figure 4.24: e parallel-in serial-out shi register, expanded with logic to determine whether the output is valid.

shis out a single bit serially that determines which capacitor should be discharged.
To ensure that the correct bit is loaded, another output is added to the register that signals when the output is

valid (see Figure 4.24). is signal is created using two flipflops with asynchronous presets. e output valid signal
is then used as another condition that must be met in the generation of the non-overlapping signals. If this were
not the case, the circuit could start discharging one capacitor and when then the output of the register changes
continue with discharging another capacitor. is would corrupt the final output voltage.

4.7. Chip layout
e layout of the chip is shown in Figure 4.25. e padring and on-chip decoupling capacitors are not shown. A
description of the numbered blocks is provided in table 4.6.

Number Block description
1 Redistribution circuit
2 First stage of the pre-amplifier
3 2 x 10pF pre-amplifier load/CDS capacitor
4 Second stage of the pre-amplifier
5 S&H stage (channel 1)
6 S&H stage (channel 2)
7 2 x 3pF CDS capacitor (channel 1)
8 2 x 3pF CDS capacitor (channel 2)
9 CDS stage (channel 1)
10 CDS stage (channel 2)
11 Comparator (channel 1)
12 Comparator (channel 2)
13 Output driver
14 Clock generator
15 S&H/CDS bias voltage generator
16 Bias current mirrors
17 Shi register
18 Circuit copy, but without redistribution

Table 4.6: Description of the numbered blocks in Figure 4.25
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5
Measurement Setup and Results

is chapter discusses the measurement setup and the measurement results.

5.1. Measurement Setup
e measurement setup was designed to measure 4 chips at a time. Each chip has 4 digital outputs and a pro-
gramming interface. In order to process all the signals, an FPGA was placed on the PCB that communicates with
a PC. To minimize the interference from this FPGA, its ground and power are isolated from the test chips. All
digital lines from and to the FPGA pass through digital isolators. Furthermore, the test chip has a sensitive analog
front-end, and high-speed digital electronics (50MHz). erefore, separate analog and digital power domains are
used. e layout of the PCB, showing the main power domains, is shown in Figure 5.1.

5.1.1. Component selection
edigital supplies for the FPGA and the chip are generated using standard low-dropout voltage regulators. How-
ever, the analog supply of the test chip should have a low noise level. e chip also requires the common-mode
voltages and the bias current to be generated externally. In addition, the test chip needs an accurate reference
voltage which is used as the input to the redistribution circuit. e required voltages and currents with their spec-
ifications are summarized in Table 5.1. ese specifications are derived from the simulated CMRR and PSRR and
result in a temperature error of 0.01 K each. e noise level is over a bandwidth from about 1 Hz to 2 MHz.

For the analog supply voltage, an ADM1754-1.8 low-dropout voltage regulator is used. Using a bypass capac-
itor of 100 μF, the integrated noise from 1 Hz to 2 MHz is approximately 2.1 μV፫፦፬ including flicker noise.

e 0.9 V common mode voltage is derived from the analog supply voltage using a resistive divider. A buffer
opamp would add noise and its bandwidth can not easily be limited by loading it with a large capacitor. Hence, no
buffer is used, but the divider is designed to have less than 100 Ω output impedance. e noise of the resistors is
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Nominal value Noise level Accuracy
Analog supply voltage 1.8 V 40 μV፫፦፬

Common mode voltage 1 0.6 V 8.0 μV፫፦፬
Common mode voltage 2 0.9 V 0.11 V፫፦፬

Reference voltage (w/ redistribution) 579 mV 2.4 mV፫፦፬ 9.7 μV
Reference voltage (w/o redistribution) 283 μV 1.2 μV፫፦፬ 4.7 nV

PTAT bias current 100 μA at 27 °C 9.7 nA፫፦፬

Table 5.1: Summary of the required voltages and currents with their specifications.

filtered by adding a 100 nF capacitor over the output. e resistor noise is then 0.2 μV፫፦፬. Due to this capacitor
also the noise contribution from the ADM1754-1.8 becomes band-limited to about 18 kHz.

e 0.6 V commonmode voltage is derived from the LTC6655-3.0 precision reference using a resistive divider.
Again the divider has an output impedance of less than 100 Ω. e resulting current is close to the maximum the
LTC6655-3.0 can deliver. A 100 nF capacitor is used to filter the noise. e resistor noise is again 0.2 μV፫፦፬ and
the noise contribution from the LTC6655-3.0 becomes band-limited to about 17 kHz. Also the noise is divided by
the resistive divider, resulting in 2.0 μV፫፦፬ noise.

e reference voltage will be supplied by an external bench-top voltage supply. Since a high accuracy is re-
quired, a Kelvin connection is used. In case there is no redistribution, an even higher accuracy is required that the
external supply cannot deliver. In that case the voltage is divided on the PCB by a MAX5492 precision-matched
resistor-divider (1:11 divider). Its output voltage can be measured externally by the Agilent 34420A nanovolt
meter (which has a 35 nV accuracy, or 0.075 K).

In case of no redistribution, the required noise level is again quite low. e resistor noise is limited to 0.2 μV፫፦፬
using a 100 nF capacitor. e output impedance of the resistor divider is about 0.8 𝑘Ω, resulting in an ENBW of
3.0 kHz. Because of the division, at the input a noise PSD of 0.24 μV፫፦፬/√𝐻𝑧 can be allowed. e Keithley 2400
sourcemeter specifies an output noise of 5 μV፩፩ in 0.1 Hz to 10 Hz, which is approximately 0.26 μV፫፦፬/√𝐻𝑧.

For all these voltages, the actual noise level will be even lower, since an additional 100 nF capacitor is placed in
close proximity to all the chips for all these voltages. is ensures that high frequency current spikes are properly
filtered and do not cause a voltage drop.

e PTAT bias current is generated using the LM134 temperature sensor with current output. e noise band-
width is limited using a 100 nF capacitor to ground. Together with the input impedance of the chip of 1.54 𝑘Ω
(650 μS), the ENBW becomes 1.6 kHz. is results in about 1.2 nA፫፦፬ noise. is bias current source is shared
between all 4 chips using an analog multiplexer (CD74HC4052). In this way it is guaranteed that all 4 test chips
have the same bias current.

e test chip requires an input clock frequency of 50 MHz. is is generated using the ASEMPC-50MHz
MEMS clock generator. A 50 Ω transmission line with series and parallel termination is used to avoid reflections
and to lower the clock voltage from 3.3 V to about 1.8 V. e generated clock is also routed to the FPGA (via a
digital isolator) and the FPGA can be used to generate a clock signal for the chips in case a different clock frequency
is required for testing.

ese 50MHz signals pass through a high speed digital isolator (ISO7241M,max 150Mbps). e other digital
I/O from and to the test chip are at a frequency lower than 2MHz and use a lower speed digital isolator (ISO7240C
and ISO7241C, max 25 Mbps). ese isolators require a supply voltage of at least 3.3 V and hence level shiers
(SN74LV4T125) are used to communicate with the test chip at 1.8 V.

A schematic of the PCB can be found in Appendix D.

5.1.2. Overview
An overview of the measurement setup is shown in Figure 5.2. e PCB is connected to a PC running LabVIEW
using a USB-UART-TTL cable. e LabVIEW program also controls the oven (using serial communication) and
the instruments (via a USB-GPIB cable).

e analog and digital power are supplied by an Agilent E3631A. e reference voltage is supplied by a Yoko-
gawa GS200. Furthermore, the on-board generated PTAT current is not used, and instead another Yokogawa
GS200 is used to provide the bias current of the chips. is allows for a temperature-independent current to be
used for the bias current.

e oven is used to sweep the temperature over a certain range. Since the temperature inside the oven will
fluctuate, a large aluminium block is used to attenuate these fluctuations. A good thermal contact between the
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Figure 5.2: e measurement setup, the oven boundary is marked with the dotted line.

chips and the aluminium block is obtained using thermal rubber. A PT100 temperature sensor (connected to a
Keithley 2002) inside this metal block is used as an accurate temperature reference.

5.2. Measurement Issues
During themeasurements a few issues with the PCB and the chip were encountered. ese issues will be discussed
in this section.

5.2.1. Socket dependency
While testing the PCB, it was observed that the same chip would give different results depending on which socket
was used to measure the chip. e observed change in bitstream average corresponds to a change in measured ፕᑥ

᎟
of as large as 3% in some cases. is would correspond to a temperature error of about 20 °C.

e source of the socket dependency was not found, although it did seem to get worse with higher clock
frequencies. e noise on the digital supply could be the cause of the socket dependency, see Section 5.2.3. In
order to allow for a fair comparison of the chips, only a single socket was used to measure all the chips.

5.2.2. Power consumption discrepancy
According to the simulations, a single circuit inside the chip should draw about 940 μA from the analog supply
for a bias current of 100 μA. A Monte-Carlo analysis with process and mismatch variations shows that the lowest
expected current consumption is about 820 μA (see Figure 5.3). However, it was found that all chips draw even
less current (see Figure 5.4).

Leakage of the external bias current through the ESD protection could not explain such a large difference. e
cause of this discrepancy has not been found, so the chips have been tested at different bias current levels.

5.2.3. On-chip digital circuitry
During the measurements a design flaw in the on-chip clock generation circuit was found. e logic invert-
ers/buffers driving the analog switches are powered from the digital supply. As a result, this noise is injected into
the circuit. is problemwas reduced by adding extra decoupling capacitors on the PCB close to the digital supply
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Figure 5.3: Simulated current consumption. Figure 5.4: Measured current consumption.

Figure 5.5: Bias current and common-mode voltage dependency.

pins.
Another design flaw is the absence of a reset signal for the on-chip clock generation circuit. As a result, the

starting phase is undefined. If there would only be a single circuit on the chip, this would not have been a problem.
However, two circuits, each with their own clock generator, have been integrated on the chip. erefore, both
circuit can start up in a different phase which could be different each time the chip is powered. Since there is some
interference between the two circuits, it was observed that the output could change aer reconnecting the digital
supply. is problem has been solved by powering only one of the two on-chip circuits during measurements.

e design flaws described in this section are fixed in a new tape-out, see Appendix C for the details.

5.2.4. Bias dependency
During the measurements, a strong dependency on the bias current and the 0.6 V common-mode voltage were
observed, see Figure 5.5. From these plots it can be seen that an optimum bias current exists for which the sensor’s
output is close to the expected value. Applying either a lower or a higher bias current results in a significant change
in the sensor’s output. e optimum bias current in turn depends on the common-mode voltage, i.e. for a lower
common-mode voltage a lower bias current is optimal.

Measurements of the output voltage of the pre-amplifier with an oscilloscope have shown that the amplifier
settling speed depends on this common-mode voltage. is can also be found in the simulations. A simulation
of the phase margin frequency for different bias currents and common-mode voltages is shown in Figure 5.6. e
decrease in phasemargin frequency with higher common-mode voltages is due to the fact that the input transistor
is no longer properly biased in these points.

e biasing problem can be explained with the help of Figure 5.7, which depicts part of the pre-amplifier. With
an increase in common-mode voltage, the voltage at the source of the input transistor increases, while the drain
voltage remains unchanged, since it is set by the fixed cascode voltage. As a result, the input transistor moves into
the linear region and has a lower transconductance.

is is, however, not the only problem with the current biasing scheme. If on the other hand the common-
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Figure 5.6: A simulation of the phase margin frequency for different bias currents and common-mode voltages.
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Figure 5.7: Part of the pre-amplifier.
Figure 5.8: e simulated voltage headrooms.
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Figure 5.9: A simulation of the open-loop DC gain for different
bias currents and common-mode voltages.
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Figure 5.10: A simulation of the reset charge compensation for
different bias currents and common-mode voltages.

mode voltage decreases, the drain-source voltage of the cascode transistor decreases and the DC-gain drops.
Equivalently, the bias current influences the voltage headroom of the input transistor and the cascode transistor
(see Figure 5.8). A simulation of the open-loop DC gain for different bias currents and common-mode voltages
is shown in Figure 5.9. As a result, the reset charge compensation fails as is shown in Figure 5.10. is plot
agrees with the measured bias current and common-mode voltage dependence, i.e. it shows the same parabolic
dependence on the current and the location of the peak moves down with the common-mode voltage.

e measurements also show that the optimum bias conditions are slightly different from what was expected
from the simulations. is is due to the fact that the minimum redistribution capacitor has almost twice the
expected capacitance due to parasitics. As a result, the feedback of the pre-amplifier is different. erefore, the
loopgain is reducedwhich is compensated by the slight decrease in common-mode voltage and increase in current.
However, also the phase margin frequency is about half of the expected value. erefore, the clock frequency was
halved to 25 MHz.

e biasing problems described in this section are fixed in the new tape-out, see Appendix C for the details.

Behaviour over temperature

For the ovenmeasurements, the common-mode voltage was decreased from 0.60 V to 0.55 V, as this would require
a lower bias current closer to the designed value, see Figure 5.5. For the bias current a PTAT characteristic should
be used in order to keep the settling speed of the different stagesmore or less constant over temperature (see Section
4.5.2). With the oven measurements it was however found that the chip again experiences biasing problems (see
Figure 5.11). From the measurements with different bias currents it was found that it is best to use a temperature
independent bias current of around 100 μA or 125 μA (see Figure 5.11 and 5.12), since they show the most linear
behaviour for the two tested chips.

Due to the biasing problem, the plot of themeasured temperature versus actual temperature shows a curvature.
is curvature can be removed using amaster curve as a characteristic to translate themeasured temperature back
to the actual temperature. However, due to this biasing problem, the spread from chip to chip will be larger and
as a result the accuracy will be worse than expected. e impact of the biasing problem on the accuracy will now
be estimated.

From the measurements of Figure 5.12, the sensitivity to the bias current over temperature was estimated by
determining the change in measured temperature when the bias current was increased from 100 μA to 125 μA.
e results are plotted in Figure 5.13 and it can be seen that the sensitivity to the bias current is in the order of 1
°C/μA.

According to a Monte-Carlo simulation (1000 runs with process and mismatch variations), the current con-
sumption of the pre-amplifier can spread by ±14.7% from chip to chip (±3σ). e resulting expected temperature
spread from chip to chip due to the biasing problem is shown in Figure 5.14. Since anyway a one-point trim will
be necessary, this will partially correct for the spread due to the biasing problem. e resulting spread aer a
one-point trim is also shown in the plot, and is about 8 °C (3σ).
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Figure 5.11: euse of a PTATcurrent versus a constant current.
e red line is the ideal transfer.

Figure 5.12: e use of different constant currents for 2 chips.
e red line is the ideal transfer.

Figure 5.13: Estimate of the sensitivity to the bias current over
temperature.

Figure 5.14: Estimate of the spread in temperature due to the
biasing problem, with and without trim.
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Figure 5.15: Chip micrograph with the dimensions of the sensor core.

5.3. Measurement Results
As discussed in the previous section, a few problems with the measurement setup and chips were encountered. To
reduce the effect of these problems, the chips run at 25 MHz instead of 50 MHz with the common-mode voltage
lowered from 0.60 V to 0.55 V. Also, both a constant bias current of 100 μA and 125 μA are used to test the chips,
instead of a PTAT current with a nominal value of 100 μA. In total 17 chips were measured in the oven, and the
results of these measurements are presented in this section.

e chips were fabricated in a standard 0.16 μm 1P5M CMOS process from SSMC. A micrograph of the chip
is shown in Figure 5.15 with the dimensions of the temperature sensor core. It can be seen that the active area
occupies 0.15 mmኼ.

A measurement of the current consumption at a 1.8 V supply showed a 945 μA and 132 μA current from the
analog and digital supply respectively. is was measured for 4 chips for a bias current of 125 μA while operating
at 25 MHz. As a result the total power consumption of the chip is 1.9 mW.

5.3.1. Noise properties
e noise spectrum and the noise distribution of the system were analysed. For the noise spectrum, an FFT of the
output bitstream was performed. e results are shown in Figure 5.16. is plot clearly shows that the noise is
white and contains only a DC component, which is the threshold voltage.

To determine the noise distribution, the input reference voltage, and hence the internal threshold voltage, was
swept and the average of the output bitstream was determined. e results are shown in Figure 5.17. is plot
clearly shows that the noise has a normal distribution.

ese two checks verify that white Gaussian noise is generated and measured using this system.

5.3.2. Resolution
emeasurement resolution has been determined for different threshold voltages as an optimum is expected. As
explained in Section 2.2.2 the resolution should follow:

𝜎ፓ
𝑇 = √𝛼

𝑓፬ ⋅ 𝜏፦
(5.1)
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Figure 5.16: Measured noise spectrum. Figure 5.17: Measured noise cumulative distribution function.

Figure 5.18: Resolution versus threshold voltage, many low res-
olution points.

Figure 5.19: Resolution versus threshold voltage, a few high res-
olution points.

where 𝛼 depends on the type of detector and the threshold voltage. e measured value of 𝛼 has been plotted
against the threshold voltage relative to the noise level in Figure 5.18 and Figure 5.19. As explained in Section
2.2.2, an optimum of 𝛼 = 6.5 is expected around 𝑉፭/𝜎፧ = 1.6. e optimum found in the measurements is close
to this optimum, but the resolution is a little bit worse.

For the optimum found in the measurements, the resolution is 0.926 K፫፦፬ at 300 K when measuring for 1
second at a clock frequency of 25 MHz (note that the internal sample rate is only 0.96 MHz).

It has also been verified that the resolution increases with the square root of the measurement time. ese
results are plotted in Figure 5.20 for up to almost 7 minutes. For this measurement not exactly the optimum
threshold voltage has been used. From this plot it can be seen that there is no clear sign of flicker noise or dri,
and as a result the resolution keeps improving even when measuring for several minutes.

5.3.3. Accuracy
is section will discuss the accuracy of the temperature sensor and the effect of the different compensation tech-
niques on the sensor’s accuracy.

Offset
e internal chopper and CDS cannot be disabled to see the effect of this offset compensation technique on the
performance. However, the residual offset can be estimated using an off-chip system level chopper. is can easily
be obtained with the current measurement setup by providing both a positive and negative reference voltage to the
chip. e reported offset values are referred to the output of the redistribution circuit, or equivalently the input of
the pre-amplifier.



74 5. Measurement Setup and Results

Figure 5.20: e temperature resolution versus measurement time.

Even in case the CDS is perfect, a residual offset is present due to the different chopping switches that are active
in the different phases. erefore, their residual charge injectionmismatch is not compensated (see Section 4.1.3).
Depending on the redistribution code, this charge can be injected on a different capacitor leading to a different
offset. e capacitor that is initially charged is selected by the LSB (least significant bit) of the redistribution
code and is therefore expected to be dominant in determining the offset. e residual offset over temperature for
different redistribution codes is shown in Figure 5.21 for two different chips.

It can be seen that code 0 and 127 give the same offset, and code 1920 and 2047 give the same offset. e
redistribution codes that give a similar offset have the same MSB, but a different LSB. So, either the MSB selects
the capacitor that is initially charged, or somehow the capacitor that is discharged in the very last cycle influences
the offset. Even though the order of bits in the labVIEW code, UART transmission, FPGA buffer and shi register
programming has been checked carefully, it could be that the codes are somewhere reversed. In that case theMSB
determines which capacitor is initially charged, and therefore has an influence on the residual offset.

From the plots it can be seen that this residual offset increases with temperature, which is in line with what is
expected from charge injection mismatch. At higher temperatures, the threshold voltage decreases, V፠፭ is higher,
and as a result more charge is injected. When selecting a larger capacitor for the redistribution, the capacitor size
and the charging switch size are increased by the same factor. If the capacitor size would be doubled, the width
of the charging switches is doubled, and the expected charge injection mismatch increases by a factor √2. e
residual offset is therefore expected to be a factor √2 lower. In the measurements also a reduction of the residual
offset is observed for a larger capacitor, see Figure 5.22.

Further analysis of the effect of different codes (see Section 5.3.3) reveals that it is unlikely that the code is
reversed. A residual offset due to what capacitor is selected in the very last cycle is only possible if the offset is
different in the two chopping phases such that the CDS cannot fully compensate the error. Since the voltage is
different in the two chopping phases, a voltage dependent offset is likely the cause. is could again be caused by
charge injection. Since the offset of previous cycles is divided, the last cycle is dominant in determining the offset.

Another possibility is that a large offset is introduced due to noise injection from the digital logic, see Section
5.2.3. e ‘noise’ on the digital supply is caused by, and hence synchronous with, the circuit. As a result, this noise
could manifest as an offset. In case the noise on the digital supply is different during the two chopping phases, a
residual offset will be present. e amount of clock feed-through depends on which capacitor is selected and the
size of this capacitor. As this design flaw is fixed in the new tape-out (see Appendix C), it can be checked if this is
the cause of the offset.

To verify the previous statements, the effects of the codes has been measured with a higher resolution and
for multiple different codes for one of the chips. e codes measured can be found in Table 5.2 which contains
both the binary and decimal representation. It can be seen that the LSB, MSB, MSB-1 and intermediate bits as a
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Figure 5.21: e residual offset for different redistribution codes
for 2 chips: code 0 (red), code 127 (green), code 1920 (cyan),
code 2047 (blue).

Figure 5.22: e residual offset for different redistribution codes
for 2 chips and double the capacitor size: code 0 (red), code 127
(green), code 1920 (cyan), code 2047 (blue).

Table 5.2: e measured codes in decimal and binary representation.

Codes
Binary Decimal

0 0 00000000 0 0
0 0 00000000 1 1
0 0 11111111 0 510
0 0 11111111 1 511
0 1 00000000 0 512
0 1 00000000 1 513
0 1 11111111 0 1022
0 1 11111111 1 1023
1 0 00000000 0 1024
1 0 00000000 1 1025
1 0 11111111 0 1534
1 0 11111111 1 1535
1 1 00000000 0 1536
1 1 00000000 1 1537
1 1 11111111 0 2046
1 1 11111111 1 2047

Table 5.3: e effects of the LSB, MSB, MSB-1 and intermediate bits on the offset.

single capacitor double capacitor
mean(Δ𝑉፨፬) std(Δ𝑉፨፬) mean(Δ𝑉፨፬) std(Δ𝑉፨፬)

Effect of LSB: -147.7 nV 33.1 nV -87.6 nV 41.0 nV
Effect of middle bits: 244.2 nV 36.2 nV 143.0 nV 44.8 nV
Effect of MSB-1: 351.2 nV 33.7 nV 164.4 nV 34.3 nV
Effect of MSB: 1501.6 nV 31.1 nV 872.4 nV 34.6 nV
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Figure 5.23: e residual offset for each CDS channel for all chips for two different bias currents. Channel 1 is shown in green with
the mean (dotted) and ኽ᎟ boundaries (solid) in red. Channel 2 is shown in cyan with the mean (dotted) and ኽ᎟ boundaries (solid) in
blue.

group have been varied. e effects on the offset are summarized in Table 5.3. From this table it can be seen that
the LSB (selects the capacitor that is initially charged) has a small influence on the residual offset, which is due to
the input chopper as explained before. e MSB (selects the capacitor that is discharged in the last cycle) on the
other hand has the largest effect on the offset. Possible explanations for this effect have already been provided. It
is however expected that the effect of the MSB-1 would be half of this value, since this offset is divided by 2 during
the redistribution. From the table it can be seen that the effect is approximately 4 times lower. It can also be seen
that when the capacitor size is doubled the sensitivities to the different bits is reduced.

Another source of offset is the imperfect offset compensation in the CDS. e residual offset for the two CDS
channels has been determined over temperature. For this measurement the redistribution codes 127 and 1920 are
used in order to minimize the effect of the specific redistribution codes on the offset. e results of the measure-
ments are plotted in Figure 5.23 for two different bias currents.

As discussed in Section 4.3.1, a residual offset could be present due to insufficient settling. From the plots it
can however be concluded that this source of error is not dominant, since an increase in bias current does not
reduce the offset. It is however interesting to see that there is a fixed offset between the two channels. While the
mean of the offset is positive for channel 1, it is negative for channel 2.

e fact that the mean of the offset is non-zero can have different causes related to layout differences for the
positive and negative sides of the stages, which is then not perfectly differential. e different polarity for this fixed
offset could be explained by considering that in the layout the second CDS channel was obtained by mirroring the
first CDS channel instead of taking a direct copy.

In this section significant offsets were found (94 nV corresponds to 0.1 K error; Section 4.3.1), that depend
on the selected redistribution code and channel. When considering the case that both channels are read and
two redistribution codes are used that have a different MSB (e.g. 127 and 1920), the residual offset of all chips
over temperature as shown in Figure 5.24 is obtained. It can be seen that the offset is around 1 μV (3σ), which
corresponds to a temperature error of 1.1 K (3σ). e plot on the right is for a larger redistribution capacitor and
the total offset is about the same. erefore, the residual offset is dominated by the offset from the CDS which is
more than 3 times larger than expected (see Section 4.3.6 and Section 4.4). However, as already pointed out the
layout can probably be further improved to reduce this error.

For now anyway a 1-point trim will be required that also compensates for the temperature independent part
of the offset. Aer a 1-point trim the temperature error due to the residual offset is 0.5 K (3σ).

Redistribution codes
e previous section already discussed the effects of the redistribution code on the offset, but the main reason for
the use of different redistribution codes is to get the average threshold voltage as accurate as possible. A wrong
threshold voltage will manifest as a gain error and the detected amount of noise changes. Since always both ca-
pacitors are read out, the generated amount of noise is fixed. Hence, any change in measured noise due to the
redistribution code is actually a change in threshold voltage.
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Figure 5.24: e residual offset of all chips over temperature with ኽ᎟ boundaries in red; le: single capacitor, right: double the capacitor
size.

Figure 5.25: e measured threshold voltage for different redis-
tribution codes for a single chip.

Figure 5.26: e simulated threshold voltage for different redis-
tribution codes in case of 0.1% capacitor mismatch.

When again considering the chip for which all the codes of Table 5.2 are tested, the threshold voltage variation
as depicted in Figure 5.25 is obtained. e results of the MATLAB simulation on the effect of these codes on the
threshold voltage is shown in Figure 5.26. For this simulation, the mismatch was chosen such that the change in
threshold voltage has about the same magnitude as was measured. e capacitor mismatch in that case is 0.1%,
which is lower than the maximum expected mismatch of 0.6% for ΔC/C (3σ) (see Section 4.1.1).

e plots on the top show the threshold voltage versus the actual code, e.g. 512, while the plots on the bottom
show the threshold voltage versus the measurement number (the points are equally spaced) in order to clearly
see the differences. e features of the simulation and measurement results are similar. However, the simula-
tion shows a generally decreasing trend in threshold voltage for higher codes, while the measurements show an
increasing trend. As a result, codes 0 and 2047 that always discharge the same capacitor, C1 and C2 respectively,
are not the worst as expected. One explanation is that the MATLAB simulation is very simple and only takes the
capacitor mismatch into account while also other effects influence the threshold voltage, see for instance Section
4.1.4. Another explanation is that some residual offset could be present in these plots, even though these plots are
obtained with the external system level chopping enabled.

For all the chips that were measured in the oven, only codes 127 and 1920 were used in the measurements.
Since these codes are expected to give a different result in the presence ofmismatch, the capacitormismatch can be
estimated. e resulting capacitor mismatch versus temperature is shown in Figure 5.27. Again on average there
is a capacitor mismatch and hence the layout can be further optimized to remove this. Besides that, the observed
mismatch is a little bit smaller than expected.
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Figure 5.27: e measured capacitor mismatch versus temperature, with mean and ኽ᎟ lines in red.

Table 5.4: e size of the variable capacitor.

# Capacitors 1 2 3 4 5 6
Capacitance in the circuit (fF) 100 200 300 400 500 600

Capacitance extracted (fF) 231.2 338 444 552 658 764

Digital noise compensation
For the digital noise compensation, the capacitor size can be varied in order to change the amount of generated
noise. e capacitor sizes are a bit larger than expected. e extracted capacitor sizes are summarized in Table
5.4 which shows increments of 106.6 fF instead of 100 fF and a larger starting capacitance, mostly due to wiring
parasitics.

Furthermore, as discussed before (in Section 5.2.4), the quality of the reset charge compensation of the pre-
amplifier will vary with the size of the source capacitance due to the change in settling speed. Due to this design
flaw, the amount of readout noise will vary with the size of the source capacitance, and as a result the simple digital
noise compensation as proposed in Section 3.2.3 is likely not possible.

e amount of noise measured for different capacitor sizes has been plotted in Figure 5.28 for all chips at three
different temperatures, along with the expected amount of generated noise (kT/C). Since the amount of noise
is plotted against 1/C, roughly a straight line is expected, which is the case when the extracted capacitances are
used. Since in addition to the generated noise readout noise is present, the measured noise level should be higher
than the generated noise as depicted by the solid black lines. is is clearly not always the case due to the biasing
problem, and therefore digital noise calibration cannot be applied effectively.

As can be seen from the plot, some sort of digital noise calibration might be possible in case of the 125 μA
bias current and the two smallest capacitors, since there the measured amount of noise is generally larger than the
generated amount of noise. e expected amount of noise for the two smallest capacitors is:

𝑣ኼ፧,ፂኻ =
𝑘𝑇
𝐶1 + 𝑣

ኼ
፧,፫፞ፚ፝፨፮፭ ⋅ 𝑐

𝑣ኼ፧,ፂኼ =
𝑘𝑇
𝐶2 + 𝑣

ኼ
፧,፫፞ፚ፝፨፮፭

(5.2)

where the factor 𝑐 has been introduced, because the readout noisewill dependon the size of the source capacitance.
Ideally, 𝐶 = 1 for the digital noise calibration, i.e. the readout noise is independent of the source capacitor.
Mathematical solutions for this set of equations can be obtained when assuming known values for C1 (single
capacitor) and C2 (double capacitor). When taking the extracted values for C1 and C2, the values for 𝑣ኼ፧,፫፞ፚ፝፨፮፭
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Figure 5.28: e amount of noise measured for all chips versus 1/C with the expected amount of generated noise in black. e blue
curves are at -40 °C, the green curves are at 20 °C and the red curves are at 80 °C.

Figure 5.29: e estimates of the readout noise and its dependence on the source capacitance for all chips. Outside the boundaries in
red, the amount of noise from the readout circuits starts to deviate a lot from the expected value, or even becomes negative.
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Figure 5.30: e temperature error aer 1-point trimwhen performing digital noise calibrationwith a fixed value of the factor ፜. Green:
without noise compensation, blue: with noise compensation, red: upper and lower limits of the temperature error.

and the factor 𝑐 as shown in Figure 5.29 are obtained. It can be seen that this only works reasonably well for
temperatures around room temperature, where 𝑐 spreads from about 2 to 3, and the readout noise is close to the
expected value. Also, in some cases the readout noise power is negative which is of course not possible. is is
due to the fact that spread in the values of C1 and C2 are ignored. When on the other hand considering a fixed
factor 𝑐, the temperature can be found from:

𝑇 =
𝑣ኼ፧,ፂኻ − 𝑐 ⋅ 𝑣ኼ፧,ፂኼ
𝑘 ⋅ ( ኻፂኻ −

፜
ፂኼ)

(5.3)

e factor 𝑐 can then be optimized for the least amount of spread and curvature in the temperature error aer
a 1-point trim. Since the digital noise compensation might be able to compensate for the non-linearity, this was
not removed using a master curve when optimizing for 𝑐. ese results are shown in Figure 5.30 and it can be
seen that 𝑐 = 2.1 gives the smallest spread and curvature. is value is close to what was found using the previous
approach.

Comparing the amount of readout noise estimated from the measurements with what was simulated, it can
be seen that the measurement results are not far off. From the simulations a 3.0 K error due to readout noise was
expected (see Section 4.2.5). is was for a source capacitance of 100 fF, and therefore corresponds to 20 μV፫፦፬
of readout noise. Considering that the chip has biasing problems and a different bias current is used, the estimates
of Figure 5.29 can be reasonable.

5.3.4. Results
e previous sections discussed the effects of the CDS and redistribution codes on the offset and the amount of
noise. Also the possibility of using digital noise calibration was shortly discussed. is section will discuss the
actual temperature accuracy that can be obtained when considering these different techniques.

Due to the biasing problem, the plot of themeasured temperature versus actual temperature shows a curvature.
is curvature will be removed using amaster curve as a characteristic to translate themeasured temperature back
to the actual temperature. is master curve will be generated by averaging the polynomial fits generated for each
chip. Since the noise generating capacitor will spread from chip to chip and its value cannot be measured directly,
a 1-point trim will be applied.
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Table 5.5: e ኽ᎟ spread in temperature for different settings and temperature ranges.

CHOPPER # CAPS CODE
100 μA 125 μA

-70 °C...50 °C -70 °C...95 °C -70 °C...50 °C -70 °C...95 °C
trim at -10 °C trim at 20 °C trim at 5 °C trim at 65 °C

yes

1
127 12.59 °C 17.16 °C 7.48 °C 12.05 °C
1920 11.85 °C 15.25 °C 7.06 °C 12.38 °C

127 & 1920 12.16 °C 15.91 °C 7.04 °C 11.83 °C

2
127 7.96 °C 11.59 °C 5.49 °C 9.59 °C
1920 8.00 °C 10.83 °C 5.15 °C 9.48 °C

127 & 1920 7.69 °C 11.03 °C 5.07 °C 9.29 °C

no

1
127 13.98 °C 18.64 °C 8.66 °C 12.66 °C
1920 12.61 °C 15.86 °C 7.69 °C 14.31 °C

127 & 1920 12.63 °C 16.06 °C 7.58 °C 12.06 °C

2
127 10.21 °C 11.96 °C 7.74 °C 10.81 °C
1920 10.31 °C 11.95 °C 6.92 °C 10.68 °C

127 & 1920 8.35 °C 11.33 °C 6.75 °C 9.76 °C

Since many settings will be evaluated, not all master curves and plots of the temperature error versus temper-
ature aer a 1-point trim will be shown. Instead, the values for the 3𝜎 spread in temperature are summarized in a
table, see Table 5.5. For the master-curve, a 5-th order polynomial is used. Since the temperature sensor behaves
especially bad at high temperatures, the performance is also evaluated over a smaller temperature range. e tem-
perature at which the 1-point trim is performed differs for the different temperature ranges and bias currents and
is also included in the table. e inaccuracies are quite high, but since already 8 °C spread was expected due to
the biasing problem these large inaccuracies are not surprising.

e performance is evaluated with and without external system level chopper (denoted by ‘CHOPPER’ in the
table) to see the effect of offset on the accuracy. It can be seen that without the chopper the performance improves
quite a bit when both codes are used instead of only a single code. is is expected, since the code has a large
influence on the offset. Enabling the external chopper when both codes are used does not improve the accuracy a
lot. is is because the error due to offset is estimated to be around 0.5 K (see Section 5.3.3), while it can be seen
from the table that the total accuracy is a lot worse.

From the table it can also be seen that the temperature sensor is more accurate for a 125 μA bias current than
for a 100 μA bias current. e accuracy also improves when a larger source capacitance is used. With a larger
source capacitance, the amount of generated noise decreases and less readout noise and offset can be tolerated.
However, these errors are largely removed using the master curve and single point trim. With a larger source
capacitance the spread is however smaller, since the parasitics are less dominant.

e temperature sensor performs best for a 125 μA bias current and with two unit capacitors used in the
redistribution. For the final performance specification the external chopper cannot be used. e master curve
and temperature error aer no trim and 1-point trim are shown in Figure 5.31. e accuracy achieved using a
1-point trim over the reduced range can also be achieved over the full range from -70 °C to 95 °C if a 2-point trim
is used, see Figure 5.32.

As discussed before, digital noise calibration can possibly be applied for this bias current by using one and two
unit capacitors in the redistribution. Using Equation 5.3 with a fixed value for the factor 𝑐 of 2.1, the master curve
and temperature error aer no trim and 1-point trim as shown in Figure 5.33 are obtained. It can be seen that this
form of digital noise calibration does not improve the accuracy of the temperature sensor.

e performance of the temperature sensor is summarized in Table 5.6 which also contains a comparison of
this work to other state-of-the-art temperature sensors and noise thermometers.
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Figure 5.31: e master curve and temperature error aer no trim and 1-point trim, for a 125 μA bias current and two capacitors.

Figure 5.32: e temperature error aer a 2-point trim, for a 125 μA bias current and two capacitors.
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Figure 5.33: e master curve and temperature error aer no trim and 1-point trim, for a 125 μA bias current aer digital noise
calibration.

Table 5.6: Performance comparison table: * Worst deviation from a straight line for a single sample, ** 3-point trim.

is work [18] [2] [7] [8]
Technology 160 nm discrete 160 nm 180 nm 160 nm
Sensor Type Noise Noise BJT RES TD
Area (mmኼ) 0.15 - 0.08 0.35 0.008

Inaccuracy (untrimmed; 3σ) (°C) 15.2 16.1 - 0.6 - 2.4
Inaccuracy (single temp. trim; 3σ) (°C) 6.8 9.8 ≈2.5* 0.15 - 0.65
Inaccuracy (two temp. trim; 3σ) (°C) - 6.1 - - 0.15** -

Temperature Range (°C) -70...50 -70...95 0...1027 -55...125 -40...85 -40...125
Resolution (RMS) (°C) 0.93 0.4 0.02 0.006 0.21

Speed (S/s) 1 0.1 190 10 1000
Power (mW) 1.9 - 0.006 0.036 3.1





6
Conclusion and Future Work

6.1. Conclusion
is thesis describes the work performed to obtain the first fabricated on-chip noise-based temperature sensor.

First, a thorough analysis of different detectors has been presented. is analysis reveals that the temperature
uncertainty that can be obtained with the different detectors is about the same. For the first time an averaging
threshold detector has been used for the measurement of noise power in a noise-thermometer, since this detector
is the easiest to implement and calibrate for a wide bandwidth.

Based on the threshold detector, a system level design has been obtained. It has been shown that it is possible to
design the system such that it can be electrically calibrated and only requires a reference voltage during operating.
Such a system has however three important requirements:

• e external reference voltage must be divided with sufficient accuracy. is thesis demonstrates the redis-
tribution circuit which is capable of generating both the noise and the threshold voltage. As a result, the
following comparator can have an unknown speed and gain, and almost any non-linearity.

• e offset of the readout circuit must be sufficiently low. is thesis uses a standard chopper with a CDS as
demodulator. It has been demonstrated that in this application, due to the specific properties of noise and
the quantity to be measured, it is possible to implement this without halving the sample rate.

• e noise of the readout circuit must be sufficiently low. is thesis demonstrates that the noise of various
charge readout circuits is limited by the technology. However, this is expected to improve rapidly for more
advanced technologies with shorter transistors. In addition, a simple digital noise compensation scheme
has been proposed to compensate for the residual readout noise.

e circuit has been designed and although not implemented, the designed circuit allows for an electrical
calibration of the chip by measurement of a single capacitor. e resulting chip has been fabricated, and the
measurement results of the prototype chip have been presented.

e measurement results show that the inaccuracy of the sensor is worse than was expected from the sim-
ulations. e problem has been identified and should be fixed in the new tape-out. e measured temperature
resolution agrees well with the simulated values. Although the measurement time is currently quite long, this will
also improve for more advanced technologies that allow for higher measurement bandwidths.

6.2. Future work
ere is still a lot of work required before the on-chip noise-thermometer can be considered a true competitor.
e next steps include:

• Measurement of the new chip. During the measurements several problems in the chip were encountered. A
new chip is being fabricated and the first step is to compare the performance of this chip with the simulation
results. Because of the problems, the effectiveness of the digital noise calibration could not be evaluated yet.
erefore the achievable accuracy of this circuit still needs to be measured.
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• Improve the sample rate with die area. It should be possible to reduce the area of the sensor by selectively
employing denser capacitors. If the area is small enough, multiple circuits can be integrated to further
improve the resolution by increasing the number of noise samples.

• Break the 𝑔፦/𝐶።፧ limit. Positive feedback can be employed to reduce the input capacitance of an amplifier.
It should be further investigated if this can be used to remove the 𝑔፦/𝐶።፧ limitation of the proposed charge
readout circuit.

• Demonstrate electrical calibration. e additional advantages of a noise-based temperature sensor have not
yet been demonstrated. For an electrical calibration, some capacitor measurement circuit should be inte-
grated on the chip. Besides, the requirement for an external reference voltage should be removed by using
shot noise in conjunction with thermal noise.

• Optimize for thermal calibration. If the temperature sensor is to be used as a relative temperature sensor, or
if it is allowed to have a one-point trim in a temperature stabilized environment, the design can be highly
simplified. In that case the division ratio of the redistribution circuit does not need to be accurate and the
specifications on the noise and offset of the readout circuit are relaxed. So, at the cost of electrical calibration,
it should be possible to highly decrease the area and power consumption.

• Port to more advanced technologies. e expected improvement in accuracy and resolution with more ad-
vanced technologies should be confirmed by designing a noise-based temperature sensor in a more ad-
vanced technology. As the matching is expected to improve, more noise can be generated in the redis-
tribution circuit which relaxes the requirements on the circuit. Besides, already in a 65 nm process the
technological limit on the readout noise is expected to be about 10 times lower, which might remove the
need for digital noise calibration.

• Extend the temperature range. It should be investigated how applicable this sensing principle is in other
temperature ranges. Based on the results, a general design strategy can be proposed to adopt this sensing
principle in different temperature ranges, for different applications.



A
Pre-amplifier models

Modelling the amplifier connect switch
is section describes the models that were used to compare the architecture where the amplifier is always con-
nected to the source capacitor and the architecture where the amplifier is connected by a switch, see Figure A.1.
In order to perform a fair comparison, the main parasitics that affect the redistribution accuracy (𝐶፬፰ and 𝐶።፧)
are estimated and the amount of parasitics that can be tolerated is estimated (from the required accuracy of the
redistribution circuit).

In case the amplifier is always connected to the source, the transistor gate capacitance (𝐶።፧) is the main par-
asitic, while in the architecture with switch it is the switch parasitics (𝐶፬፰). Transistor simulations have shown
that in the selected operating point the switch parasitics are more voltage dependent than the gate capacitance.
erefore, a smaller switch parasitic can be allowed (about half).

As explained before, the maximum transistor gate capacitance limits its transconductance (𝑔፦) and there-
fore its noise. In this model the technology limit of 386 μS/fF is used, but also an operating point with half this
maximum value is evaluated. is is also of interest, since the required 𝑉፠፬ and 𝐼፝ are much lower.

A similar relation holds for the connect switch where the switch cannot be too wide as the parasitics would
become too big. is limits the on-resistance (𝑅፨፧) which contributes to the noise of the readout circuit. For an
NMOS switch, the on-resistance to parasitic ratio (around 𝑉፠፬ = 1.5 V) is approximately 1250 μS/fF, while for a
PMOS this is only 250 μS/fF.

In the comparison, the energy consumption is fixed by using a fixed transconductance for the input transistor
and a fixed noise bandwidth (an integration time of 500 ns). For the noise of the amplifier, 𝛾 (in 𝑣ኼ፧ = 4𝛾𝑘𝑇/𝑔፦)
is increased from the usual 2/3 to 2 to include the noise of the rest of the amplifier, which has been assumed ideal
upto this point (see Figure 3.11).

In the simulation of this model, all possible switch on-resistances and source capacitor sizes are considered.
Only the results that have small enough parasitics for the required redistribution accuracy are used. Among these,
the results with the best accuracy are shown in the plot for each source capacitor size. In case the amplifier is
always connected, the optimum is of course at the minimum required extra source capacitance, so only a single

Csrc

Csrc

gm

gm

Cin

CinCsw Csw

Ron

Always connected:

Connect by switch:

Figure A.1: Different possible readout connections. e redistribution circuit is modelled as shown inside the dotted box, and the
parasitics are shown in gray.
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88 A. Pre-amplifier models

Figure A.2: e achievable accuracies when the amplifier is connected by a switch compared to when the amplifier is always connected.
e red entries with the description ‘save energy’ denote the case where half of the maximum ፠ᑞ/ፂᑚᑟ is used.

gm
Cin

φcnct

φrst

Cfb

Csrc

gm
Cin

φcnct

Csrc
Open-loop:

Feedback:

Figure A.3: Open or closed-loop readout. e redistribution circuit is modelled as shown inside the dotted box, and the parasitics are
shown in gray.

point is calculated. e results are shown in Figure A.2.
It can be seen that a PMOS switch performs a lot worse than an NMOS switch. With an NMOS switch, the

input voltage should be kept low to keep the design simple (no clock boosting etc.). e options denoted by
‘save energy’ are easier to implement, since they require a low 𝑉፠፬. At this point the achievable accuracy of both
architectures is about the same.

Modelling the amplifier feedback
In this section anothermodel is presented that compares the open-loop architecturewith the feedback architecture,
see Figure A.3. Since both architectures require a switch to connect the amplifier to the redistribution circuit, the
switch parasitics and switch noise are ignored in this model.

Both the self-heating and the flicker noise corner could present a serious issue. Hence, these effects are included
in this model, using simulated values of 𝑔፦, 𝑉፠፬, 𝑓፤፧፞፞ and 𝐶።፧ (see Figure A.4).

e flicker noise corner imposes a limit on the lowest ENBW that can be used to filter the noise. e ENBW
in turn determines the speed of the circuit, and hence the maximum sample rate. is sample rate determines
the best resolution that can be achieved in a limited amount of time. In this regard, the closed-loop architecture
might have an advantage, as larger transistors can be used, since the effect of the input capacitance is reduced by
the negative feedback.
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Figure A.4: e simulated behaviour of ፠ᑞ, ፕᑘᑤ, ፟ᑜᑟᑖᑖ and ፂᑚᑟ that is used in the models.

Figure A.5: e modelled error due to self-heating (blue) and noise (green), and the resolution (red) for the two architectures for
different bias current densities and transistor widths.

e self-heating is modelled by estimating the power consumption using the required 𝑉፠፬ and 𝐼፝ of the input
pair of the amplifier. For a low𝑉፠፬, the power supply voltage can possibly be lower than 1.8 V, while for a high𝑉፠፬ a
folded cascode amplifiermight be required which has an increased power consumption. By taking the self-heating
into account, using the technology’s optimum 𝑔፦/𝐶።፧ will no longer be the best option.

To compare these errors for the two architectures, different bias current densities and transistor widths are
evaluated to find the optimum. e results are shown in Figure A.5. It is interesting to see that both architectures
show similar characteristics and have almost the same optimum for the total error. In both cases this optimum
is around a width of 100 μm and a drain current of 80 μA. At this optimum, the self-heating results in an error
around 0.02 °C, the resolution is about 0.4 °C፫፦፬ in 1 s, and the noise of the readout circuit results in an error of
about 4.5 °C.





B
Improved Redistribution Layout

In order to reduce any parasitics between the capacitor nodes, additional shielding has been applied. is shielding
has been applied in a structural way in order to better match the parasitics of the different capacitor nodes. In the
routing of the lines from the capacitors to the switches, metal 1, metal 3 andmetal 5 have been exclusively used for
shielding. Metal 2 is used for the routing in one direction, while metal 4 is used for the routing in the orthogonal
direction. ese routes are equally spaced and have additional shielding in between. All the routes also have equal
length. is grid pattern of horizontal and vertical routes is interconnected via small holes in the metal 3 shield.
e routing in this new layout can be seen in Figure B.1 (upto, but not including metal 3), Figure B.2 (upto, but
not including metal 5) and Figure B.3 (all metal layers).

However, because of the additional shielding, there are more parasitic capacitances to ground. As a result, the
minimum size capacitance that can be selected for the redistribution is larger and the amount of generated noise is
lower. is can be solved by slightly reducing the size of the unit capacitors. Since the additional parasitic capac-
itances are mostly metal-to-metal capacitors, they will have similar properties (matching, temperature stability)
as the metal fringe capacitors used as the main redistribution capacitors. Another option is to reduce the size of
these parasitics by increasing the spacing of the routing and shielding.

With this new layout for the redistribution circuit, the clock loading has increased due to the extra shield-
ing. As a result, the clock generator was no longer fast enough to ensure non-overlapping clock signals over all
temperatures and corners. is can be solved by increasing the strength of the clock buffers in the clock generator.

Figure B.1: e routing, shown upto, but not including metal 3.
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92 B. Improved Redistribution Layout

Figure B.2: e routing, shown upto, but not including metal 5.

Figure B.3: e routing, shown with all metal layers visible.



C
Tape-out Rev. 2

is appendix discusses the updates in the second tape-out:

• Pre-amplifier updates (see Section C.1):

– Updated the biasing circuit.

– Introduced a variable feedback capacitor.

• Clock generator updates (see Section C.2):

– e final clock buffers are now powered from the analog supply.

– A reset signal for circuit synchronization has been added.

• Shi register updates:

– Added bits to configure the pre-amplifier feedback and the clock generator reset.

– Minor change in the layout and decoupling.

• Top level updates (see Section C.3):

– Re-allocated part of the digital supply decoupling capacitors for analog supply decoupling

– Added decoupling for the external reference voltage and 0.6V common-mode voltage.

– e top-level now contains twice the same circuit, both with redistribution.

C.1. Pre-amplifier
First of all, the biasing circuit has been updated for a reduced bias current and common-mode voltage dependence,
see FigureC.1. Now, theNMOS cascode biasing depends on the common-mode voltage and bias current, ensuring
enough headroom for the pre-amplifier input transistor. Figure C.2 shows the simulated drain-source voltages of
the input transistor and cascode transistor for the old and new tape-out and the resulting open-loop gain is shown
in Figure C.3.

Secondly, to ensure a settling speed independent of the size of the source capacitor a variable feedback capacitor
has been introduced in the pre-amplifier. e schematic of the capacitor DAC is shown in Figure C.4. Unit
capacitors of about 13 fF are used that can be enabled in groups, the le-most capacitor has half the size of a unit-
capacitor to allow for a fine-tuning if necessary. On both sides a dummy capacitor has been placed. Figure C.5
shows the simulated settling speed versus the number of unit capacitors that are active in the redistribution circuit.

e layout of the updated pre-amplifier with CDAC is shown in Figure C.6.
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Figure C.1: e biasing circuit. Figure C.2: e simulated drain-source voltages of the input transistor and
cascode transistor.

Figure C.3: e open-loop gain of the pre-amplifier.

Figure C.4: e schematic of the capacitor DAC.
Figure C.5: e settling speed versus the number of unit capac-
itors that are active in the redistribution circuit (red: Rev. 1;
green: Rev. 2).

Figure C.6: e layout of the updated pre-amplifier with CDAC.
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Figure C.7: e updates in the layout of the clock generator.

C.2. Clock generator
e final clock buffers and inverters that drive the switches in the analog circuit are now powered from the analog
supply whereas before they were powered from the digital supply. Also a reset signal for circuit synchronization
has been added by replacing all the state and counter flipflops by flipflops with an asynchronous reset/preset. e
updates in the layout are highlighted in Figure C.7. Since some wires have an increased resistance/capacitance, the
complete extracted circuit has been verified over corners/temperatures. Another simulation of repeatedly resetting
the circuit shows that the circuit now always starts in the same state aer a reset.

C.3. Top level
C.3.1. Decoupling
Since the clock buffers are now powered from the analog supply, part of the digital supply decoupling capacitors
were re-allocated for analog supply decoupling. In addition, decoupling for the external reference voltage and 0.6
V common-mode voltage has been added. e change in decoupling has been summarized in Table C.1. e
capacitance shown is for each circuit inside the chip, except in case of the common-mode voltage which is shared
for the two circuits.

Table C.1: A summary of the change in on-chip decoupling capacitance.

Tape-out Rev. 1 Tape-out Rev. 2
Analog supply 56.1 pF 67.3 pF
Digital supply 56.1 pF 22.4 pF
Reference voltage 0 pF 15.1 pF
Common-mode voltage 0 pF 11.2 pF

e layout of the new chip, including padring, is shown in Figure C.8. Comparing with the die photo in Figure
5.15, it is clear that the on-chip decoupling has changed.

C.3.2. Circuit
In the first tape-out (Rev. 1), two sensor circuits were incorporated in a single chip, with the only difference that
the redistribution circuit would not redistribute the voltage for the second circuit. is circuit change was added,
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Figure C.8: e layout of the new chip, including padring.

because it was not certain that the redistribution circuit would function properly. In case it would not work, at least
the readout circuit could be tested. However, as seen from the measurements the redistribution circuit functions.
erefore, for the second tape-out (Rev. 2), the full circuit with redistribution is placed twice. Alternatively, only
a single circuit could be placed, but this was not done since anyway the same padring and PCB for testing would
be used, which allows for two circuits. As a result, more samples will be available for testing.

As described in Section 5.2.3, the two circuits could interfere with each other. erefore, it is important to be
able to shut down one circuit. During the measurements, it was observed that the digital circuit cannot simply be
shut off by disconnecting the power, it needs to be shorted to ground. Alternatively, in the new tape-out the reset
signal of the clock generator could remain asserted.

Equivalently, the analog supply can be grounded. However, at that point the PMOS test followers of the circuit
that is still powered are no longer usable. is is because the PMOS follower that is no longer powered has a diode
(the source-bulk diode) from the test-pad to ground. As this only removes this test functionality, this is not a
problem during normal operation. Besides, even if the analog part remains powered, no interference is expected
when the circuit is not clocked.



D
Schematic of the PCB

e schematics of the PCB are shown in Figure D.1, D.2, D.3 and D.4.
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Figure D.1: e socket for the chip with the level shiers and isolators.
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Figure D.2: Analog and digital supplies, and the common-mode voltage, reference voltage and bias current circuits.
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