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“Try not to stand out, try to be modest . . . climbing into the limelight is bound to be one at

the expense of the others who won’t be climbing. That you must step on somebody’s toes doesn’t

mean you should stand on their shoulders. ”

Joseph Brodsky
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Motivation and Objectives

Thanks to recent technological improvements, sensitive ultrasound probes with hundreds

of elements are manufactured now [1]. These probes might have various configurations and

characteristics. Despite ultrasound is the cheapest and safest for a patient diagnostic method,

there is a fierce competition from the side of MRI and X-ray imaging.

Current ultrasound systems visualize 3D space in 2D images. Thus a highly trained practi-

tioner is needed to handle the probe and to interpret the data. Even though ultrasound matrix

(2D) transducers are already available, they need more ADC units, wires, etc., becoming more

expensive in production and data processing.

Fortunately, the need for classical uniform sampling has been already questioned by the

signal processing field called compressive sensing (CS) [2]. According to the theory, all natural

signals (images, speech) have a sparse representation or many zero coefficients. It proves that a

finite sparse signal can be reconstructed from a small set of linear, non-adaptive measurements.

Unlike in classical compression – first save, then compress the data, in CS both actions are done

simultaneously.

CS theory application to the field of medical imaging is very recent, even though, ultra-

sonography is an excellent candidate. Indeed, it is a domain which possesses a number of

features calling for sparse regularization:

� high dimensionality – acoustic data (e.g. pressure fields) is represented by multi-dimensional

arrays and, thus, acquisition requires high throughput and storage memory;

� data correlation – due to a small distance between the array elements, they record corre-

lated information;

� linearity – imaging can be seen as a linear inverse problem.

Inspired by revolutionary results of CS, in this project we propose a purely analog CS

imaging method using a single element transducer in pulse echo regime. As an alternative to

generated acquisition sequences, we use an instantaneous compressive imaging mechanism – an

aberration mask, which effectively changes the transducer’s spatial field.

Opposite to the conventional geometry-based reconstruction, a linear model with a redun-

dant dictionary-matrix is employed. This approach reformulates the image reconstruction task

into a system of linear equations. By means of an essential calibration procedure, the dictio-

nary is filled with spatially variant impulse responses. Rotation of the mask is considered as an

additional degree of freedom in acquiring compressed measurements.

Our simple device is able to compensate multi-element probe sacrifice. The imaging load

is then shifted from hardware into software (or processing domain) which is supported by con-

stantly growing computers’ capabilities (memory, GPU’s). Ideas presented in this thesis could

lead to a low-profile ultrasound system occupying a new niche among medical wearable devices.



Chapter 1

Introduction

1.1 Medical Ultrasonics

1.1.1 Historical Review

Figure 1.1: An A-mode “ultrasonic Lo-
cator” designed by G.Ludwig was mar-
keted commercially for “use in Medicine
and Biology” around 1950. Suggested us-
age already included detection of heart
motion, blood vessels, kidney stones and

glass particles in the body. [3]

The idea of using sound to see into objects was

proposed by scientists long before the 20th century.

The piezoelectric effect (which still remains the basis

of ultrasound technology) was first demonstrated by

the Curie brothers in 1880 [4]. Nevertheless, only af-

ter the two world wars demonstrated advances of the

pulse-echo technique (radars and sonars), scientists and

practitioners started on investigating ultrasound prop-

erties and developing equipment to look into human

body.

The medical ultrasound field was triggered and be-

gan to develop rapidly in early 50’s. Early examples are

– the first A-scan of a stomach obtained by Dr. Wild

in 1949, heart motion registered with a flaw detector

by prof. Hertz in 1953 and many others. Throughout

the years, biomedical engineers have developed Doppler

imaging to track moving objects, 2D array probes with

hundreds elements, high intensity focused ultrasound

and other breakthroughs. Even now, more than 60 years after, ultrasonic imaging remains a

growing field and makes significant contribution to clinical medicine.

J. Woo et al. [3] give more thorough overview of the history of medical ultrasound.

Vast usage of ultrasound nowadays, when also other techniques are available (MRI, X-ray

CT), can be explained by its advantages:

� Ultrasound diagnostics does not involve ionizing radiation and is safe for human tissue

(unless ultimately high intensities are used);

� Incredible cost-efficiency. Pressure generation using a piezoelectric crystal is much more

straightforward, than setting up a large magnetic field for an MRI scan. Additionally,

ultrasound systems do not require special safety equipment (shields) and expensive sup-

plies;

2
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� Apart from being cheap, the ultrasound system (even the most advanced) is relatively

lightweight and can be designed portable;

� Ultrasound is a dynamic technique. It presents a moving image and allows the user to

change the view in real time.

1.1.2 Fundamentals of Ultrasound Imaging

In this subsection, the basic principles of ultrasound and related medical imaging systems

are given. We mainly emphasize terms that have relevance for further understanding of this

thesis. For more substantial explanations the reader may refer to [5, 6].

Ultrasound Interaction with Tissue

Waves can be considered as shear (transverse) or compression (longitudinal) depending on

the particles’ motion direction. If the motion is perpendicular to the wave itself – it is defined

as a shear wave. If the particle motion is aligned with the wave – it is a compression wave.

Most of the soft tissues in human body can be properly described (in the context of ul-

trasound) as a fluidic material. This convention allows ignoring shear waves and makes wave

modeling simpler, but still very accurate. The propagation of the wave through tissue in 3D is

governed by the pressure wave equation:

∇2p− 1

c2
∂2p

∂t2
= 0. (1.1)

Parameter c, the speed of sound is related to the density ρ and bulk modulus K (an opposite

of compressibility k) of the medium:

c =

√
K

ρ
. (1.2)

A homogeneous, non-absorbing medium would ensure that an acoustic pressure wave prop-

agates unchanged in shape and amplitude. In reality, similar as electromagnetic waves, ul-

trasound waves interact with the medium in several ways. They are absorbed, scattered, or

reflected by the media and inhomogeneities. When an advanced ultrasonic imaging technique

is developed, these interactions must be taken into account.

Attenuation

Attenuation is a generalizing term for all mechanisms that reduce energy of an ultrasound

beam. Intensity is attenuated because of three factors – power absorption, scattering losses and

geometric spread.

Absorption phenomenon refers to the conversion of incident ultrasound energy into heat. It

depends on medium mechanical properties and the wave frequency. The frequency dependence

of the absorption coefficients of many substances empirically follows the power law α ≈ α0f
y

[Np/cm], which in decibels is expressed as

αdB ≈ 20log10(exp−α0fy) = 8.7α0f
y [dB/cm], (1.3)

and is often quoted as (αdB/f
y) in units of dB/cm/MHzy. Some example tissue properties are

given in Table 1.1.
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The wave also gets reflected and scattered, and thus attenuated. Losses induced by these

processes are called scattering losses, however they only account for ≤ 10% of the total atten-

uation. The least contributing factor is the so-called geometric spread – attenuation due to

diverging regions of the beam.

Attenuation is a function of the distance traveled by the wave and its frequency. For every

material the attenuation coefficient α is generally given in dB×cm−1 per MHz. The attenuation

coefficient of most tissues increases approximately linearly with frequency.

Table 1.1: Typical acoustic properties of tissues. [6, p.314]

tissue Density Attenuation α0 frequency Speed of Sound
type (g/cm3) (dB/cm/MHz−1) dependence y (m/sec)

water (20C) 1 0.002 2 1480
blood 1.055 0.15 1.21 1575
brain 1.03 0.8 1.35 1550
liver 1.06 0.9 1.1 1590
bone 1.9 22 - 4080

muscle 1.065 3.3@1MHz - 1575
fat 0.95 0.6 1 1450

Reflection

What happens with the beam after encountering an object (region with different mechanical

properties) depend on the object’s size in comparison with wavelength λ of sound.

If the obstacle is larger than λ (the process is named specular reflection), then part of the

beam energy is reflected. The rest of the beam’s energy is transmitted and continues its way as

a beam of lower intensity. Exact ratios of incident, reflected and transmitted waves’ amplitudes

are dependent on the angle and corresponding material properties – impedances [5].

The acoustic impedance Z (in units of rayls) is the product of the medium density and

ultrasound speed:

Z = ρc. (1.4)

For the special case when the wave is perpendicular to the boundary between two materials

with impedances Z1 and Z2, the amplitude reflection coefficient is:

R =
Z2 − Z1

Z2 + Z1
. (1.5)

If the object size is comparable to the wavelength λ, such inhomogeneity behaves as a point

source. Energy is scattered (scattering or non-specular reflection) in many directions in the form

of a spherical wave. Hence, scattering is strongly wavelength- and shape-dependent [7].

In reality, ultrasound waves encounter many obstacles that are very closely positioned.

If each of them behaves as a point source and emits a spherical coherent (having the same

frequency and constant phase difference) wave, one can observe the interference effect. This

results in the speckle pattern which is typical for ultrasound images (Figure 1.3b). Speckle

does not correspond to a real object. It is the result of constructive and destructive wave

summation. It is important to emphasize that speckle is not a random process as thermal

noise effects. Therefore, domain experts might be able to differentiate tissues based on speckle

texture.
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Sonographic Equipment

The device that converts electric signals to acoustic waves (and vice-versa) is called the

ultrasound transducer. Numerous types of them are available – providing a wide choice of pos-

sible applications. The most important parameters for characterizing an ultrasonic transducer

are:

Central frequency f0 – is usually in the range of 1-20 MHz for medical applications. Choice

of f0 marks a trade-off between spatial resolution and penetration depth. High-frequency waves

suffer more from attenuation. This provides reduced penetration, but a greater sensitivity to

small discontinuities.

Focal depth – the distance from the face of the transducer to the location where ultrasound

intensity is the highest. Reflectors at this distance can be imaged with the best possible quality.

The transducer can be focused by design (fixed focus), using refracting lenses, or electronically

(adjustable focus).

Directivity pattern – transducer’s (physical) design parameter that specifies the gain ap-

plied to a signal coming from a certain direction when the transducer operates in receive mode.

This parameter is a function of angle-of-arrival and frequency.

Near-field (Fresnel zone) length – region in which the beam maintains relatively constant

diameter determined by the diameter of the transducer and the wave frequency.

Single element transducers were earlier used for mechanical scanning of 2D planes, but

nowadays – for basic measurements, material characterization or catheter applications (intravas-

cular ultrasound). Since the 1980’s, transducer arrays (typically 16 - 192 piezo-elements) were

routinely used for imaging. These are mainly divided by shapes into linear, convex and phased

probes (not mentioning planar 2D-arrays). Probe type defines an area which is swept by the

beam (Figure 1.2a).

Linear arrays emit parallel beams and give a rectangular view. Convex (curved) probes

allow maximum field of view and better resolution due to larger aperture. Phased transducers

are similar to linear, except that the beam is steered by phasing (electronically). As a result,

probe dimensions are smaller at the expense of additional electronic circuitry. [8, p.27]

Echo Measurement and Beamforming

In general, the imaging process can be described as follows. The transducer is placed in

contact with the tissue and an acoustic pressure wave, with center frequency f0, is emitted.

While propagating through the medium, there are several types of interactions occurring – re-

flection/scattering, absorption/attenuation, refraction. Some of these interactions are necessary

to form an ultrasound image, whereas others produce artifacts or reduce propagating beam

energy.

The ultrasonic wave is reflected from acoustic heterogeneities (differences in acoustic impedance)

and an echo signal is detected by the transducer after a certain time delay. The depth at which

the reflection takes place can be estimated assuming constant wave speed in the medium. The

simplest one-element case is illustrated in Figure 1.3a. Array processing algorithms that are

used to create uniform, narrow beam stretching in particular direction, are known under the

common term - beamformers.

The operation is two-fold and symmetrical at emission and reception.

Firstly, transmit time delays and amplitude weights are generated and array elements are

fired accordingly. Time delays are calculated so that sound waves from all transmitters will

arrive at the focal point simultaneously. Afterwards, piezo-electric elements become sensors to

record reflected waves.
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(a)

(b)

Figure 1.2: (A) From left to right: linear, curved and phased array transducers. [9]
(B) Left pane: beam is focused and steered to the left to reach the focal point simultaneously.
Right pane: the returning echo encounters element 1 before others. Signals have to be delayed to

compensate for this. Then the signals are summed for subsequent processing.

The reception operation is essentially the inverse of transmit. Received signals are ampli-

fied and time-delayed by identical values. Finally, the echoes are fed to an adder. When the

beam is steered towards the source, the maximum output power is registered by the system

(Figure 1.2b).

By adjusting delays, the beam can be steered to every point in a scanning plane. Nowadays,

focusing and steering is done digitally, and algorithms with many modifications are available

– apodization can be calculated adaptively or just once (data-independently), elements fired

and/or summed group-wise, etc. [10–12]

Imaging Modes

The simplest and oldest of imaging modes is the Amplitude mode (A-mode). It consists

of a single transducer beam linearly scanning through tissue. The echo amplitudes (y-axis) are

displayed as a function of time (x-axis). The time axis can be converted to depth if the speed

of sound c0 is known. A-mode is a 1D image and only “obstacles” in the direction of the beam

are visible (Figure 1.3a).

(a)

(b)

Figure 1.3: (A) In the A-mode echoes returning from the body are displayed as signals on an
oscilloscope. [13]. (B) An example of a B-mode image showing reflections from organ and blood

vessel boundaries and scattering from tissues.

Nowadays, A-mode ultrasonography is not in use anymore, being replaced by the brightness-

mode imaging. In the B-mode, many A-scans are performed, using different beam paths, so

that a plane is scanned at once. Under this mode the locations of the echo-producing interfaces

are displayed in two dimensions, but the amplitude of each echo is diversified by the brightness

of the corresponding pixel (Figure 1.3b).
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The acquisition process is quite fast and generally allows a frame-rate of 20 to 30 images per

second, which is enough for real-time realistic motion recording. B-mode is the most widespread

mode in clinical routine at the moment.

There are more modes available, for example, C-mode, M-mode, Doppler-mode, Harmonic

mode and others.

Image Quality

If an isolated point target in a homogeneous medium is scanned, the produced image shows

a map of “smeared information” due to imperfections in reconstruction. Such a map is called

the point spread function (PSF) or the impulse response of the imaging system (Figure 1.4, top

row). An image of any object then can be obtained by convolving the PSF with the object field.

One of the image quality factors is the spatial resolution – the minimum distance separating

two point-objects, which are displayed in the image as two disjoint points (or regions). Referring

to an ultrasound system, the spatial resolution is represented by two numbers – axial and lateral

resolutions. The PSF projection on the beam propagation axis defines the axial resolution (1.4,

the bottom row). The PSF profile over the transducer aperture axis provides information about

the lateral resolution (1.4, the middle row).

Both axial and lateral resolutions are governed by f0 – the first one is dependent on the

transmitted pulse length and the latter – on the beam width in the medium. This is why

contemporary systems tend to employ high frequency transducers. By increasing the aperture

of the transducer, smaller PSFs can be obtained. Other influencing factors are the excitation

pulse length (shorter pulse leads to smaller PSF), the distance between transducer elements.

For typical transducers, with frequency range up to 15 MHz, lateral resolution of 0.3-1 mm is

achieved, however sub-wavelength resolution systems are also available.

Figure 1.4: Top row: a point target is scanned by an acoustic beam, corresponding image (center)
and the axial profile (right) are shown. Middle row: two points at the distance d1 are imaged and

the lateral resolution is evaluated. Bottom row: axial resolution evaluation. [6, p.196]

Other performance measures, which are not discussed here are contrast, temporal resolu-

tion, sensitivity, etc. For further details see [5].
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1.2 Examples of Compressive Sensing Projects

One of the best known statements of information theory is the Shannon-Nyquist sampling

theorem, which imposes a sampling frequency fs limit for a signal’s perfect reconstruction. It

states that if a signal has bandwidth B > 0, it should be sampled at the Nyquist rate, namely,

2B [14] . If fs < 2B is used, aliasing effect will affect the reconstructed data.

Unfortunately, despite nowadays computational power advances and Moore’s law, often in

contemporary applications the Nyquist rate is an unresolvable challenge. Not always it is a

computational problem, but also a matter of practical or safety reasons.

With a hundred-element transducer of large aperture one can apply multiple transmit/re-

ceive patterns, channel coding, focusing, etc. Once we restrict ourselves to the use of a single

element ultrasound device, it becomes clear, that the whole paradigm of imaging should be

changed as well.

The references below exemplify, how more information can be retrieved from less sensors

by taking measurements ym in a linearly-mixed mode. They introduce a quite recent technique

known as compressive sensing (CS) that has already shown large potential in reducing the

sampling rate for such tasks as compression, MRI, facial recognition, photography, etc.

1.2.1 Single Pixel Imaging

R.Baraniuk et.al from the Rice University assert that CS ideas can change conventional

digital photography [15]. According to them, the main inefficiency of mega-pixel cameras is

that they sample images with millions of pixels, when afterwards the data has to be compressed

by throwing away redundant information.

Figure 1.5: Laboratory prototype of a single-pixel digital camera. Target image is illuminated
with light source and light-field is focused onto a DMD. Depending on every mirror orientation light

is partially collected by a photodiode that integrates it into one measurement.

Researchers came up with a working prototype of a single-pixel camera (Figure 1.5). Es-

sentially, it is an optical computer combining a single photon detector, A/D converter, two

lenses and a DMD – digital micromirror device. DMD is an array of N programmable mirrors

(N is also the number of pixels in the image) that can reflect light either on (value 1) or away

from (value 0) the lens. Each mirror orientation is independent and changes (pseudo-)randomly

every measurement.

The target image is illuminated with a light source and the light field is focused onto a
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DMD. Depending on every mirror orientation light is partially collected by a photodiode that

integrates it into one measurement. That way each of the M � N measurements is the inner

product ym = 〈x ,φm〉 between the incident light-field from the scene under view x and a two-

dimensional binary test function φm. After the M measurements are stacked together, they can

be expressed as

yM×1 = ΦM×NxN×1 + eM×1, (1.6)

where the sensing or measurement matrix Φ provides a dimensionality reduction and is con-

structed as Φ = [φ1,φ2, . . . ,φm]. Φ is said to be non-adaptive if it is fixed and does not depend

on previous measurements. By appropriately designing φm and using the l1 optimization, a k-

sparse image vector x can be reconstructed. This was well demonstrated by collecting random

reflections from an image (256×256 pixels) and then unraveling these into real pixel intensities.

The single-pixel type camera reduces the complexity of a photon detector array down to

just one unit. However, the DMD array size is a limiting factor for the maximum intrinsic

resolution. This acquisition strategy clearly has potential for other wavelengths and video

imaging, but currently in the ultrasound frequency band there are no ready-to-use hardware

solutions or prototypes of this kind.

1.2.2 Multiply Scattering Medium

Another appealing approach for optical imaging was proposed by A.Liutkus et. al [16].

Featuring the idea of gathering information about the object in controlled, but pseudo-random

fashion, they pointed out that carefully engineered hardware is needed to achieve randomization.

To avoid using DMDs or metamaterials [17] they replaced emulated randomization by a natural

multiply scattering material. In their experiments they used a 300 µm layer of Zinc Oxide (ZnO)

or simply – white paint.

After entering the medium, waves experience complex interference and phase variation.

This results in seemingly random measurements acquired by M sensors on the other side of

the imaging system. Comparison between this approach, classical sampling and the single pixel

camera is schematically shown in Figure 1.6.

Figure 1.6: From left to right: classical sampling, emulated randomization (DMD), multiply
scattering material

With respect to the diversity between an engineered CS mechanism and a truly random

scheme, the latter one has several gains. Apart from being readily available, this sensing method

has no constraint on the number of measurements taken in parallel. That is, M can be selected

arbitrarily and it provides control over the experiment duration (note that we are bound to have

a transmitter/receiver pair as one device to execute pulse-echo acquisition).

One complication that rises when using this approach, is that the randomization pattern is
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no longer known a priori like the test functions φm in the single pixel camera case. To overcome

this issue a calibration procedure is needed. The authors introduced “a measured Transmission

Matrix” in order to deal with unknown randomization patterns. Basically, it is the same matrix

from (1.6) linking all input-output wave fields, although, experimentally measured by using a

spatial light modulator [18]. It has been shown that the transmission matrix is useful to focus

through the scattering medium or detect objects on the other side of it.

1.2.3 Time Reversal Focusing

N.Etaix et.al [19] presented an idea of a low-profile acoustic imaging device with only

one transmit/receive element. They exploit the time reversal theory to focus the transducer

anywhere in a 3D volume. According to the theory, if the medium is reciprocal and the channel’s

impulse response is known, the latter can be re-emitted in time-reversed order. Mathematically,

this results in the response auto-convolution [20]. Knowing that the auto-convolution has a peak

in the origin, focusing is effectively achieved. The time reversal result is equivalent to matched

filtering – energy maximization at the desired location in space and time.

Reciprocity is often a naturally complied property, but this method’s weakness is the need

to know all spatial impulse responses. This implies that the action sequence “transmit a pulse

– record pressure at some point in space – move to the next point” should be repeated multiple

times.

To avoid lengthy point-by-point measurements in 3D space, they proposed a synthetic

algorithm and a modification to the circular transducer – a metal plate of chaotic geometry

tightly coupled to the piezoelectric element and having a bigger area. The rigid metal plate acts

as a hard wall and introduces the boundary condition to the mounted piston. The Rayleigh

integral can be applied to compute the acoustic pressure at any point in front of the plate from

the knowledge of its vibration pattern:

p (r) =
jwρ

2π

∫ ∫
S

vn (rs) e
−jk|r−rs|

|r − rs|
dS, (1.7)

where rs and r denote the source and field points, w, ρ and k are respectively, the frequency

(rad/s), the density of the medium and the wave number ( wc0 ). p, vn and S are the field pressure,

the source normal velocity and the set of all points on the plane. This method exhibits quite

high precision when compared with the straightforward microphone recording. In addition, the

number of actual measurements was reduced to a 2D region of the plate surface. The authors

experimentally proved the focusing method’s potential in pulse-echo mode by imaging two scat-

terers in 3D space.

The work described in this paper not only has similar goals and conditions (circular trans-

ducer, acoustic domain), but also uses strongly related methods. The Rayleigh integral usage

is equivalent to the angular spectrum approach, as it is described in Chapter 4. The chaotic

cavity serves the same purpose as our mask. Its unusual shape increases the wavefront mode

number and, consequently, the reconstruction quality.

Our approach differs in the fact that we do not try to focus at every point, but reconstruct

the whole 3D volume at once by means of a mathematical model. Another distinction is prac-

tical – the aberration mask proposed by us is cheaper, smaller than the reverberant cavity and

has better coupling with the medium.



Chapter 2

Single Element Imager

2.1 Matrix Model

This thesis aims to reconstruct a 3D volume using a single element transducer (M = 1).

Let us consider a ROI discretized using a spatial grid with Ns = Nx ·Ny ·Nz grid points. The

received pulse-echo signal y(t) is then given by the following formula:

y(t) =

Nx∑
i=1

Ny∑
j=1

Nz∑
k=1

[
xijk · aijk(t)

]
+ n(t), (2.1)

where aijk is the impulse response corresponding to the echo signal created by a unit strength

scatterer on the grid position [i; j; k], xijk is the scatterer’s strength at that point and n(t)

accounts for the signal-independent noise in the system.

In case of a 2D (1D) region, one (two) of the dimensions’ lengths Nx, Ny or Nz is (are)

squeezed to only one point and the equation is simplified accordingly.

The model (2.1) gives a discretized linear spatio-temporal formulation of the imaging sys-

tem. The signal y(t) is a mixture of scaled and summed impulse responses, corresponding to

non-zero pixels in x.

By rearranging the terms in (2.1), and stacking them into vectors, we can write the discrete-

time version of it

y = Ax + n. (2.2)

In this equation, y = [y(1), y(2), . . . , y(Nt)]
T is the vector obtained by taking Nt sam-

ples of y(t), x = [x1, x2, . . . , xNs ]
T is the vector of scatterer strengths at Ns grid positions,

n = [n(1), n(2), . . . , n(Nt)]
T is a noise vector, and the matrix

A =
[
([a111,a112, . . . ,a11Nz ], . . . , [aNxNy1,aNxNy2, . . . ,aNxNyNz ])

]
is a system matrix, whose columns

aijk = [aijk(1), aijk(2), . . . , aijk(Nt)]
T

represent the Nt-point sampled impulse response obtained from aijk(t). In other words, each

column of A contains an echo from a unit scatterer at the corresponding pixel.

Equation (2.2) will be referred to as the imaging equation. The Nt ×Ns system matrix A

is the imaging operator or the A-matrix. Image x is now a part of the formula, which can be

solved using a variety of linear techniques.

11
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Figure 2.1: System of linear equation written in matrix form: sensor observations y, matrix A
containing estimated echo signals from every pixel, unknown image vector x, noise n.

In this project, we counterbalance the absence of a multi-sensor probe with an aberration

mask rotation. That is, 360 different ym, Am pairs will be available for processing. This

approach does not change the model as the vectors ym and matrices Am can be concatenated

vertically to obtain the a similar expression as in (2.2):


y0

y1
...

yM−1

 =


A0

A1
...

AM−1

x + n (2.3)

This model also applies if a transducer array (M > 1) is used or multiple pulses with several

frequencies are transmitted. All methods achieve the same goal – to examine an object from

different points of view. If y0...yM provide independent information, the resulting A-matrix

will have lower coherence (the maximum absolute value of the cross-correlations between the

columns of A) than each of its sub-matrices.

2.2 Image Reconstruction Problem

The image reconstruction task, described by the model of the previous section, is an ex-

ample of a least squares (LS) problem. The x vector is estimated by minimizing the following

expression:

minimize
x

‖Ax− y‖22 (2.4)

A is neither sparse, nor symmetric, nor squared. In this case, the naive LS solution

x = A−1y (2.5)

cannot be used.

SVD

Of particular importance in solving rectangular systems is the singular value decomposition

(SVD) [21, 22]. It provides a factorization for any non-square matrix Mm×n given by:

M = UΣVH, (2.6)

where Um×m and Vn×n are orthonormal matrices, Σm×n is a diagonal matrix with elements

called singular values.

The factorization can be used to compute a generalized inverse of M regardless of its rank

and m/n ratio. The Moore-Penrose pseudoinverse [23, 24] M† = VΣ−1e UH (Σe is a square
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subpart of Σ) satisfies the condition MM†M = M, and exists for any matrix. It equals M−1

in case M is invertible.

LSQR

The SVD method is robust, but in most cases A is of prohibitive size to perform the

decomposition. Due to the high dimensionality of the problem, we are constrained to use

iterative reconstruction methods. The most commonly used algorithms for large-scale linear

problems are based on the conjugate gradients method – LSQR [25], LSMR [26].

The LSQR algorithm employs the Golub-Kahan bidiagonalization procedure [27]. At every

iteration k, W
m×(k+1)
k , Pn×k

k , pn×1k+1 and bidiagonal B
(k+1)×k
k are computed such that:{

ATWk = PkB
T
k + γk+1pk+1e

T
k+1

APk = WkBk

, (2.7)

where ek denotes the (k + 1)-st standard unit vector and

Bk =


γ1
β2 γ2

. . .
. . .

βk γk
βk+1

 . (2.8)

For reasonably small k, the matrix Bk approximates very well the matrix A. Following

that, a sequence of approximations x̂k are computed with the monotonically decreasing residual

norm ‖y −Ax̂k‖2. As stopping criteria, the maximum number of iterations kmax or residual

tolerance are used. The number of maximum iterations for the method plays an important role.

Large values for kmax might lead to a corrupted xk, and too small values – to an over-smoothed

solution.

One of the advantages of LSQR is that it only needs a few vectors of working storage (no

big matrices are stored in memory) and uses A and AT for matrix-vector multiplication, but

do not modify the matrices themselves.

Regularization

The complexity of the problem arises not only from its dimensionality, but also from the

(ill-)conditioning of the A-matrix. This property of the matrix denotes a system’s stability,

i.e., how much the solution x changes with respect to a small change in y. Numerically, it

is expressed as the ratio between the maximum and minimum singular values – the condition

number:

κ(A) =
σmax
σmin

. (2.9)

If σmin is magnified several orders (during inversion), the produced estimate x̂ will be far

from the real x. While a well conditioned A has κ(A) close to 1, the typical values of our

matrices can reach 109. For such high κ(A) values, the solution is considered to be unstable.

In order to stabilize it, several regularization methods can be applied. Tikhonov regulariza-

tion [28, 29] is a widely used method belonging to the l2-norm based algorithms. This type of

regularization imposes an additional quadratic constraint on (2.4). This leads to the following

optimization problem

minimize
x

‖Ax− y‖22 + λ||x||22, (2.10)

where the first term denotes how the solution fits the data and the second term penalizes

solutions of higher norms to suppress noise components. The parameter λ is used to regularize

the solution, and it weights the importance of the two terms. This is equivalent to assigning



14

the following weights to every singular value:

ŵi =
σ2i

(σ2i + λ2)
. (2.11)

A special case of Tikhonov regularization, where the weights are either 0’s or 1’s, is called

truncated SVD (TSVD):

ŵi =

{
1 if σi > τ

0 if σi ≤ τ
, (2.12)

with τ being a hard threshold regularization parameter.

In order to avoid computing the SVD, the problem from (2.10) can be reformulated, using

the fact that for any two vectors a1 and a2:∥∥∥∥(a1

a2

)∥∥∥∥2
2

=

(
a1

a2

)T (
a1

a2

)
= aT1 a1 + aT2 a2 =‖ a1 ‖22 + ‖ a2 ‖22 . (2.13)

Then (2.10) becomes simply

min

∥∥∥∥(A

λI

)
x−

(
y

0

)∥∥∥∥
2

(2.14)

and can be supplied to any algorithm for solving iterative LS problems in order to find a solution

x̂ without the need to compute the SVD. However, it is still required to find a suitable value

for λ (or τ), which is not a trivial task. No reliable and automated parameter-choice algorithm

exists, but the L-curve criterion and generalized cross-validation method heuristically proved

their efficiency for several problem types.

Summarizing, the matrix ill-conditioning is related to the number of linearly independent

columns in A and is a limiting factor for finding a stable (unique) solution. That is, if the

columns are strongly correlated, any reconstruction method will have problems when deciding

which of them to select (more than one possible solution). To alleviate this problem, in this

work a strategy to increase the orthogonality of the columns in A is introduced.

2.3 Spatial Field of the Transducer

After a single element transducer emits a wave at a given pulse repetition frequency (PRF),

it is switched to receiver mode and records the echo. By knowing the delay between the wave

emission and echo reception (and also the speed of sound c0), we can calculate distances to

reflective obstacles (Figure 1.3a). The direction from which the echo arrives cannot be defined,

as only one reference point is considered and no beamforming can be performed.

Figure 2.2 illustrates the problem. The transducer was immersed in water and an echo

from a scatterer was recorded (the data acquisition process is outlined in Section 2.6). If the

scatterer is moved from point to point in one plane and echoes are captured systematically, an

intensity map or, beam profile of the transducer can be obtained.

An example of such a beam profile is shown at the top part of Figure 2.2. Every point’s

brightness represents energy (in dB scale) of the received signal. It is clearly seen that the

transducer has a rounded symmetrical beam profile in the plane perpendicular to its axis. This

is exactly what manufacturers desire to achieve – ideal directivity, intensity and uniformity of

piezo-electrical elements.

The bottom frame of Figure 2.2 provides example echoes for a scatterer at the grid points
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Figure 2.2: Top: energy-based beamprofile taken at 1 cm from the transducer surface (no aberra-
tion mask). Bottom: echo signals from two points equally distanced from the center.

[2;2] and [2;-2]. These locations are equidistant from the center and the signals are identi-

cal. In fact, all points forming a circle of an arbitrary radius around the [0;0] pixel are non-

distinguishable by their echoes. Ambiguity is one of the main problems we address in this thesis.

We want to retrieve a system matrix in which every column is unique. That would solve the

problem of ill-conditioning too.

Neighboring columns’ correlation also highly depends on the grid spacing (denoted by dx,

dy and dz accordingly). A coarse grid implies less columns in A, leading to less coherent dictio-

nary and faster imaging, but the image resolution is not good. Computational speed, indeed,

becomes an issue with x ∈ R105 .

On the other hand, having a high spatial sampling leads to the pixel duplication effect.

Consider the case of a fine grid and a real scatterer laying between pixels. After the reconstruc-

tion, multiple non-zero pixels can be observed around the scatterer position, but with decreased

amplitudes with respect to the real one. In our experiments, the region was divided into sub-

wavelength-sized pixels in order to minimize this kind of complications. In addition, as shown

later, a hydrophone membrane used during the calibration procedure has size comparable to

the grid.

2.4 Aberration Mask with Rotational Freedom

The spatial field produced by the transducer provides information that is beneficial for

reconstruction. However, the figures above show that the “ideal” spatial field is too ambiguous

for this task. Classical information theory in this case encourages us to increase the entropy of

the system.

Idea: modify the transducer’s spatial field deliberately, so that every point has a unique

scattering pattern.

We can achieve this by introducing an aberration layer between the transducer and the

medium.

In standard medical ultrasound, focusing on transmission and reception is performed assum-

ing that the propagation medium is homogeneous and isotropic, where the Born approximation

is valid. Aberration might be viewed as a deviation from this hypothesis.
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Although research on estimation and correction of the aberration is constantly pursued, the

core idea of this thesis, on the contrary, is to design a mask that promotes distortion to passing

ultrasound waves. The simplest implementation of this idea would involve a plastic layer of

uniform height with one (or several) holes in it (Figure 2.3). The mask (blue) is mounted in

front of the transducer surface (yellow) and when this imaging device is immersed in water, the

liquid fills the holes. Due to the ultrasound propagation speed difference in the two mediums, a

complex interference pattern changes the propagation process of an echo coming from an object

and returning back to the transducer (again through the mask). To use this information for the

object reconstruction, we need to know the interference mechanism. In Section 2.6 we show that

a calibration step – mapping a temporal response to every pixel – provides a practical solution.

Figure 2.3: Main idea behind the aberration mask: spherical wave from the transducer is split in
many sub-waves delayed according to the medium they are squeezing through.

Figure 2.4 provides a visual proof of the aforementioned idea. As Figure 2.2, it is a projec-

tion of all signals over time to a plane in space, but measured with the mask on the transducer.

This time we see that the beam profile has lost its symmetrical shape and two echoes from the

test positions are more different.

Figure 2.4: Top: energy-based beam profile taken at 1 cm from the transducer surface and applying
the mask. Bottom: echo signals from two points equally distanced from the center

In case of a static mask, each measurement ym is one time-sample of an echo signal and the

number of measurements we can make is strongly limited by the echo length and the sampling

frequency Fs of our choice. With a 5 MHz transducer and Fs = 25 MHz, the echo is ≈ 150

samples long. That makes the system of equations under-determined (having more column-

pixels than row-measurements). Compared with the single pixel camera again, a DMD array

has N ! states, possibly providing new information with N being the number of mirrors.
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Idea: by rotating the mask we also rotate the spatial field of the imaging device, thus

providing a different view of the object.

Indeed, if several pixels have non-orthogonal responses even with the aberration mask, their

correlation can be decreased if the mask is rotated by ω degrees. In theory we can divide 360◦

into as many parts as needed in order to achieve any number of measurements. In practice,

we are limited by the rotation motor precision. In addition, we also have to consider the

trade-off between the amount of new information (in relation to what we already have) and the

computational resources we possess.

In case of an ideal transducer (absolutely uniform directivity and intensity over the aper-

ture), its beam profile will not qualitatively change by rotating the mask by ω degrees. Predict-

ing its new state is as easy as to rotate the initial 0 degree beam profile image by ω degrees.

That means we only need the initial A0 and all y’s to construct the model as in Equation (2.3).

In real life no transducer has ideal characteristics. The consequences of this are discussed

in Section 2.6.1.

2.5 Building the A-matrix

The task of building the imaging operator has primary importance in this work. We

investigated two approaches: fully experimental and prediction-based.

The former means: using a single point scatterer placed in the ROI, for different positions,

each echo signal is measured one at a time, and corresponding A column is filled. The whole

procedure is repeated as many times as we need pixels. The setup and data acquisition process

are outlined in Section 2.6. Chapter 3 describes several designing issues faced when using

this approach and presents the results. This way of performing imaging proved to be feasible,

however the process can require a considerable amount of time as it requires previous knowledge

of the impulse responses in a 3D volume.

In order to overcome the inefficiency of measuring a 3D A matrix of realistic size pixel

by pixel, we devised a prediction-based method. Instead of recording pulse-echo traces, we

propose to measure the ultrasound field pressure with a hydrophone. When we have a forward

propagation pattern in some plane, we make use of the angular spectrum approach (ASA) to

model the pressure distribution at any point further in depth. The theory behind the ASA is

explained in Chapter 4. We cannot state that this method is a pure simulation model, as it

still requires a source plane to be measured. Moreover, our imaging device is pulse-echo based.

Hence, it is not only needed to predict forward pressure, but also to propagate it back to the

transducer. Assuming that the reciprocity condition [20] holds, pulse-echoes are estimated using

the auto-convolution function and the forward field.

Considering the A matrix acquired using the experimental approach, there is another

interesting attribute of the model – usually the A matrix in the Ax = y system is assumed

error-free and noise-free. However, this does not always hold. As both A and y are measured

variables, they are equally prone to measurement noise. That is, if we multiply a perfect image

x by A, we will not obtain the measurements y. Errors-in-variable regressions, for instance,

total least squares [30] (TLS), account for noise in independent variables when searching for

an optimum solution. Although it could be beneficial to use those methods for reconstruction,

unfortunately, they require the full SVD decomposition of A.
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2.6 Experimental Setup

2.6.1 Pulse-echo Measurements

Figure 2.5: Experimental setup photo.

Figure 2.6: Schematic overview of the setup
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As stated in the previous section, we aim to consecutively measure an echo from a single

scatterer located in every grid point. From this data, we define our dictionary – the A-matrix.

Single Point Scatterer

Figure 2.7: Single
point scatterer used

in experiments

A single point scatterer – an infinitely small inhomogeneity is, of

course, unrealistic. In practice, we used a thin needle with a steel ball on

the top (Figure 2.7). The scatterer size plays an important role – ideally,

it should occupy one cell. The ball we use has a diameter of approximately

1 mm or 3λ (if a 5 MHz transducer is used). All measurements were per-

formed in water. To avoid a highly undesirable effect of bubble scattering,

water must be clean and bubble-free. A photo of the system is shown in

Figure 2.5, and the main equipment devices are depicted in a simplified

manner in Figure 2.6.

All devices are connected by means of coaxial cables with BNC plugs. Some of the settings

varied slightly from test to test, but the specifications listed here are considered the norm. In

case of significant changes, they will be mentioned within the relevant section.

Pulser

In this project, pulsed ultrasound waves are sent into the medium. By means

of a square-wave pulser/receiver (PANAMETRICS 5077PR), the transducer

was excited with 300 V. Afterwards, an electrical signal generated from a

backwards-propagated echo was read (Figure 2.8). The pulser was linked to

the transducer through the input/output connection. In addition, it has an

external trigger input and two outputs – trigger synchronization and RFout.

Figure 2.8:
Pulser/Receiver

Waveform Generator

A programmable waveform generator Agilent 33220A (Figure 2.9)

is used to trigger the pulser. It was configured to produce squared

1 µs wide pulses with PRF = 400 Hz.

Figure 2.9: Waveform
generator functioning as a

trigger

Transducer

Experiments were performed with a single element immersion

transducer (Figure 2.10). This type of sensor is particularly de-

signed to be partially or fully immersed in water and is acoustically

matched to it. We tested unfocused transducers with 0.5” aper-

ture diameter and several operating frequencies (2.25 or 5 MHz).

Results presented in this report are produced by the 5 MHz trans-

ducer, as it provides higher resolution in exchange for shallower

penetration depth and higher sampling rate.

Figure 2.10: Single el-
ement immersion trans-

ducer
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PCI Digitizer

After sending an ultrasound pulse, the transducer switches to the

receiving mode and passes the incoming pressure back to the pulser

in the form of a continuous voltage signal. The signal is transferred

directly to the digitizer where it is sampled and stored in computer

memory. For us, the most important characteristic of the digitizer is

its resolution – the smallest signal change that it is able to detect.

Measured signals are expected to be quite weak and disrupted by

noise. It is essential to adjust the dynamic range correctly. If one

overestimates the range, one can easily loose a couple of bits. On the

other hand, by setting a very small range, the signal can be clipped

and the measurement becomes invalid.

We used a 12-bit Acqiris DP310 digitizer mounted in a PC. It has

4096 discretization levels providing resolution of voltage differences

larger than 1.2 mV (in case of 5 V vertical range).

Figure 2.11:
Acqiris DP310

digitizer

Stepper Motor and High-Speed Acquisition

To perform automated and precise movement a 3D stepper motor is used.

In fact, the number of measurements to be taken is dependent on the transducer’s frequency

– at least two data points per wavelength. The 5 MHz transducer emitted waves are 300 µm

long and for a quite moderate imaging region of 3× 3 cm the number of imaged pixels ascends

to at least 40.000.

For the sake of time efficient acquisition, measurements are performed simultaneously with

the motor’s continuous movement. The point scatterer moves at a constant speed of 20 mm/s

until it reaches the end of the assigned region. Then, the scatterer is pushed to the next line

and moves in the opposite direction (as the arrows show in Figure 2.6). At the same time, the

transducer shoots acoustic pulses and the echoes are recorded.

The PRF has to be selected appropriately: for example, if it requires 1.5 seconds ( 3 cm
20 mm/s)

to move along one line and 300 (3 per λ) measurements are necessary, then the PRF = 300·1, 5 =

200 Hz. To fully characterize the transducer’s spatial field in one 2D plane (9 cm2) it takes

approximately 15 minutes. Note that this has to be done only once. The recorded interference

pattern is unique for the particular transducer and the mask.

It is crucial for successful imaging to have a precise A. No matter which method we

choose for building it, additive noise in the dictionary is very undesirable. The drawback of

fast-scanning is that no signal averaging can be done for reduction of measurement noise. A

point-to-point scan, when the motor is static while measurements are taken, would allow to

perform averaging on every signal.
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Rotation Motor

Figure 2.12: Rotary stage in work: 360
echoes from a single point scatterer are

recorded.

In order to take measurements y for different an-

gular positions of the mask, the mask is rotated by

means of a motorized rotary stage Zaber T-RS60A (Fig-

ure 2.12) and a rubber band. According to (2.3), if we

rotate the mask one full circle and capture data every

degree, thenM = 360. It is important to investigate the

rotational variance provided by the mask, i.e., how fast

does the echo changes or how different are two echoes

from, lets say, 90◦ and 91◦. In this thesis the terms mask

angle and mask position are used interchangeably.

In theory, to generate A1 . . .AM−1 and make the

system of equations consistent, we only require A0. Any

degree replica of it can be produced by rearranging

columns. Two beam profiles taken at 0 and 90 degrees

should completely overlap if appropriately rotated. In

practice, due to non-uniformities in the transducers, we

have reasons for actually measuring several A-matrices

(for example, A0, A90, A180 and A270).

First of all, it is impossible to manufacture an ul-

trasound transducer with absolutely uniform sensitiv-

ity. Secondly, the mask can not be fixed on the trans-

ducer, it must stay flexible. As a result, there might be

a micrometer range gap between the transducer surface and the mask. Figure 2.13 shows the

consequences of those technical issues. The beam profile taken at 0◦ (A0) and rotated by 90◦ by

means of the MATLAB function imrotate() (A90r) is not equal to the one taken at 90◦ (A90).

The residual A90r −A90 is shown at the most right plot.

Figure 2.13: Beam profiles illustrate the “transducer-mask” system asymmetry. From left to right:
A measured at 0◦, imrotate(A0,90), A measured at 90◦, absolute difference between A90r and A90.
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2.6.2 Hydrophone Measurements

Figure 2.14: Hydrophone.

In later stages, we modified our approach to defining the A-

matrix (Chapter 4) and opted for recording ultrasonic pressure

at pixel locations instead of signals received by the transducer.

The acquisition process remained the same, except that instead of

the point scatterer model, a broadband (0.5-20 MHz) hydrophone

needle (Figure 2.14) with 0.2 mm membrane was used.

2.7 Mask Design Choice

Figure 2.15: Examples of masks designed. Left: randomly located holes in PMMA material.
Center: randomly located random length deepenings in PMMA. Right: similar to the previous one,

but an additional layer of solid PMMA is added.

The choice of the mask design has a significant role. In the absence of the mask, bare

transducer’s “field of view” is defined by its central frequency, aperture size and directivity

pattern. The mask, due to its acoustical properties, might affect, for example, effective imaging

depth. From the reconstruction side, there is a strong desire to make a system matrix A

computationally stable for inversion. This means that it should have a condition number close

to one (flat SVD spectrum).

We proposed several models (Figure 2.15), gradually increasing design complexity. All

masks are made from Acrylic glass (Polymethyl methacrylate or PMMA) with the speed of

sound cPMMA = 2750 m/sec. The first design – randomly located holes (diameter 1 mm) in

PMMA. The possible parameters for this case are thickness of the material, holes distribution

and diameter. The mask provides two levels of phase shifts - the wave goes either through

plastic or water.

The second variant – instead of holes, random length deepenings were made (variable value

for the phase shifts). By introducing a multi-level aberration layer we expect to increase the

orthogonality of A’s columns.

The third design – the aberration interface coupled with a much thicker bulk piece PMMA –

was encouraged by the transducer asymmetry in rotation. Imperfections as in Figure 2.13 are less

pronounced in depth than in the near-field. Waves travel fast through the solid part unaffectedly

until they reach the aberration interface. By changing the solid part length, minimal imaging

depth is controlled.
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In order to evaluate different masks, for each of them we have recorded the pressure field in

a plane perpendicular to the acoustic propagation axis. Figure 2.16 shows one slice through the

recorded 3D spatio-temporal matrix. As the plane was taken at the same distance in all cases,

we can notice how the mask design affects the received echo signals. The higher speed of sound

in the PMMA forces echoes to come back faster than without the mask. At the same time,

signals are also attenuated more (compare the color bars’ limits), hence energy throughput and

the SNR are reduced. In addition, more phase shift levels make the echo signals longer, which

can be relevant for resolution enhancement.

Figure 2.16: Received RF for various mask designs. From the left: bare transducer, 0.5 mm mask
with holes, 2 mm mask with holes, random phase shift mask, 1 mm mask with various shaped slits.

A matrices were built from these RF signals and their κ(A) was chosen as a quantitative

measure for the mask optimality. κ(A) evaluates the imager in general, independently of the

equation’s left-hand side y. The results (Figure 2.17) show that the mask with maximum phase

shift levels provides 10 time less correlated impulse responses.

Judging from the last mask with the various-shaped slits, it seems that the on-surface pat-

tern does not play a big role. This is not entirely true. One should not forget the rotation effect,

during which the figures move with different angular speeds and provide extra information.

Figure 2.17: Mask design vs condition number. The highest condition number is 7.45× 103.

A static aberration mask is cheaper and simpler than any electronic device, but spatial
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diversity can be accomplished in other ways too. It can include electronic or mechanical ele-

ments. For instance, using two electrodes the mask can be heated from inside. If it is filled

with liquid or other temperature-dependent material, this will provide a desired randomization

effect. Furthermore, instead of a single pulse, a sequence of pulses with different f0 can be

transmitted into the medium. This provides another degree of freedom and can substitute the

need of rotation or complement it.

The only absolute requirement for the mask is the scattering pattern reproducibility. The

way it changes the spatial field should be under control, otherwise A will be different every

measurement. The ability to simulate the mask effect with high precision would be a desired

feature for research and analysis.

In the following chapters, results were produced by the mask with variable depth deepen-

ings. It looks like an obvious choice from the previous figure. Although this mask can be thought

of as the obvious choice, due to its conditioning, there are several disadvantages also. Firstly,

this mask attenuates ultrasound more than other masks, which is undesirable when the way we

perform the calibration is taken into account: electronic noise and the motor oscillations alter

weak signals. The second disadvantage of the mask is related to the ringing effect explained in

Section 3.1.



Chapter 3

Constructing the A Matrix by

Measurements

This chapter presents a reconstruction example achieved by performing a complete experi-

mental calibration procedure – all columns of the A matrix were directly measured. As building

the 3D A matrix by measurements requires a considerable amount of time, we decided to begin

with a simpler case involving a single plane. In this case, the object must also be positioned

in the same plane while acquiring y. Success in the reconstruction demonstrates the concept’s

potential, and provides initial results that can be further analyzed for future improvements.

3.1 Post-processing

After source to point impulse responses at one plane have been measured, the data needs

to be processed before the actual reconstruction can be done. The measurements lead to a 3D

(two spatial dimensions + time) array filled with RF signals (a slice of the array for fixed x-axis

is shown at Figure 3.1b). After reshaping the data, it becomes a two-dimensional A-matrix

relating a temporal signal to every spatial point.

(a) (b)

Figure 3.1: (A) Measurement result (simplified visualization): every pixel scanned has a corre-
sponding voltage signal.

(B) Data slice over one of the spatial dimensions and (secondary axis) motor movement artifact.

25
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Motor Fluctuations

Fast data acquisition comes at the price of signal oscillations introduced by the stepper

motor’s movement. Secondary (zoomed) axis at Figure 3.1b shows this undesirable effect. Its

influence can be reduced by applying a low-pass filter in the Fourier domain.

Ringing

Another practical concern worth to mention is an extension of the so-called “ringing effect”

[31]. After generation of ultrasound, waves are emitted into the medium, but also internally

into the substrate of the transducer. Internal resonance increases the duration of the emitted

pulse. As a result, transducers cannot reliably sense a reflection from a target closer than a

critical distance, i.e., where the received wave’s magnitude exceeds that of the emitted wave.

Nowadays these residual oscillations are suppressed effectively by acoustic/mechanical (backing

materials) or electrical (passive circuits) means.

Adding an aberration layer gives rise to a new ringing process. As can be seen from

Figure 3.2 (also at Figure 3.1b – horizontal lines of higher amplitudes than the echo), the mask

itself introduces a high amplitude signal that is received long after the actual excitation pulse

was sent. Notice also the trend, that if a more complicated mask design is used, the ringing

spreads further.

Figure 3.2: Received echo-signal when there is no scatterer present, for several mask designs. From
the top: 1st – no aberration mask; 2nd – simple mask with 0.5 mm thickness; 3rd – simple mask with
3 mm thickness; 4th – second type mask (with variable deepenings); 5th – third type mask (1 cm

thick solid PMMA);

High ringing can be named as “the mean signal” as it is received by the transducer inde-

pendently of the imaging object (even if there is no scattering at all). This issue has several

degrading effects for the project. At depths smaller than 1 cm, weak received signals are masked

by the ringing, so that our digitizer’s resolution is spent non-effectively: all bits are used to sam-

ple a large signal, however, only the smallest part of it contains useful information.

The greatest problem is that the presence of ringing ruins the superposition assumption

in our model. Every column of the A-matrix is a sum of a constant ringing signal and some

received echoes as shown in Figure 3.3a (these are not real signals, but abstract visualization

of the problem). Then, according to the superposition principle, if only one pixel is active in
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the image x, and it has brightness 2, a receiver would record the A-matrix column scaled by

two – blue line at Figure 3.3b. But in reality, because of the constant nature of the ringing, the

receiver will display the red signal at the same picture. Reconstruction, of course, will happen

with major errors. This explains why it cannot be left in A-matrix (linearity is ruined).

(a)

(b)

Figure 3.3: (A) Ringing provoked by the emitted pulse back-and-forth propagation “in the mask”
(left) and an echo produced by a scatterer (center) constitute one A-matrix column (right).

(B) Visualization of the ringing signal non-scalability to the number of single scatterers.

In the sense of minimizing the ringing, the mask of our choice is not optimal. As it is seen

from Figure 3.2, the mask we use shows just the highest relative ringing.

A possible solution is to subtract the mean signal in order to make an A-matrix properly

scalable. In order to do so, we prerecord yr in absence of any scatterer for all 360 degrees.

Basically, we perform measurements on an empty volume. Before the reconstruction yr is

subtracted from both the dictionary A and measurement y to work with clean echoes.

3.2 Letter Reconstruction

After initial processing is done, we proceed with the reconstruction. It is common to image

a letter in such proof-of-concept projects [32]. We 3D-printed several letters (Figure 3.4a) and

sprayed metal powder on them (Figure 3.4b) to increase acoustical reflection capability. Capital

letters have a size of approximately 4× 2 mm.

(a) (b)

Figure 3.4: (A) A set of 3D-printed letters.
(B) 3D-printed letters covered with metal powder for better acoustical reflection.

The letter “E” was placed in the scanned plane while rotating the mask. A set of M = 360

ym measurements were recorded (Figure 3.5) with a sampling rate of 25 MHz. We restricted the
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imaging region to an area of 10× 10 mm (10.000 pixels). Using a wider ROI does not provide

further insights, because a single element emitted energy does not reach farther. This behavior

is proved by the beam profiles shown previously (Figure 2.4).

Figure 3.5: 360 reflections of the letter taken for every mask rotation angle.

The A matrix, which corresponds to the above mentioned numbers has size 360·Nsamples × 10000.

To be more efficient in time and reduce computational resources, we must search for opportu-

nities to reduce the problem size. Observing Figure 3.5 it came to our attention, that the

dimensionality can be reduced in two ways.

We can truncate the echoes only to the part where strong variability and amplitude is

noticed (in this particular case – from 13 us to 16 us), reducing the total number of equations.

Another way is to not use all 360 signals, but a fraction of them. This seems reasonable, as

it is seen that y changes rather smoothly. The cross-correlation matrix of y (Figure 3.6) con-

firms the idea that every three (or more) adjacent angles are highly correlated. This provides

a valid approach to observe, how much diversity the mask provides. For reconstruction, every

nth (n = 1, 2, 3, 6, 8, 12) angle is taken until proper image quality is achieved. Note that in the

ideal case the cross-correlation matrix is the identity matrix.

Figure 3.6: y cross-correlation matrix: every pixel denotes the similarity between two echoes
measured for different mask positions.

In Figure 3.7 the reconstructed letter, depending on the number of rotations used, is shown.

The best reconstruction in terms of quality and noise is achieved at approximately 100 angles,
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which confirms the idea that only every 3rd or 4th measurement provides new information.

Experiments also show that our problem is so ill-posed, that the maximum number of

iterations has to be between 5 and 10. This appears to be the main stopping criterion for the

algorithm. Further optimization leads to overfitting (error modeling), because for noisy data

the LS residual ||Ax̂− y||2 never goes to zero.

Figure 3.7: Reconstruction comparison for a different number of rotations.

The SNR level is approximately 5-6 dB, but some parts of the letter are better visible (hor-

izontal stripes) than the others (vertical stripes). The reason for this is that we are performing

2D imaging of a 3D object. If the letter is slightly tilted, then some parts could be out of the

imaging plane. Additionally, as the letter has width, the scatterers behind the front surface of

the letter also reflect and contribute to y.

To check this hypothesis we shifted the A-matrix by several time-samples and repeated the

reconstruction (72 angles were used). Shifting all impulse-responses along the time dimension

is equivalent to reconstructing another plane. Of course, this is not true 3D imaging, as, firstly

- all planes should be reconstructed at once, and, secondly – we make an assumption that the

wave does not change at all while propagating through such a small distance.

Figure 3.8 shows that reconstructing slightly shifted planes might accentuate other parts of

the object. If that is a real 3D reconstruction, we could benefit from looking at the projection

over several planes (Figure 3.9) and obtain a better estimation of the object. Several planes can

be projected by summation, averaging or maximum energy principle.

Another peculiarity is that, unlike in theory, due to noise in the A matrix and the transducer

non-uniformity (see Figure 2.13) sometimes a new equation might lead to an SNR decrease.

In this chapter the first reconstruction attempt was presented. Several practical difficulties

in the process are solved by proper “cleaning” of the data and precalibration. It was shown that

the number of rows in A can be reduced (without reducing the image quality) by a uniform choice

of y based on the measurements’ cross-correlation matrix. When subsampling the rows of A no

relevant information is lost, because removed rows add only linearly dependent equations. This

might seem as a substantial dimensionality reduction, however in reality, the number of columns

(pixels) is a bigger problem and can only be tackled by spatial upsampling. It is important to

understand that the correlation map is dependent on the object under investigation and the
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Figure 3.8: Reconstruction in different planes (pseudo 3D).

Figure 3.9: Projection of several reconstructions performed in shifted planes.

mask type. With more complicated masks all 360 measurements might become relevant. The

adaptive non-uniform down-sampling of the rows of A might be a subject of future work.

The reconstruction experiment revealed that A integrating two spatial dimensions (as if

we know the depth at which the letter is located) is not able to fully explain measurements

taken from a 3D object. According to the Born approximation, after digitizing the region, every

point of an object acts as an independent wave source [33, p.187]. Measurements y can be

approximated by the summation of signals produced by all points. Even if the object or its part

physically was out of the imaging plane, the algorithm treats all the data equally and will try

to fit it.

By shifting the A matrix several samples back and forth, the simplest propagation model

was implemented. This way it was indirectly confirmed that imaging a 3D region, apart from

adding more unknowns, should also bring more options and better results.



Chapter 4

Constructing the A Matrix by

Prediction

As was shown in Chapter 3, a straightforward measured dictionary is able to produce a

good resulting image, if an object was located in the same scanning plane. This can be seen

as 3D imaging with prior knowledge about one dimension. However, it is hard to position an

object (which itself has three dimensions) within one sample precision not only in realistic en-

vironments, but also in the laboratory. Even if this is achieved, the reconstructed image can

benefit from taking into consideration the plane right after or before the initial one.

As a result, multiple planes should be scanned. One way to do this could be – interpolating

the volume between two A-matrices measured at different depths. However, due to the highly

“random” wave field invoked by the aberration layer, interpolation gives poor results, especially

later in the fast-time dimension, where the pressure field contains high spatial frequencies.

This implies that planes must be scanned at sub-wavelength distances (at least every

150 µm for a 5 MHz transducer). Scanning several planes to image an object which spans

at least a couple of millimeters in depth is tedious, and also critically affects experiment dura-

tion, amount of data saved and attractiveness of the “single element imaging” idea in general.

In order to avoid that, we propose a hybrid A-matrix which is constructed by measure-

ments, but just partially.

4.1 Pressure Field Prediction

4.1.1 Angular Spectrum Approach

s

Figure 4.1: ASA
for the wave propa-

gation.

The angular spectrum approach (ASA) is a mathematical technique

for radio-wave propagation. Although there are several extensions of this

method in application to ultrasound [34–36], our application is relatively

simple as the medium is assumed to be homogeneous, linear and isotropic.

First, we define a source field generated by a pulsed excitation as

P0(x, y, z0, t) – a 4D matrix with three spatial dimensions (z0 fixed) and

one temporal. ASA uses knowledge of the source plane to model pressure

distribution at an arbitrary parallel plane in three steps [37, 38]:

� decompose initial pressure distribution into the angular spectrum by

calculating its FT;

� propagate every decomposed plane wave in the spatial frequency do-

main;
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� superimpose propagated spectrum by the inverse FT.

The angular spectrum in the initial z0 plane is given by the 3D Fourier

transform of P0(x, y, z0, t):

P̂0(kx, ky, z0, f) =

∫∫∫
P0(x, y, z0, t)e

−j(kxx+kyy+2πft)dtdxdy, (4.1)

where kx and ky are the wave numbers along the corresponding axes. Expression (4.1) can also

be called spatial frequency spectrum, because kx = 2πfx and ky = 2πfy, where fx and fy are

the spatial frequencies.

Similarly, the Fourier decomposition of the pressure field in the target plane zn is given by:

P̂n(kx, ky, zn, f) =

∫∫∫
Pn(x, y, zn, t)e

−j(kxx+kyy+2πft)dtdxdy. (4.2)

The next step is propagation of the angular spectrum P̂0(kx, ky, z0, f) from initial plane z0
to the destination plane zn. This requires solving the wave equation given in (1.1):

∇2p− 1

c2
∂2p

∂t2
= 0

.

After substituting p by a spatio-temporal function p(x, y, z0, t) , P (x, y, z0)T (t) where the

temporal and spatial behavior have been decoupled, the homogeneous wave equation is reduced

to the Helmholtz equation [39] of the monochromatic plane wave (applying the temporal FT in

(4.1) (t↔ f) all frequency components are separated and forward propagation can be performed

for each one).

The final solution yields that the Fourier spectrum P̂0(kx, ky, z0, f) evolves along the z-axis

as

P̂n(kx, ky, zn, f) = P̂0(kx, ky, z0, f)e±jkz(zn−z0), (4.3)

where kz =
√
k2 − k2x − k2y with k = 2πf

c the frequency dependent wave number and the ±
sign in the exponential spectral propagating factor denotes forward or backward propagation

accordingly. The solution basically states that propagation between zn and z0 is calculated by

applying phase shifts to every component of the angular spectrum. These shifts are variable

because waves have traveled different distances based on their initial angles.

The final step is to return back to the temporal domain and superimpose all harmonics

into one complex wave again. Inverse 3D FT is applied to the propagated plane waves:

Pn(x, y, zn, t) =

∫∫∫
P̂n(kx, ky, zn, f)ej(kxx+kyy±kz(zn−z0))dfdkxdky (4.4)

Comparing this approach with the one used by N.Etaix (Section 1.2.3) it can be showed

that the Rayleigh-Sommerfield integral and ASA yield identical predictions of propagated fields

[40]. The difference is that the spatial propagator
e−jk|r−rs|

2π |r − rs|
used in (1.7) is applied to every

point, whereas ASA with the spectral propagator allows much faster computations.

Many evaluations of ASA have been done [41–43], in general showing small prediction

errors. We also conduct a feasibility check before applying the ASA in our project (Section 4.1.3).
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4.1.2 Hydrophone Signal Conversion to Pulse-echo

ASA works with pressure fields measured at a plane in space, which implies collecting data

with a hydrophone. Also, the output of the ASA is a forward propagated pressure. At the

same time we need to fill the A-matrix with pulse-echoes to match measurements y done by

the transducer. In order to account for imaging settings we refer to the reciprocity theorem [44].

It tells us that if hs,r(t) is the propagation impulse response from the source s, recorded at the

receiver point r, then hs,r(t) = hr,s(t) – source and receiver are interchangeable. Indeed, the

hydrophone-recorded signal hs,r contains all propagation effects exactly at half-way of pulse-echo

distance. If we send the impulse response again in the opposite direction, the transducer will

receive the convolution of the excitation signal with the channel transfer function – hs,r ∗ hr,s.
Assuming reciprocity, this received signal is the auto-convolution hs,r ∗ hs,r of the impulse

response. We corroborate this hypothesis in practice in the following sections.

4.1.3 Feasibility Check

Before switching to a new approach, we check the validity of the ASA. To do so, the pressure

field at four different planes, was measured. The first one was located close to the source and

acted as ASA input (source plane). The other three were located at 1, 5 and 10 mm from

the source plane (Figure 4.2) and were used as reference. In addition, pulse-echo signals were

measured at the same locations. Our goal was to estimate the back-propagated RF signals when

only the pressure at the source plane is known, and compare the result with the references. We

also wanted to evaluate if the prediction is more accurate when planes closer to he source plane

are considered.

Figure 4.2: Ultrasound source and four par-
allel planes.

Our modeling method is separated into two

steps, namely, forward propagation using ASA and

back-propagation made by the auto-convolution.

We will consider each step separately to see which

one is more prone to errors and offers better sta-

bility.

Figure 4.3 shows a comparison between exper-

imentally measured and simulated forward fields

at 1 mm from the source plane. Figure 4.3a

compares samples in the beginning of the signal

(top row) with samples in the tail (bottom row),

where higher frequencies are present. Figure 4.3b

compares individual signals from pixels located at

[0; 0] mm and [3; 3] mm.

Figure 4.4 examines pulse-echo similarity be-

tween experimental and simulated fields. The latter results from the auto-convolution of what

is shown in Figure 4.3. The former is measured by placing a point scatterer at the same loca-

tions, where previously the hydrophone was. Notice that echoes extend further in time than

hydrophone signals.

With these results we observe that the ASA theory holds in practice – the simulated for-

ward field in high degree replicates the experimental data. Going a step further, observing the

back-propagated signals, the misfit is larger, especially in the tail of the echo. Of course, if

a small error is present in the forward field model, the convolution process will produce more

noticeable artifacts in the data. Furthermore, we should not forget that the reference data in

this feasibility study does contain noise too. Similar observations are made with respect to the

estimations at farther distances (5 and 10 mm from the source plane). Corresponding figures



34

are given in the Appendix.

(a) (b)

Figure 4.3: (A) Forward field @1mm from the source plane: measured (left) and ASA predicted
(right). (B) Signal examples from two pixels: measured(blue) and ASA predicted (red).

(a) (b)

Figure 4.4: (A) Pulse-echo reflected @1mm from the source plane: measured (left) and ASA
predicted (right). (B) Signal examples from two pixels: measured(blue) and ASA predicted (red).

Figure 4.5 presents error maps – the root mean square (RMS) error for every pixel in the

entire planes at distances 1 mm (4.5a) and 5 mm (4.5b). The RMS is calculated using the

experimental data EXP as a reference:

eRMS =

√∑
(ASA− EXP )2∑

EXP 2
(4.5)
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Predicted and measured (reference) time signals are compared sample-by-sample, errors are

squared and summed. The resulting value is scaled by the reference signal energy. In general,

the proposed simulation algorithm produces a small error of 3%, which is not highly dependent

on the pixel location and, what is more important, the quality of the estimation does not de-

grade with distance – errors for the estimated pressure fields at 1 and 5 mm are within the same

range. The error maps corresponding to the 10 mm distanced plane exhibit similar behavior.

Another valuable observation – the ASA is able to estimate wave fields even if they origi-

nated from distinct locations. Remember that the pressure wave is generated at the transducer

surface (first origin), but later it encounters the mask and is severely diffracted (the second

origin). Even though this fact does not allow to back-propagate the source plane and recover

the initial transducer excitation, the ASA significantly reduces the calibration procedure timing.

(a) (b)

Figure 4.5: (A) Relative RMS error between the proposed prediction method and measurement:
only forward field (left) and pulse-echo field (right) @1mm distance from the source plane.

(B) Relative RMS error between the proposed prediction method and measurement: only forward
field (left) and pulse-echo field (right) @5mm distance from the source plane.

4.2 Mask Effect

4.2.1 Axial Beam Profile

As shown before, the mask usage leads to significant changes in energy distribution in the

plane parallel to the transducer surface. Figures 2.2 and 2.4 show the energy projection over

all time samples, as for the reconstruction – every sample is treated as a separate equation.

Therefore, it is worth to compare the beamprofile at sample level (Figures 4.6 and 4.7).

From these images we can conclude that the “bare” transducer’s pixels in the ROI are

highly spatially coherent. So, if the center pixel has a well defined peak or dip, then all other

pixels are in the same phase too. The mask effectively distorts this symmetry, making this

effect more apparent with time. As the slice is selected farther in time, higher frequencies

appear in the beam profile. Additionally, the echo stretches slightly in time due to the fact

that the emitted spherical wave is delayed non-uniformly when passing through the PMMA

layer (cPMMA ≈ 2 · cwater).
An obvious, but important notion, is that the echo variability in rotation depends on the

pixel location. Pixels closer to the center have slower angular speed as shown in Figure 4.8.

Ultimately, the center point (axis of rotation) does not change regardless of the mask position.
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Figure 4.6: Top: energy beamprofile of the transducer without the mask for three samples
(normalized). Samples at which slicing was made are shown with red markers. Bottom: signal

corresponding to the center point of the ROI

Figure 4.7: Top: beamprofile of the transducer with the mask for three samples (normalized).
Samples at which slicing was made are shown with red markers. Bottom: hydrophone signal corre-

sponding to the center point of the ROI

4.2.2 Lateral Beam Profile

The mask should be made from a material with acoustic properties that differ substantially

from the ones of the medium. This will ensure larger phase shifts and more interference in the

field. Previously, only the speed of sound was mentioned, however the attenuation coefficient

will change in most cases. This situation directly affects the penetration depth of the beam.

The beam profile along the lateral direction (Figure 4.9) confirms this consideration: due to

the PMMA layer, the beam becomes more dissipated, the directivity pattern changes and also

the beam’s amplitude fades faster in depth. According to the energy decay, it is advisable to

perform imaging at depth < 3 cm. This does not represent a problem in practice – this depth

is enough, for instance, to image a carotid artery in vivo. For comparison, other mask beam

profiles are provided in the Appendix.
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Figure 4.8: Point rotational variance dependence on pixel location.

Figure 4.9: Comparison of in-depth beam profiles with (bottom) and without (top) the mask.
Vertical axis are aligned with the transducer surface, horizontal axis is depth in mm.

4.3 3D imaging

Similarly as in Chapter 3, we image a letter using the proposed hybrid A-matrix, but this

time truly in 3D. Employing the ASA allows us to acquire a single plane scan and predict the

pressure as far in depth as needed. Assuming that the problem with the 2D imaging was that

information contained in y is not found in A unless the full volume is covered. We hope to

produce better images using a full 3D approach.

It is important to scan a large enough source plane containing most of the emitted energy.

After acquiring information from the source plane, the “E” letter was placed in the water-tank

and measurements of y obtained. This time we do not know where the letter is (the location

is different from the scanned surface). Limited memory resources do not allow us to keep in

RAM and process many planes simultaneously. In order to overcome the problem, we estimate

the approximate distance to the letter from the acquired y and cwater = 1491 m/s – 1.5 mm.

Shortened experiment description is given in Algorithm 1. Notice that the first two procedures

are done only once and afterwards the data is used for reconstruction.
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Algorithm 1 Experiment Description

Measure hydrophone pressure in the source plane slice0
Measure the ringing signal in empty space (without a scattering object)

for d=1:n:360 do
Measure pulse-echo response from an object for every mask rotation

end for
for s = 1 : Nslices do
Predict pressure plane slices
Convert forward field slices −→ pulse-echo As
for d = 1 : n : 360 do
Rearrange As columns according to a rotation degree d
Stack reformatted As into the final A

end for
end for
Subtract ringing from y and solve Ax = y

4.3.1 Reconstruction Results

As explained in Section 2.2, we reformulated the problem according to (2.14), using Tikhonov

Regularization, however the imaging problem is still solved by conjugate-gradient-based meth-

ods.

The letter width is less than a millimeter and only the surface is covered with reflective

powder, hence the backside will reflect much less. Thus, we initialize the ASA algorithm with

the initial prediction plane at 1.3 mm. The back-plane of the ROI is defined by two parameters

– number of slices to simulate and dx – distance between them. As the letter is a continuous ob-

ject, it is logical to set dz very small, down to one sample equivalent (40 ns). This would require

too many planes. For comparison, we first assign dz = 0.1 mm and Nslices = 4 (Figure 4.10),

then denser grids with dz = 0.03 mm (Figure 4.11a) and dz = 0.02 mm (Figure 4.12a) are used,

increasing the number of planes accordingly.

Figure 4.10: LSQR reconstruction with dz = 0.1 mm, 4 slices,
size(A) = 18120× 40000, κ(A) = .835e9 (10 dB range).

When the dz grid is relatively coarse (Figure 4.10), some of the letter features are not seen

at all – the algorithm tries to “explain” y only with available columns of A. When more densely

located planes are imaged, other parts of the letter appear.
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(a) (b)

Figure 4.11: (A) LSQR reconstruction with dz = 0.03 mm, 6 slices,
size(A) = 18120× 60000, κ(A) = 72e9 (10 dB range).

(B) 2D projection over all slices.

(a) (b)

Figure 4.12: (A) LSQR reconstruction with dz = 0.02 mm, 8 slices,
size(A) = 18120× 80000, κ(A)� 72e9 (10 dB range).

(B) 2D projection over all slices.

In this case, the A matrix is severely underdetermined – the number of unknowns is in-

creasing substantially with adding just one extra plane, but the number of equations is fixed

after the number of angles to be used has been fixed. Exploiting the knowledge from the 2D

imaging case, we use 120 y’s (each 150 samples long).

The condition number is extremely large, because of the ROI dimensions and it grows lin-

early with more slices. As we are imaging a very thin volume (lateral�axial dimension), many

of the columns of A look like slightly shifted versions of each other, which leads to collinearity

phenomena. In fact, it is not even necessary to estimate so closely located slices as simple

shifting in time provides perfect prediction. As a result, we only need to employ the ASA to

propagate the field to the initial depth in which we want to start imaging.

The images also show the letter projection as if we look at it in XY-plane. As more planes

are projected, reconstruction quality increases and the noise level becomes lower.

To illustrate that we do not compromise the quality of the results when using the iterative

scheme together with Tikhonov regularization, without precomputing the SVD, we also provide

the result of traditional Tikhonov reconstruction (solving the normal equations) for the case of
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dz = 0.03 mm (Figure 4.13a). Comparing with Figure 4.11a, noise is reduced slightly, a better

image can not be retrieved from the same data.

(a) (b)

Figure 4.13: (A) Tikhonov reconstruction with dz = 0.03 mm, 6 slices,
size(A) = 18120× 60000, κ(A) = 72e9 (10 dB range).

(B) 2D projection over all slices.

4.3.2 l1 Reconstruction

The problem as it is stated in (2.10) is an l2 optimization problem. While Tikhonov

regularization is relevant for numerical stabilization of the solution, we still observe many active

pixels which are not part of the object (low SNR). The solution provided by l2 methods, in

general, limits the coefficient values, but many of them still remain non-zero. Moreover, if λ is

chosen large, the solution of the l2 norm problem is minimized by assigning similar values to

more coefficients.

Instead of shrinking the coefficients, l1 regularization aims to search for a solution in which

most of the coefficients are zero, in other words it induces sparsity in the estimate. It can be said

that in our experiment the spatial variation of the speed of sound is measured and presented as

color intensity values. Hence, the sparsity assumption is valid in the spatial domain, because

the letter covers only part of the water-filled volume.

The Lagrange form of the l1 regularized problem (also called LASSO [45]) becomes

minimize
x

‖Ax− y‖22 + λ||x||1, (4.6)

where again λ is a parameter used to weight the two penalties.

The same data as previously was supplied to the LASSO solver. The practical difference

between l2 and l1-based solutions can be seen immediately (Figure 4.14). In the latter case the

object trace is much more compact or simply sparse. It is too “costly” for the minimization

problem to light up active pixels close to one another. The algorithm assigns higher brightness

values to several distinct points and makes the neighbors 0. As a result, the reconstruction fits

into one plane instead of being spread over larger depth (this potentially leads to a smaller A

matrix). Also, in the l1 case there is no trend to make coefficients equal, hence higher dynamic

range is needed to see the letter.
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Figure 4.14: Letter reconstruction with dz = 0.05 mm and l1 algorithm (30 dB range)

4.3.3 Lateral Resolution

Lateral resolution is the ability to resolve objects perpendicular to the beam axis. Another

experiment was conducted to see at what separation distance two laterally separated points can

still be resolved. For this purpose we imaged two single point scatterers that where positioned

at equal depth. One was set at a fixed position and the other one was moved along the x-

axis. Reconstructed images are given at Figure 4.15. According to that, lateral resolution is

≈ 0.6− 0.7 mm or 2λ (λ = 0.3 mm).

Figure 4.15: Defining lateral resolution based on two point scatterers reconstruction.

Lateral resolution can be improved by using the transducer with larger aperture or higher

f0. From the computational point of view, the aberration layer producing more diverse and

longer echoes is expected to enhance resolution.

Assuming a specific application (where it is known in advance that a volume contains a

few distinct scatterers), l1 algorithms are able to reach resolutions as small as the pixel size.
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4.3.4 Imaging through a Tissue-mimicking Phantom

Figure 4.16: Imaging through a tissue-
mimicking phantom.

An important question accompanying every con-

cept is its real-life usage. Previously shown results

prove that after calibration has been done in homo-

geneous media (water), imaging is successful in the

same environment. Assuming an in-vivo application

for our method, the ultrasound waves will imminently

encounter several layers with various acoustic proper-

ties (skin, tissue, etc.). The calibration procedure (in-

volving pressure field measurements) every time before

imaging, would make the approach unpractical. To

observe how the presence of additional inhomogeneity

would affect the data, the following experiment was con-

ducted.

Firstly, we recorded one plane of acoustic pressure

data the same way as it was done throughout this the-

sis. Then we positioned a 1 cm thick piece of a tissue-mimicking material (TMM) between the

imager and the hydrophone (Figure 4.16). The realistic tissue-mimicking phantom was made

according to the recipe of Teirlinck et al. [46]. The speed of sound cTMM = 1551 m/sec.

Figure 4.17 compares the acquired RF signals. Due to the attenuation made by the TMM,

we normalized the pressure to the [-1;1] range to invalidate amplitude changes. Furthermore, a

phase shift of two samples is applied in order to obtain a correct comparison. This shift appears

due to a small difference between speed of sound in water and in the TMM.

Figure 4.17: Imaging through tissue-mimicking phantom. The left pane: slice through a 3D RF
matrix. The right pane: sample-by-sample comparison of signals measured with (right) and without

(left) TMM.

The results show some discrepancies in the beam profiles, mostly due to higher spatial

spreading. These changes are not negligible, but, in overall, we think the presence of a relatively

thin skin layer should not ruin the reconstruction.



Discussion and Conclusions

Low-cost hardware is a highly desired goal in various 3D imaging applications. We have

proposed a possible solution to this problem in the ultrasound domain. It was shown that an

arbitrary scattering layer between a single element transducer and an object leads to naturally

multiplexed measurements. Inheriting some insights from the compressive sensing field and

earlier works on time reversal theory, this thesis has shown that an image can be reconstructed

only by knowing the transducer’s spatial field.

One of the major challenges is to obtain a precise pressure distribution after the wave-mask

collision. A calibration procedure, used to capture temporal traces at every spatial point, was

described in detail. Although, it needs to be done only once, we have significantly reduced the

timing by employing the angular spectrum approach for the pressure field modeling. It was

experimentally proved that our ASA implementation for pulsed broadband ultrasound waves

provides very good prediction results, independently of the mask design or prediction depth.

Another inevitable problem is an effective algorithm able to solve large-scale least squares

problems. In order to become amenable for real-time applications, orders of magnitude improve-

ments in processing time is required. Reconstruction timing is in the range of minutes even for

the simplest problems. In order to solve 3D problems with many thousands of unknowns we

employed an lsqr-type iterative procedure combined with Tikhonov regularization. SVD-based

reconstruction performed on a powerful computer showed little enhancement. Also if the signa-

tures of close pixels are almost coherent the dictionary is not suitable for sparse reconstruction.

Optimal mask design is the key to finer resolution, better system conditioning and higher

SNR. In this work, we provided a comparison of several static mask designs. The SVD decom-

position of a system matrix A and measurements’ cross-correlation matrix are proposed as the

mask evaluation parameters. For a good final image, the mask has to result in many phase

shifts and spatial diversity in the transducer’s beam profile. The mask rotation is proposed as

one way to collect more compressed data without altering the framework.

In the end, we were able to perform real 3D reconstruction of a plastic letter in water.

Given examples showed that balance has to be found between the number of imaging planes,

grid size and data samples. Approximate lateral resolution is in the range of 2λ, which is im-

pressive considering the number of sensors. The homogeneity assumption, of course, does not

hold in real life, but we have shown that a layer of tissue-like material does not seriously affect

a prerecorded A. A bigger issue with in-vivo measurements would be a time-varying media for

which the A should be adapted.

Some deviation from the extreme case we followed would help increasing quality of images

and make the approach more practically realizable. For example, making a few elements trans-

ducer would not boost the price a lot, but significantly help with the conditioning of the problem.

Another way is to add more advanced technologies to the mask – temperature/frequency de-

pendence and material combination. Might be that a proper combination of a wave-diffusing

mechanism and a small linear probe could eliminate the need for rotation.

43
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As stated in the very beginning, a big advantage of ultrasound diagnostics is its real-time

control. In our case one tiny image takes minutes to show on a screen. Although, some of the

procedures described in this thesis can be done in advance (precalibration), it would be useful

to parallelize the reconstruction.

On the whole, to be considered for real clinical usage, more work has to be done on tasks

such as:

� Acoustic wave 3D simulations in non-homogeneous, but well characterized media with

high precision and in realistic time;

� New insights in solving badly conditioned linear systems with application to ultrasound-

specific tasks;

� Methods and technologies to promote ultimate spatial diversity of a propagating wave.

Nevertheless, we believe that the work described in this thesis might be the first step to

“computational ultrasound” – affordable and easy-to-use imagers, another example of body area

sensors so popular nowadays in medicine, sports and consumer electronics.
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Mask Comparison - Lateral Beam Profiles

Figure 18: Comparison of in-depth beam profiles for different types of masks. From the top: bare
transducer, the mask with variable depth surface, the mask with various shape and size holes, regular
mask with holes and thickness 0.5 mm, regular mask with holes and thickness 2 mm. Vertical axis

are aligned with the transducer surface, horizontal axis is depth in mm.
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ASA Feasibility Study

(a) (b)

Figure 19: (A) Forward field @5mm from the source plane: measured (left) and ASA predicted
(right). (B) Signal examples from two pixels: measured(blue) and ASA predicted (red).

(a) (b)

Figure 20: (A) Pulse-echo reflected @5mm from the source plane: measured (left) and ASA
predicted (right). (B) Signal examples from two pixels: measured(blue) and ASA predicted (red).
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(a) (b)

Figure 21: (A) Forward field @10mm from the source plane: measured (left) and ASA predicted
(right). (B) Signal examples from two pixels: measured(blue) and ASA predicted (red).

(a) (b)

Figure 22: (A) Pulse-echo reflected @10mm from the source plane: measured (left) and ASA
predicted (right). (B) Signal examples from two pixels: measured(blue) and ASA predicted (red).


	Contents
	List of Figures
	Abbreviations
	Motivation and Objectives
	1 Introduction
	1.1 Medical Ultrasonics
	1.1.1 Historical Review
	1.1.2 Fundamentals of Ultrasound Imaging

	1.2 Examples of Compressive Sensing Projects
	1.2.1 Single Pixel Imaging
	1.2.2 Multiply Scattering Medium
	1.2.3 Time Reversal Focusing


	2 Single Element Imager
	2.1 Matrix Model
	2.2 Image Reconstruction Problem
	2.3 Spatial Field of the Transducer
	2.4 Aberration Mask with Rotational Freedom
	2.5 Building the A-matrix
	2.6 Experimental Setup
	2.6.1 Pulse-echo Measurements
	2.6.2 Hydrophone Measurements

	2.7 Mask Design Choice

	3 Constructing the A Matrix by Measurements
	3.1 Post-processing 
	3.2 Letter Reconstruction

	4 Constructing the A Matrix by Prediction
	4.1 Pressure Field Prediction
	4.1.1 Angular Spectrum Approach
	4.1.2 Hydrophone Signal Conversion to Pulse-echo
	4.1.3 Feasibility Check

	4.2 Mask Effect
	4.2.1 Axial Beam Profile
	4.2.2 Lateral Beam Profile

	4.3 3D imaging
	4.3.1 Reconstruction Results
	4.3.2 l1 Reconstruction
	4.3.3 Lateral Resolution
	4.3.4 Imaging through a Tissue-mimicking Phantom


	Discussion and Conclusions
	Bibliography
	Appendices

