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Abstract

Laminar-turbulent transition (LTT) is the process through which smooth laminar flow transits into
chaotic turbulent flow. Investigation of the paths taken to transit into turbulence is a front-runner
among other methods followed to characterise turbulent flows. This is of particular importance
in aerospace and energy industries for the design of wings and gas turbines. Early research used
Linear Stability Theory (LST) to analyse the stability of the flow; with the increase in computational
power, Direct Numerical Simulation (DNS) has been developed to solve the flow field entirely. Most
of the research on LTT has been centered on ideal fluids with limited focus on the effects of high
temperature. The impact of other strong non-ideal effects on LTT such as dense gas effects have not
been investigated. This work aims to study the effects of dense gas on LTT for boundary layer flows
of toluene over a flat plate.

Flows over a flat plate boundary layer are investigated in 3 stages. First, the base flow is solved for
ideal air and non-ideal toluene for 6 different Eckert numbers (Ec). Second, the base flow is provided
as an input to solve the eigenvalues of the stability equations for both fluids and each Ec using an
in-house MATLAB code. The unstable eigenmode is identified and tracked. The growth rates and
phase velocities are calculated and compared between ideal air and toluene. Third, DNS simulations
are performed using a FORTRAN code, to solve the governing equations of compressible flows for
different Ec. The simulations are performed on a pre-processed base flow solution, subjected to 2D
sinusoidal perturbations forced into the computation domain at the wall. A no-slip and adiabatic wall
boundary conditions are applied to the flat plate with a sponge region at the outlet and the top of
the computation domain. The growth rates and phase velocities of these perturbations are calculated
and validated with the predictions made by LST. Finally, a perturbation energy budget analysis is
conducted to study the nature of the unique results obtained.

The LST results show that as Ec number increases, all flows over a flat plate become more stable. For
toluene flows, the stabilising effect of increasing Ec is more pronounced and all flows with Ec > 0.15
are stable and have no modal instabilities. The results from the DNS simulations validate these
predictions from LST and match perfectly in growing conditions, but deviate from one another in
stable conditions. The deviation in results are hypothesised to be the contribution of multiple decaying
modes to stable behaviour of the flow. Furthermore, perturbation energy budget analysis showed that
for Ec = 0.05 and 0.10, the spatial growth of perturbations are positive due to a positive production
term and negative for Ec = 0.15, with a negative production term. The negative production term is
attributed to the negative integral of the perturbation profile.
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viii



LIST OF FIGURES

A.1 (a) Density profile; (b) Dynamic viscosity profile; (c) Specific heat capacity profile;
(d) Thermal conductivity profile. Representation of the 1D look-up table by plotting
various properties as a function of temperature. The reference state of the problem in
indicated using a (?) in the each plot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

A.2 (a) Contours of temperature; (b) Contours of pressure, (c) Contours of dynamic
viscosity; (d) Contours of thermal conductivity. Visualisation of the 2D look-up table
as a function of ρe and e. The reference state of the problem is indicated using a (?)
and the isobar p= 1.8 bar is indicated with a white curve. . . . . . . . . . . . . . . . . . . 55

C.1 (a) Growth rate for Ec = 0.45; (b) phase velocity for Ec = 0.45. Comparison between
the results obtained from DNS and the results predicted by LST. . . . . . . . . . . . . . . 59

C.2 (a) Eigenfunctions at x = 7; (b) Eigenfunctions at x = 25. Comparison between
eigenfunctions from DNS and corresponding plots of magnitude of perturbations in
streamwise ◦, wall normal velocity 5 and density + as predicted by LST for Ec = 0.45. 60

ix



LIST OF FIGURES

x



List of Tables

3.1 The real gas related terms in stability equation. . . . . . . . . . . . . . . . . . . . . . . . . 20

4.1 Reference values of properties in ideal air and toluene flows. . . . . . . . . . . . . . . . . 29

4.2 Mach numbers for ideal air and toluene flows at different Eckert numbers. . . . . . . . . 30

4.3 Values of individual terms in the perturbation energy budget. . . . . . . . . . . . . . . . . 46

xi



LIST OF TABLES

xii



Nomenclature

Acronyms

Ec Eckert number

Ma Mach number

Pr Prandtl number

Re Reynolds number

2D Two-dimensional

3D Three-dimensional

BZT Bethe-Zel’dovich-Thompson

DNS Direct numerical simulations

LST Linear stability theory

LTT Laminar-turbulent transitions

NS Navier-Stokes

ODE Ordinary differential equation

ORC Organic rankine cycles

OS Orr-Sommerfeld

RK Runge-Kutta

SQ Squire

TS Tollmein-Schlichting

Subscripts and Superscripts
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Chapter 1

Introduction

Turbulence is considered to be one of the last remaining unsolved puzzles in classical physics
and mathematics. This is due to the complex patterns and behaviour of turbulent flows and the
absence of a strong solution to the Navier-Stokes (N-S) equations[4]. Strong solutions exist for
simple and common geometries, but with increasing complexity (both the flow and the geometry)
the turbulent flows become more chaotic and progressively unsolvable. The Navier-Stokes (N-S)
equations, which completely describe any flow, are complex non-linear differential equations and are
inherently difficult to study or solve completely. The solutions to these non-linear equations involve
high-order mathematics and are solved numerically using complicated codes at high computational
cost. The results are geometry specific and are not easily transferable to different scenarios of the
same flow.

Researchers use various methods to characterise a turbulent flow such as large eddy simulations
and averaged N-S equations, which utilises turbulence models. These techniques characterise the
features of turbulent flows without explaining how they originate. To understand the genesis of
turbulence, researchers study the routes to turbulence and in-turn understand the ways through
which flows transition from smooth (laminar) behaviour into complex chaotic (turbulent) behaviour
or laminar-turbulent transition (LTT)[42]. The mechanisms that trigger transition depend on the flow
characteristics including the geometry and various flow parameters. Hence, complete knowledge over
the behaviour of a fluid for any particular case does not guarantee complete knowledge of the behaviour
of the fluid in all cases.

Almost all flows transition to turbulence upon mass acceleration of the flow or more accurately, by
increasing the non-dimensional parameter called the Reynolds number (Re)[33]. Figure 1.1 shows an
image of a horizontal jet of smoke [1]. The flow of smoke is initially smooth and well defined, the flow
here is laminar and the region is referred as the laminar region. Far away the smoke is distributed
and dispersed in the form of swirls and eddies (vortices), the flow here is chaotic and random with no
well defined structures. This region is referred as the turbulent region. In between the two regions
exists a small region where instabilities form, grow and propagate called the transition region. This
region is highlighted in red in figure 1.1. In the transition region, the instabilities are first generated
through mechanisms like Rayleigh-Taylor instabilities [44]. The instabilities grow in space and time to
form larger instabilities triggering secondary and tertiary instabilities, increasing both in strength and
in number. The instabilities also propagate downstream in this region before breaking into turbulence.
This entire process is explained in more detail in section 2.1.
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1.1. LITERATURE REVIEW

Laminar Transition Turbulent

Figure 1.1: Photograph of a horizontal jet of smoke showing the laminar-turbulent transition highlighting the different
regions. Red highlights the transition region [1].

An impetus for research on transition stems from the need to delay LTT along the span of an airplane
wing [16]. Turbulent flows are the primary cause for drag losses during flight and a delay in
transition would save a large amount of fuel consumed per flight. With the advancement of science
and technology, there is a growing need to understand the effect of real gases on the transition to
turbulence for a variety of fluids. Primarily, such focus has been towards high temperature effects
in hypersonic boundary layers which is of importance in the aerospace industry. In literature, the
high temperature effects have been used synonymously as real gas effects, whereas non-ideal effects
encompass the broader range of effects due to compressibility and dense gases among many. These
non-ideal effects are explained in detail in chapter 2. The effect of such non-ideal behaviour on LTT
can provide crucial input in design of modern gas turbines that use newer fluids such as CO2 and
toluene in supercritical CO2 cycles and in organic rankine cycles (ORC’s) respectively.

1.1 Literature review

The first hypothesis about transition was made by Reynolds who proposed that instabilities are the
reason for the transition to turbulence [39]. The hypothesis aimed to explain the observations he
made in his famous dye-experiment. This hypothesis was furthered by Rayleigh [35] to establish the
initial theory regarding transition to turbulence. Rayleigh assumed an exponential wave-like form
for the perturbations and applied them to a linearised inviscid N-S equations to form the Rayleigh
equation. The solutions proposed by Rayleigh were the first modal approach to solve the instabilities
occurring in a fluid flow.

Prandtl, [34] in his lecture at the Third International Mathematics Congress, showed an influence of
viscosity near the walls of any boundary, thus hypothesising the boundary layer concept. His students
Tollmein [50] and Schlichting [41], furthered the research and theorised that the viscosity near the
walls at sufficient Reynolds number induced an alternating grabbing and release of different parallel
streams in the flow. This alternating effect translated into simple harmonic oscillations within the
boundary layer. These oscillations are referred in literature as Tollmein-Schlichting (TS) waves. The
waves grow in amplitude downstream and eventually break, to form vortices and eddies typical of a
turbulent flow.

Initial wind tunnel experiments could not predict the presence of TS waves. Schubauer and Skramstad
[43] noticed that the noise generated in the walls of the wind tunnel could influence the results and
is probably the reason why the TS waves could not be detected by previous researchers. They created

2



CHAPTER 1. INTRODUCTION

a new wind tunnel that limited the noise from the walls. They implemented a vertical array of hot
wire anemometers in the boundary layer of the air flow, that substantiated and subsequently captured
the simple harmonic variations in velocity that correspond to the theory predicted by Tollmein and
Schlichting.

The solutions considered by Rayleigh were for an inviscid fluid. To solve for the viscous flows, a
method similar to that used by Rayleigh was used by Orr [32] and Sommerfeld [45]. They solved the
divergence of the linearised viscous N-S equations using wave-like perturbations similar to that used
by Rayleigh. The final equations derived are referred to as the Orr-Sommerfeld equations. This can
also be derived by applying a Fourier transform in the x-direction on the linear viscous N-S flow. The
solution for the normal velocity will then generate the classical Orr-Sommerfeld equation. Similar to
the linearised viscous and invsicid N-S equations, the vorticity equation can be solved applying the
procedure assuming a wave-like normal vorticity perturbation. The solutions to the normal vorticity is
then given by the Squire equation [46]. The solutions of the two equations can be broadly classifed into
two types of modes viz. Orr-Sommerfeld modes (OS modes) and Squire modes (SQ modes) solved
for different conditions applied to the equations. Depending on whether the domain is bounded or
unbounded, the OS modes can have continuous spectrum of modes with finite discrete modes as
observed for flows over a flat plate.

Applying Squire transforms to the two equations, it was reported that for every 3D OS mode, there
exists a 2D OS mode at a lower Reynolds number. This is referred to as the Squire’s theorem.
This means that for any parallel shear flow, the two-dimensional modes of perturbation become
unstable before the three-dimensional modes and have a lower critical Reynolds number than a
three-dimensional mode of perturbation. This result is the same for both spatial and temporal
problems and is independent of the type of problem being solved. However, Squire’s theorem is valid
only for incompressible and ideal systems. Supersonic flows at high Mach numbers can have oblique
modes of instability where the 2D wave has left the unstable region but some of the transverse waves
grow.

Furthermore, in the Orr-Sommerfeld equation, the streamwise wavenumber (α) is part of the
non-linear term. This makes the spatial problem non-linear and complicated to solve. Gaster
transformation is an useful way to convert the spatial problem into a temporal one that is easier
to solve [9]. The Gaster transformation is applicable only for 2D waves and can approximate the
relation between temporal and spatial growth rates with good accuracy. This makes it possible to
estimate the spatial growth rates from the temporal ones with minimized efforts.

Initially, the theory, solutions and later experiments were performed restricted to simple 2D flows with
2D disturbance fields. 2D flows were further solved assuming the flow within the boundary layer to
be parallel. This further reduces the complexity of the problems and thereby the ease in finding the
solution. In reality, the growing boundary layer is not parallel but only quasi-parallel.

Ling and Reynolds [23] developed a theory for non-parallel effects in incompressible flows with
constant viscosity. The study concluded that for self-similar flows, the neutral curve remained
unaltered by the non-parallel correction. They also noted that the non-parallel effects were marginal
at high Reynolds number. The self-similar solutions are explained in section 2.5.1.

Gaster [10] further studied the stability of small travelling-wave disturbances. He used an iterative
method using an asymptotic series solution of the inverse of the Reynolds number raised to power
of one half. He observed that at large Reynolds numbers the first two terms of the asymptotic series
matched well with experimental data. He concluded that the parallel flow assumptions are valid
solution based on the neutral stability boundaries at large Reynolds number.

Such approximations are shown to be valid depending on the geometry and conditions of the flow.
Using the numerical solutions provided by Mack [24][25], it was shown that the parallel flow
assumption can give adequate results even with higher approximations. Thus, for both Blasius and
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Falkner-Skan flows with high Reynolds number the flows can be assumed to be parallel without any loss
in flow behaviour.

With the growth of research in the field, three dimensional disturbances were also investigated. Dunn
& Lin [7] compared the 2D compressible boundary layer subjected to 3D disturbances. They observed
that for flows with only viscous-conductive effects the 3D disturbance equations can be transformed
into reduced 2D disturbances. The reduced 2D disturbance equation can be solved using the same
procedures as other 2D disturbance systems but the reduced 2D disturbance equations do not have a
family of solutions.

Gregory et al. [12] and Moore [29] both studied the stability of 3D boundary layers to 3D disturbances
for incompressible flows. Their results can be summarised as, " For a disturbance assumed to be
moving in a certain direction, the eigenvalue problem may be treated as a two-dimensional one,
governed by the boundary-layer velocity profile measured in that direction." Using the analysis
provided by Reshotko [37], we can conclude that this is true even for compressible flow.

Reshotko [38] also noted in his annual review, that for a thorough understanding of boundary-layer
transition process it is essential to take the three-dimensional effects into consideration, especially
the upstream initial conditions. Mack [25] compared first-mode disturbances and reported a 10%
difference in growth rate between 2D and 3D boundary layers.

In the 1960’s an important development was made regarding the supersonic flows in boundary
layers. Lees and Reshotko [20] undertook a study of stability of compressible laminar boundary
layer taking into the consideration the effects of temperature on viscosity and thermal conductivity.
They questioned the uniqueness of the subsonic solution and Mack [25] soon showed using extensive
calculations that it is possible for higher modes to exist. Mack referred to these as first mode and
second mode of disturbance. Lees and Gold [19] confirmed the conditions for the existence of these
additional modes and these higher modes have been experimentally observed in many hypersonic
flows.

Real gas effects

Real gas effects in literature deal with flows at high temperature, typically observed in hypersonic
flows. Hypersonic flows are characterised by Mach numbers larger than 5, found in problems of
atmospheric reentry and other hypersonic flights. At such large Mach numbers, the viscous heating
is significant and results in high temperature within the boundary layer. The high temperature can
result in the dissociation of air into individual species. The composition of these species change the
physics of the flow and need to be accounted during simulation.

Initial experimental studies in hypersonic boundary layers achieved high Mach numbers by decreasing
the speed of sound rather than increasing the velocity of the fluid flow. Kendall [17], in his work on
zero pressure gradient hypersonic boundary layers, experimentally studied the origins of the natural
disturbances occurring in the boundary layers for several Mach numbers between 1.6 to 8.5. It
was observed that flow fluctuations originate ahead of the expected region. At higher supersonic
velocities these fluctuations were found to be cross-correlated with the sound field. The growth
rates observed were in close agreement to the theory predicted by Mack. Demetriades [5] conducted
similar experiments but on a sharp cone. It was reported that for flows with Mach number 8 and
Reynolds number within the range of 106 ≤ Rex ≤ 6 · 106 the laminar wave structure broke down.
The most intense fluctuations were observed near the boundary layer edge and was found to have
higher harmonics suggesting the instabilities to correspond with Mack’s second mode.

The above experiments characterise the conditions of flow perfectly. However, by achieving hypersonic
flows through decreasing the speed of sound dictates that the kinetic energy of the obtained flows are
not comparable in order-of-magnitude with the dissociation energy of the gas. Flows that have large
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kinetic energy with high enthalpy and high Mach numbers are also referred to as hypervelocity flows.
Studies of hypervelocities were initially conducted solely using numerical methods.

Malik and Anderson [26] performed a linear stability analysis of high temperature boundary layers
with an assumption of chemical equilibrium using a real gas model. The effects of chemical reactions
were introduced only in the mean flow and the variation of the gas properties. Results for Mach 10
and 15 showed that the effects of the real gases were to stabilise the first mode of instability, while it
made (Mack’s) second mode more unstable. They further reported that the second mode instability
shifts to lower frequencies. Stuckert and Reed [47] further showed that, for flows around a sharp cone
under both chemical equilibrium and chemical non-equilibrium, the second mode of instability is more
unstable for high temperature boundary layers corresponding to Mach number 25. The research also
concluded that the second mode became unstable at lower frequencies. Similar results were obtained
by other researchers for more complicated models and various boundary condition [15].

With the improvement in measurement techniques and equipment, it was possible to achieve
hypersonic flows by increasing the flow velocity leading to a new wave of experimentation and results.
Germain and Hornung [11] conducted experiments exploring the transition on a slender cone with
hypervelocity flow at zero incidence angle. They used a free-piston shock tunnel T5 with surface
heat flux measurement and resonantly enhanced optical visualisation seeded with sodium particles
to determine the transition point and identify the boundary layer. They reported that the observed
transition mechanism resembled the Tollmein-Schlichting instability. It was also observed that the
second mode of instability as predicted by Mack does exist.

Hornung [14] conducted an extensive set of experiments at the T5 high enthalpy shock tunnel and
concluded that for hypervelocity flows over a slender cone, both, the relaxation processes of the
excitation and dissociation of air can have significant stabilizing effects. The location of transition
was evaluated by finding the position at which there was a distinct rise in the heat flux. Further,
Hornung observed a significant increase in transition Reynolds number for an increase in the total
enthalpy, concluding that transition is significantly influenced by high enthalpy real gas effects
and establishing that the acoustic instability mode to be the main reason for transition.

The above mentioned research on hypersonic boundary layer is a precursor to the numerical techniques
employed in the direct numerical simulations conducted in this report.

From the literature review of instability in flows, it is observed that the existing research has focused
primarily on ideal fluids and secondarily, on high temperature effects. There is limited research
on the impact of other non-ideal effects, such as the dense gas effects, on laminar-turbulent
transition. These non-ideal effects can change the stability of flows and lead to new behaviour of
flows that have not been characterised yet.

1.2 Research motivation

LTT is of particular importance in the energy industry. Identifying the nature of these transition
within the turbine of many processes can help achieve a better design and finally lead to an increase
in efficiency. However, most of the existing knowledge of LTT is limited to behaviour of ideal or simple
fluids. With the advent of new technology, more complex fluid substances are employed. One such
important fluid is toluene (C7H8), which can be in organic rnakine cycles (ORC’s).

An ORC is any ordinary rankine cycle that operates with an organic working fluid like toluene. A
Rankine cycle is a closed-loop system where the working fluid goes through a sequence of usually 4
steps viz. isentropic compression, heat addition at constant pressure, isentropic expansion and heat
removal at constant pressure. The use of an organic working fluid shifts the two-phase region to lower
temperatures. The reduced temperatures of the two-phase region enables the system to work with
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low or medium grade source of energy. This makes ORC a primary candidate for many applications
like waste heat recovery systems, geothermal plants and solar thermal power plants.

The literature gap identified in the previous section pushes for a need to understand the stability of
flows of complex fluids. This is the the primary motivator for the research conducted in the thesis.
The research aims for a better understanding how dense fluids like toluene behave during accelerating
flows, especially in the stator of the turbine of an organic rankine cycle. As the research in this area is
still primitive and in its nascent stage, the work has been conducted for a simple flat plate boundary
layer with no pressure gradient.

1.3 Research objective

The research aims to investigate the laminar-turbulent transitions over a flat plate boundary layer for
a non-ideal fluid (toluene). This is achieved by initially evaluating the base flow using the self-similar
solution. Using the base flow, modal analysis is conducted by evaluating the stability equations and
solving for the eigenmodes. Further, the governing equations are solved directly using direct numerical
simulations. Finally, The linear stability analysis and the DNS results are validated with each other.

1.4 Thesis outline

Chapter 2 - THEORETICAL FRAMEWORK, introduces the necessary concepts required to understand
the basic behaviour of both the fluid and the flow before describing the methods used to investigate
the problem.

Chapter 3 - FLOW CONDITIONS AND NUMERICAL CONCEPTS, introduces the operating conditions
of the cases simulated along with a brief explanation of the numerical techniques employed in the
course of the study to achieve the proposed goals.

Chapter 4 - RESULTS AND DISCUSSIONS, presents the findings from the research conducted for
various cases analysed and explains in detail the observations made from the work.

Chapter 5 - CONCLUSIONS, summarises the main outcomes from the research and discusses its
significance. It further provides recommendations for future work.
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Chapter 2

Theoretical framework

The chapter aims to explain the different concepts and theories required to understand and solve the
transition problem for non-ideal flows in a flat plate boundary layer.

2.1 Laminar-turbulent transition

The first chapter gives an understanding of the research interests in LTT. It explains the progress of
research in the area as well as the reasons and motivations behind the research. The chapter however,
restricted itself to explaining the methods and research behind transition, but does not explain the
entire process through which these transitions trigger turbulence, which is explained here.

The transition process often follows multiple paths and can be complicated. These paths have been
outlined by Morkovin [30] and are shown in figure 2.1. These paths can be roughly outlined as
transition caused by exponential or wave-like disturbances as analysed using linear stability theory
(path a and b) or transition through bypass (path d and e). Path a refers to the growth of instabilities
due to excitation of the natural modes of the flow, similar to the exponential growth modes observed in
Tollmien-Schlichting (TS) mechanism. Path e or the bypass transition refers to the observation made
by Morkovin that an alternate amplifying mechanism can make the flow transition into turbulence
without encountering the TS mechanism.

The different stages that occur during laminar-turbulent transition are:

� Receptivity: Refers to the mechanisms through which forced disturbances enter the
boundary layer. This was first introduced by Morkovin [30]. Receptivity analysis says
that if the initial disturbances are sufficiently large, the forcing mechanisms within the
flow can force the growth mechanism directly into non-linear levels and subsequently
into turbulent flow. Alternately, through receptivity analysis, it is shown that if the initial
disturbances are small, free disturbances within the boundary layer are triggered. These
free disturbances are the normal modes of the boundary layer and are referred to as TS
waves for inviscid flows.

� Linear growth: Refers to a stage where the small perturbations within the flow start to
grow in amplitude until its effects become non-linear and can no longer be adequately
described in a linear manner.

The growth of a disturbance can be modal, as in the exponential growth of an eigenmode
or can be the non-modal by forcing disturbances on the fluid.
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Figure 2.1: Different paths of laminar to turbulent transition [8]

� Non-linear saturation: In this stage, the perturbations within the flow have all reached
a particular amplitude such that the disturbances have saturated and the flow reaches
a new steady state of a more complicated flow. The new complex flow acts as the new
base flow upon which the secondary instabilities can grow.

� Secondary instability: Refers to the new instabilities created within the more complex
flows that grow and propagate throughout the flow field. The instabilities in this region
exhibit rapid growth and are more complex than the linear growth instabilities.

� Breakdown: This is the last stage of transition into turbulence, where the flow truly
becomes chaotic, a fundamental characteristic of turbulent flows. Within this region
the non-linear instabilities rapidly increase in number and excite even more frequencies
within the flow.

2.2 Flat plate boundary layer

Prandtl [34], first hypothesised that fluids adhere to the wall of solids. This small region near the wall
where the effects of viscosity are visible is referred to as the boundary layer. Figure 2.2, shows the
boundary layer over flat plate which is the most common type of boundary layer.

Assume a fluid of uniform flow field (u∞), entering the region above a flat plate as shown in figure 2.2.
Close to the flat plate the fluid particles adhere to the particles of the wall, resulting in no relative
motion between the two. This concept is referred as the no-slip condition. The cohesive forces
(viscosity) between the fluid particles ensures that the layers above the plate are prevented from
moving freely. This dragging of subsequent layers of the fluid flow lead to the formation of a velocity
profile (u) close to the flat plate. The influence of the wall stops when the velocity profile reaches the
value of the free stream (u∞). As the fluid flows downstream, the fluid layer adhering to the wall
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Figure 2.2: Boundary layer for a flow over a flat plate showing the regions of importantance.

boundary has more time to influence the layers above it, leading to an increase in the thickness of the
boundary layer (δ). In practice the thickness of the boundary layer is defined to be the distance from
the wall where the velocity of the fluid reaches 99 % of the freestream value.

The concept of boundary layer explained with respect to the velocity is called the velocity boundary
layer, and is more commonly used in literature. The same theory can be applied to temperature as
well giving the thermal boundary layer.

The boundary layer is very smooth close to the leading edge. The velocity profiles are rounded
in shape and the streamlines within the boundary layer are quasi-parallel. Such a boundary layer
is called a laminar boundary layer and such boundary layer structures are highly sought after in
most designs of aerofoils as they have the least drag. At larger distances from the leading edge, the
structures of the laminar boundary layer develops instabilities that propagate and grow in space and
time. The boundary layer in this region is not well defined and the streamlines are no longer smooth.
This correspond to the transition region. At even larger distances, the instabilities generated in the
transition region breaks down to form a new boundary layer with flatter velocity profiles and vortices.
This is referred to as the turbulent boundary layer.

2.3 Real gas effects

Toluene (C7H8) is a substance that shows a strong non-ideal behaviour as a superheated vapour close
to the vapour saturation line [48]. These behaviours can be broadly characterised by two important
properties of the fluid viz. compressibility factor (Z) and fundamental derivative of gas dynamics (Γ ).

The compressibility factor is defined as the ratio of molar volume of a gas to the molar volume of an
ideal gas at the same temperature and pressure. It is an indicator of the accuracy of assumptions of
ideal gas. A value of Z = 1 represents an ideal gas. Any value apart from unity suggests a significant
contribution of the size of each molecule of the gas and/or the degree of interaction between these
particles.

The fundamental derivative of gas dynamics classifies the behaviour of toluene based on its complexity
owing to its dense molecular composition. Compressible flows within the dense gas regime follow a
different relation between the speed of sound and the change in density. Γ is defined as:

Γ ≡ 1+
ρ

c

�

∂ c
∂ ρ

�

s
= 1+

ρ

2c2

�

∂ 2P
∂ ρ2

�

s
=
ν3

2c2

�

∂ 2P
∂ ν2

�

s
, (2.1)

where ν= 1/ρ is the specific volume and the speed of sound is defined as c2 = (∂ P/∂ ρ)s.

Based on the value of Γ , the behaviour of any fluid can be categorised into 3 different regions.

� Γ > 1: This region is the most common category found among gases. Such behaviour
is typical for all ideal and simple molecule gases encountered in day to day life such as
water vapour, CO2 etc. For an ideal gas Γ is given by the relation Γ = (γ+1)/2, where γ
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is the ratio of specific heats (Cp/Cv). For all ideal gases the value of γ is always greater
than unity and hence the value of Γ is always greater than 1.

A value of Γ greater than unity means that the value of (∂ c/∂ ρ)s is always positive.
This means that the speed of sound in the gas increases upon compression. Also, a
value of Γ > 0 signifies that the value of (∂ 2P/∂ ν2)s is also positive, which is the usual
form of the inequality assumed to study shock wave properties.

� 0 < Γ < 1: A value of Γ < 1 corresponds to negative value of the partial derivative
(∂ c/∂ ρ)s. The negative value is a consequence of the dense gas properties of toluene
and other similar gases. The negative value of the partial derivative signifies that for
the dense gas an increase in density at isentropic conditions is accompanied by a
reduction in the speed of sound.

This leads to a non-monotonic change in the speed of sound for the fluid resulting to
non-monotonic change in the Mach numbers. Such fluid behaviour does not necessarily
lead to adverse effects on the shock wave but could influence the features of the shock
wave. As in the previous category, the value of Γ is greater than 0. Thus the partial
derivative (∂ 2P/∂ ν2)s >0. Hence the gas shows a normal variation in properties across
a shock wave.

� Γ < 0: The gases that belong to this region exhibit different properties in comparison
with ideal gases. These fluids are called Bethe-Zel’dovich-Thompson (BZT) fluids in
recognition of the studies conducted by the three scientist who theorised the existence
of such fluids along with the likely properties they would possess. BZT fluids experience
a larger decrease in the speed of sound upon compression and vice-versa in comparison
with the dense fluids mentioned in the previous category. The large decrease in speed
of sound upon compression can lead to sensitive behaviour of the fluid around shock
waves. BZT fluids also obey the partial derivative (∂ 2P/∂ ν2)s <0 which enables them to
possess certain unique qualities such as the permissibility of rarefaction waves [52] [49].
Theoretically, this could allow for fluids that do not generate shocks upon expansion
which is very ideal for a working fluid in a turbine. Typical BZT fluids include very large
hydrocarbons. The benefits of BZT fluids are plentiful along with its difficulties which
are not discussed in the report.

2.4 Research methodology

The methodology adopted to achieve the objective of the thesis is summarised in figure 2.3. The
different steps followed are:

1. First, the governing equations are derived. An order-of-magnitude analysis is performed
to simplify the governing equations and obtain the self-similar equations. The solutions
of the self-similar equations are computed using properties given in an 1D look-up table
to obtain the base flow (green boxes).

2. Second, the governing equations are subjected to a perturbation analysis to obtain the
stability equations, which are solved with the base flow as input giving the LST results
(blue boxes).

3. Third, the governing equations are completely solved by the DNS solver. The solver
computes the solutions over a pre-processed base flow, using properties from the
2D look-up table (red boxes). The DNS and LST results of growth rate (αi),
phase velocity (c) and perturbation vector (q̂) are compared with one another.
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Figure 2.3: Summary of the methods followed in the thesis.

2.5 Governing equations

The flow over a flat plate can be characterised using the laws of conservation of mass, momentum
and energy which together are called the Navier-Stokes equations and individually as the continuity
equation (2.2), momentum equation (2.3), and energy equation (2.4) given as:

∂ ρ

∂ t
+
∂ (ρu j)

∂ x j
= 0, (2.2)

∂ (ρui)
∂ t

+
∂ (ρuiu j + pδi j −τi j)

∂ x j
= 0, (2.3)

∂ (ρE)
∂ t

+
∂ (ρEu j + pu j + q j − uiτi j)

∂ x j
= 0. (2.4)

The equations (2.2)-(2.4) are dimensionless and follow the general Einstein notations. In the
equation, x i = (x , y, z) indicating the streamwise, wall-normal, and spanwise directions, ui = (u, v, w)
are the corresponding velocity components. t is time, ρ is the density of the fluid, p is the pressure
and E = e + 1

2uiui is the total energy of the fluid with e being the internal energy. The viscous stress
tensor (τi j) and the heat flux vector (q j) are given as:

τi j =
µ

Re

�

∂ ui

∂ x j
+
∂ u j

∂ x i

�

+
λ

Re
δi j
∂ uk

∂ xk
, (2.5)

q j = −
κ

Re Pr Ec
∂ T
∂ x j

.

The two terms in the viscous stress tensor (τi j) physically signify the stress generated due to change
in shape and change in volume, respectively. Here, µ is the dynamic viscosity and λ = µb − 2/3µ is
the second viscosity with µb denoting the bulk viscosity. In all of the results presented henceforth, the
bulk viscosity is assumed to be zero. The heat flux vector (q j) is an indicative of the amount of heat
that is distributed in each direction with κ being the thermal conductivity.

The N-S equations are non-dimensionalised using the scaling and reference values given by:
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u=
u∗

u∗∞
, x i =

x∗i
l∗0

, t =
t∗u∗∞

l∗0
, p =

p∗

ρ∗∞u∗∞
2 , ρ =

ρ∗

ρ∗∞
,

T =
T ∗

T ∗∞
, E =

E∗

u∗∞
2 , µ=

µ∗

µ∗∞
, κ=

κ∗

κ∗∞
.

(2.6)

The scaling adopted are routine steps with each quantity being normalised with their values in the
free-stream, except time which is scaled with l∗0/u

∗
∞, Energy with u∗∞

2 and pressure with ρ∗∞u∗∞
2.

The subscript ’∞’ represents free-stream values and superscript ’*’ represents dimensional quantities.

Scaling analysis are a mainstay to solving problems in fluid dynamics and result in the formation of
dimensionless quantities of significant importance or similarity parameters as used by certain authors.
For the flow of a compressible non-ideal fluid over a flat plate boundary layer the most important
parameters are the Reynolds number(Re), Prandtl number(Pr), Eckert number(Ec) and the Mach
number (Ma). Each parameter is defined as:

Re∞ =
inertial forces
viscous forces

=
ρ∗∞u∗∞l∗0
µ∗∞

, (2.7)

Pr∞ =
viscous difusion rate

thermal diffusion rate
=
µ∗∞C∗p∞
κ∗∞

, (2.8)

Ec∞ =
kinetic energy

enthalpy
=

u∗∞
2

C∗p∞T ∗∞
, (2.9)

Ma∞ =
velocity

speed of sound
=

u∗∞
c∗∞

. (2.10)

In the above equations, l∗0 is a chosen length scale, c∗∞ is the speed of sound in the free-stream. Also
Eckert number for an ideal gas is given as Ec∞ = (γ− 1)Ma2

∞, where γ is the ratio of specific heat
capacity.

The dimensionless quantities mentioned in equations (2.7)-(2.10) characterise the behaviour of the
flow completely, i.e. two flows having the same value for all the dimensionless quantities are similar.
The corollary suggests that changing any or all of these quantities effectively changes the dynamics
of the flow.

The physical significance of each of these similarity parameter is as follows;

� The Reynolds number (Re) is defined to be the ratio of inertial forces with respect to the
viscous force. It is a measure of the importance of viscosity over a flow. Large values of
Re indicate flows which do not depend significantly on the viscosity of the fluid in the
free-stream. Typically, increasing the Reynolds number causes the flow to transit into
turbulence.

� The Prandtl number (Pr) is the ratio of momentum and thermal diffusivity. In boundary
layers, it also gives a comparison between the velocity and thermal boundary layers. For
example Pr > 1 signifies that at any streamwise location the velocity boundary layer is
thicker than the thermal boundary layer.

� The Eckert Number (Ec) is defined to be the ratio of kinetic energy and the enthalpy. It
is a measure of how the heat is dissipated in high speed flows, where the contribution
of viscous dissipation is important.
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� The Mach number (Ma) is the ratio of local velocity and the speed of sound in the
medium. The dimensionless number is an indicator of the compressibility of the flow.
In reality, every flow is compressible to some extent, but upto Ma=0.3 the effects of
compressibility can be assumed to be negligible.

The N-S equations (2.2)-(2.4) are solved completely using a computation technique called direct
numerical simulation (DNS). Before solving the complete N-S equations, the base flow is first
computed as an initial solution. Thereafter, the base flow is used as input for stability analysis and
DNS.

2.5.1 Laminar base flow

The Blasius solution or the self-similar solution over a flat-plate is chosen as the base flow and
henceforth will be used interchangeably. The self-similar solution acts as the initial state (base flow)
for the LST and DNS perfomed in this work.

The exact solution to the N-S equations are hard to calculate and possible today only due to the
advent of computational fluid dynamics. These computational techniques are accurate, but are
computationally heavy and for a large part of the 20th century, a simpler viscous flow equation was
derived by relevant order-of-magnitude reduction to form the boundary layer equations. Blasius [3]
was the first to propose such a boundary layer equation for a flat plate in the year 1908.

The N-S equations given in equations (2.2)-(2.4) are subjected to a routine order-of-magnitude
analysis. Let us first consider a flat plate of length ’l ’ and boundary layer thickness δ, the primary
assumption in boundary layer theory is to consider the thickness of the boundary layer to be very
small in comparison with the length of the plate, i.e.

δ << l. (2.11)

The 2D compressible continuity equation is given as:

∂ (ρu)
∂ x

+
∂ (ρv)
∂ y

= 0. (2.12)

The above equation is non-dimensional and scaling each of the quantities appropriately, we find that
v = O(δ) as given in the following:

[O(1)] [O(1)]
O(1)

+
[O(1)] [v]

O(δ)
= 0. (2.13)

Further, the x-momentum equation is considered and the orders of each term is calculated to check
for terms that can be neglected, giving the following:

ρu
∂ u
∂ x
+ρv

∂ v
∂ y
= −

1

γM2
∞

∂ p
∂ x
+

1
Re∞

∂

∂ y

�

µ

�

∂ v
∂ x
+
∂ u
∂ y

��

, (2.14)

ρu
∂ u
∂ x
= O(1) ρv

∂ v
∂ y
= O(1)

∂ p
∂ x
= O(1), (2.15)

∂

∂ y

�

µ
∂ v
∂ x

�

= O(1)
∂

∂ y

�

µ
∂ u
∂ y

�

= O
�

1
δ2

�

. (2.16)
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From the above equations we can obtain an order-of-magnitude equation as:

O(1) +O(1) = −
1

γM2
∞

O(1) +
1

Re∞

�

O(1) +O
�

1
δ2

��

. (2.17)

To resolve the order of magnitude analysis, we make another assumption that the Reynolds number
is large, such that its inverse scales with the square of the boundary layer thickness, given as:

1
Re
= O(δ2). (2.18)

The assumption gives the order of the term (1/Re)∂ /∂ ȳ(ν̄∂ v̄/∂ x̄)=O(δ2). Using the first assumption
(equation (2.11)) δ is small, therefore the square is even smaller and hence can be neglected. Similar
comparison of order of magnitude can be conducted on the y-momentum and in the energy equation
to get the final compressible boundary layer equation (BLE) given as following:

∂ (ρu)
∂ x

+
∂ (ρv)
∂ y

= 0, (2.19)

ρu
∂ u
∂ x
+ρv

∂ v
∂ y
= −

dpe

dx
+
∂

∂ y

�

µ
∂ u
∂ y

�

, (2.20)

∂ p
∂ y
= 0, (2.21)

ρu
∂ h
∂ x
+ρv

∂ h
∂ y
=
∂

∂ y

�

k
∂ T
∂ y

�

− u
dpe

dx
+µ

�

∂ u
∂ y

�

. (2.22)

The above equations are subjected to the boundary conditions as follows:

At the wall:

y = 0, u= 0, v = 0,
�

∂ T
∂ n

�

w
= 0.

At the boundary edge:

y →∞, u→ u∞, T → T∞.

The boundary edge is not fixed for all positions along the x direction and hence it is calculated at the
limit y=∞.

Self-similar solutions

The main idea behind the self-similar solution is illustrated in figure 2.4. The velocity profile of the
flow is a function of both x and y coordinates. Thus, for 2 different positions in streamwise direction,
u(x1, y1) 6= u(x2, y2). This is depicted in the figure, where the red and blue profiles calculated with
the physical scale of x and y at 2 different x value do not match. The profiles can be appropriately
modified to a transformed scale of ξ and η, where the two variables ξ and η are independent and
chosen such that the velocity profile is no longer dependent on the location. This is shown in the
figure 2.4 in the transformed scale, where the red and blue profiles match.
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u∞

Physical plane Transformed plane

Figure 2.4: Illustration of the concept of self-similarity.

The transformed variables suitably change the velocity profiles to make it independent of the
transformed surface distance and become a function of only one variable i.e. u= u(η). This property
earns the right for such boundary layers to be called self-similar boundary layer and the solutions for
such boundary layers to be referred to as self-similar solutions.

The appropriate transformations chosen are based on the work by Dorodnitsyn[6] in the 1940’s and
later refined by Levy [22] and Lees[18]. These transformations are referred to as Lees-Dorodnitsyn
transformation as used by Anderson Jr [2] given as following:

dξ= ρ∞µ∞u∞d x , (2.23)

dη=
ρu∞
p

2ξ
d y. (2.24)

The process of finding the self-similar solution typically follows four steps viz.

1. Transformation of the independent variables: Here the derivatives in x and y are
replaced with derivatives in ξ and η.

2. Transformation of the dependent variables: A function f (ξ,η) is defined such that the
partial derivative of f with respect to η is defined to be the normalised velocity profile.
i.e.

u
u∞
=
∂ f
∂ η
≡ f ′.

3. Finding a correlation between f and the stream function ψ.

4. Obtain the final transformed equation.

Following the above process we get the final self similar boundary layer equation given as:

(Cl f ′′)′ + f f ′′ = 0,
�

Cl

Prl
g ′
�′
+ f g ′ + Cl

u∗∞
2

h∗t∞
( f ′′)2 = 0.

(2.25)
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In equation (2.25), ht is the static enthalpy and the local variables are given as:

f ′ =
u∗

u∗∞
, g =

h∗t
h∗t∞

, Cl =
ρ∗µ∗

ρ∗∞µ
∗
∞

, Prl =
µ∗C∗p
κ∗

. (2.26)

The local variables are functions of η alone and independent of ξ.

The final self similar boundary layer equations (equation (2.25)) are a set of ordinary differential
equations (ODE’s) making analytic solutions easier to calculate. These ODE’s are numerically
integrated using the fourth-order Runge-Kutta (RK-4) scheme with adiabatic wall boundary condition.

A 1D look-up table is used to help with the calculation of various parameters given in the boundary
layer equations. The look up table is generated using the Fluidprop library by calculating values of
different thermodynamic properties for different temperatures at constant pressure. These properties
are later used by the code to relate g, Cl and Pr, finally providing an estimation of the thermodynamic
and transport properties of the flow generating the laminar base flow. The look-up table is presented
in appendix A.1.

2.6 Linear stability theory

Linear stability theory is a concept applied to fluid mechanics to understand modal instabilities similar
to the research conducted by Rayleigh and Taylor. With the growth of computational methods and
ease of numerical simulations, The solutions to the modal problem can be numerically computed
faster in comparison with its analytic solution. The solution computed in this report are numerical
using an in-house code developed by Ren et al. (2018).

Linear stability analysis assumes that when a flow is perturbed, all modes of perturbation are
excited, but only a few modes grow in space and/or time while the other modes decay. The
unstable modes are identified and its behaviour is tracked over the flow domain. Perturbation analysis
decomposes the variables as a sum of a mean and perturbation given as:

ρ = ρ0 +ρ
′

ui = ui,0 + u′i
T = T0 + T ′

p = p0 + p′

E = E0 + E′

µ= µ0 +µ
′

κ= κ0 +κ
′

(2.27)

For a simple compressible system, any thermodynamic state can be completely defined using any
two independent intensive property. In this study, the density ρ and temperature T of the fluid are
chosen as the basic thermodynamic properties. All other transport and thermodynamic properties are
calculated as a function of these independent properties.

Each variable within the N-S equation is substituted with the decomposition given in equation (2.27)
and then subtracted with the base flow equations. The resulting equation is linearised, i.e the
non-linear terms are neglected and we get the stability equation given as:
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Lt
∂ q
∂ t
+ Lx

∂ q
∂ x
+ Ly

∂ q
∂ y
+ Lz

∂ q
∂ z
+ Lqq

+Vxx
∂ 2q
∂ x2

+Vxy
∂ 2q
∂ x∂ y

+Vxz
∂ 2q
∂ x∂ z

+Vyy
∂ 2q
∂ y2

+Vyz
∂ 2q
∂ x2

+Vzz
∂ 2q
∂ z2

= 0.
(2.28)

Here, q = (ρ′, u′, v′, w′, T ′)T is the perturbation vector and the complete expression for the matrices
Lt, Lx, Ly, Lz, Lq, Vxx, Vyy, Vzz, Vxy, Vyz and Vxzare provided in detail in Ren et al. [36]. The
perturbations are assumed to be exponential of the form:

q(x , y, z, t) = bq(y)exp(iαx + iβz − iωt) + c.c . (2.29)

In the above equation, α is the streamwise wavenumber, β is the spanwise wavenumber, ω is the
frequency of the perturbation and c.c is the complex conjugate. The above perturbation vector is
unstable if the exponential is negative i.e if the value of α or β are negative or if ω is positive.
Substituting equation (2.29) in equation (2.27) we get the eigenvalue problem.

The stability equation can either be solved as a temporal problem, where the perturbations grow in
time, or a spatial problem, where the perturbations grow in space. For boundary layer problems, it is
common to solve the spatial problem with a prescribed spanwise wave number β and frequency ω.

The equations are discretised using the Chebyshev points and Chebyshev differentiation matrix and
solved with the boundary condition: u′ = v′ = w′ = ∂ T ′/∂ y = 0 at the wall (y=0) and u′ = v′ =
w′ = T ′ = 0 in the freestream (y →∞).

The stability equation is solved for the entire domain and the eigenvalues and corresponding
eigenvectors are calculated. The unstable mode, if any, is identified and the growth rate and phase
velocity of the mode is observed for different frequencies and streamwise position.
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2.7. DIRECT NUMERICAL SIMULATION

2.7 Direct numerical simulation

Direct numerical solutions refer to the technique of completely solving the N-S equations, by solving
the entire temporal and spatial scales i.e both the macro and micro scales of the flow. It is a technique
used very often in turbulence to resolve the entire flow but is used here to solve the flow field using
the self-similar solution as the base flow.

y, v
y1

x0 x1

x, u

Disturbance strip

Disturbances

Sponge 
region

Computation domain

δ (x)

Figure 2.5: Illustration of the computation domain used in direct numerical solutions. The region within the box represents
the computational domain and the region in yellow represent the sponge region. The boundary layer is given as a blue curve
and the disturbances are plotted as green curves.

Figure 2.5, gives a description of the domain of the DNS problem. The flow is solved within the
computational domain indicated by the box ranging from x0 to x1 in the streamwise direction and
from 0 to y1 in the wall normal direction. Disturbances are introduced into the computational domain
using a suction/blowing strip (Disturbance strip) at the wall of the flat plate. The disturbances (green
curves) grow within the computational domain according to modal analysis. The grey region depicts
the actual region where the 2D disturbances are calculated and the yellow region to the top and
right of the domain represents the sponge region. In the sponge region or the re-laminarisation zone,
the solution calculated by the DNS is damped to the base flow (indicated by the flattening of the
disturbances).

The equations are discretised using a third-order Runge-Kutta scheme in time with staggered
arrangement of variables and a sixth order compact finite difference scheme in space. The entire flow
field is represented as a 2D space of ρe and e. The various properties are calculated using a 2D look-up
table created using fluidprop. The 2D table is a matrix of values of different properties as a function
of internal energy e and density ρ. More details regarding the table can be found in appendix A.2.
The numerical concepts and ideas employed in solving the DNS as well as the base flow and LST are
explained in detail in chapter 3.
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Chapter 3

Numerical concepts and flow conditions

The chapter consists of a description of the numerical techniques applied in simulating the LTT across
the flat plate. The code used in the research has been developed by adapting an in-house code for
linear stability analysis written in MATLAB and an external DNS code written in FORTRAN. Further,
the operating conditions for toluene and variation of some important properties are explained using
temperature-entropy (T − s) diagrams.

The code used as part of the LST was implemented by Dr. Jie Ren, Postdoc at Process and Energy
Laboratory of TU Delft. The description of the code used is provided in Ren et al. [36]. The DNS code
was written by Dr. Olaf Marxen, Lecturer at the University of Surrey as part of his PhD research. More
details of the code can be found in the research papers by Marxen et al. [27] [28].

3.1 Numerical concepts of base flow

The base flow as explained in section 2.5.1, refers to the solution of the self-similar boundary layer
equations. The flow is completely governed by the Eckert number and Reynolds number with the
Mach number dependent on the Eckert number. Prandtl number for flows with constant reference
pressure and temperature is also fixed. For all simulations made in the report, the Reynolds number
has been fixed at 105 and the Eckert number is varied for each case for both ideal air as well as toluene.

The system of ODE in equation (2.25) are only a function of a single variable (η) and is numerically
integrated using a fourth-order Runge-Kutta 4 scheme (RK-4), this takes the form of a simple Simpson
integral:

fn+1 = fn +
1
6
(k1 + 2k2 + 2k3 + k4), (3.1)

with each individual terms defined as:

k1 = f (tn, yn)d y,

k2 = f
�

tn +
1
2

, yn +
k1

2

�

d y,

k3 = f
�

tn +
1
2

, yn +
k2

2

�

d y,

k4 = f (tn + 1, yn + k3)d y.
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3.2. NUMERICAL CONCEPTS OF LST

The values of different transport and thermodynamic properties are taken from the 1D property table
described in appendix A.1. The 1D table is input to a FORTRAN code that solves for the laminar
base flow on a uniform rectangular grid composed of typical rectangular boundary layer cell with an
equidistant spacing in the streamwise (x) direction with 800 (MX ) points and a stretching applied in
the wall normal direction (y) according to the formula:

y(1, m) = y1

�

(1− k)
�

m− 1
MY − 1

�3

+ k
m− 1

MY − 1

�

. (3.2)

In the above stretching formula, k = 0.25, and m = 1...MY. The stretching can be made equidistant
by adjusting k to unity. This stretching allows the boundary layer to be better resolved in comparison
with the freestream to capture the physics within the boundary layer more accurately.

The output of the base flow is stored as binary files in a plot3d format with data of both the
thermodynamic and transport properties.

3.2 Numerical concepts of LST

The linear stability theory solves the stability equations given in equation (2.28) using an in-house
MATLAB code. The MATLAB program uses Chebyshev points to create the grid in the wall-normal
direction (y). The base flow is generated using the new grid and the stability equations are suitably
discretised using the Chebyshev differentiation matrices. A full detailed description of the technique
can be found in Trefethen [51] and Ren et al. [36].

The stability equations are solved with the transport and thermodynamic properties as a function of
temperature and density as previously mentioned. Hence, first and second derivatives of E, P, µ and
κ with respect to ρ and T are computed using the base flow as well as the Fluidprop library. The
derivatives depend on the non-ideal behaviour of the fluid and are the real gas related terms given in
table 3.1. The variation of these derivatives for ideal and toluene directly impact the solution of the
LST.

The stability equations are evaluated at an initial value of Rex and dimensionless frequency (F) such
that the flow has a clearly defined unstable mode. The initial estimate chosen during this study is
a value of Rex = 2000 and F= 10e-6. The local Reynolds number Rex , which is a depiction of the
streamwise coordinate, the non-dimensional spanwise wavenumber (B) and frequency (F) are defined
as:

F =
2π f ∗µ∗∞
ρ∗∞U∗2∞

=
ω

Rex
, with B =

β

Rex
(3.3)

and Rex =
p

x ·Re.

Table 3.1: The real gas related terms in stability equation.

Thermodynamic properties Transport properties
ρ0, e0, 0 µ0, κ0
∂ e0
∂ ρ0

, ∂ e0
∂ T0

∂ µ0
∂ ρ0

, ∂
2µ0
∂ T0

, ∂
2µ0

∂ ρ2
0

, ∂ 2µ0
∂ ρ0∂ T0

, ∂
2µ0

∂ T2
0

∂ p0
∂ ρ0

, ∂
2p0
∂ T0

, ∂
2p0

∂ ρ2
0

, ∂ 2p0
∂ ρ0∂ T0

, ∂
2p0

∂ T2
0

∂ κ0
∂ ρ0

, ∂
2κ0
∂ T0

, ∂
2κ0

∂ ρ2
0

, ∂ 2κ0
∂ ρ0∂ T0

, ∂
2κ0

∂ T2
0

20



CHAPTER 3. NUMERICAL CONCEPTS AND FLOW CONDITIONS

Solving the stability equations for a particular flow condition results in an eigenspectrum. The
eigenspectrum is a constellation of all eigenmodes which are solutions to the stability equation. The
solutions corresponding to each mode in the spectrum may not be physical and a few numerical modes
are also generated. When the flow is excited, all the physical modes are excited, but only the unstable
mode grows making the perturbations applied grow in space.

-0.1 0 0.1 0.2
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20
10 -3

Figure 3.1: Eigenmode spectrum for Ec = 0.10 showing the different continuous modes and discrete modes. (*) indicates
slow acoustic modes (mode S), (*) indicates the fast acoustic mode (mode F) and (*) indicates the entropy/vorticity modes.

Figure 3.1, shows a typical eigenspectrum observed for a flow over a flat plate, with αr on the x-axis
and αi on the y axis. In figure 3.1, each ’*’ correspond to an eigenvalue. Within the figure, three chains
of continuous modes viz. the slow acoustic modes or (mode S) according to Fedorov, fast acoustic
mode (mode F) and the entropy/vorticity modes are visible. The mode S eigenmodes (indicated
with *) have a phase velocity never exceeding unity, whereas the mode F eigenmodes (indicated
with *) have a phase velocity greater than unity which could reduce lower than unity downstream.
The entropy/vorticity modes (indicated with *) have a phase velocity exactly equal to unity. The
continuous modes are present for all Eckert numbers, but appear closer to each other when the Mach
number or alternatively the Eckert number is increased.

Apart from the continuous modes a few discrete modes are also present within the spectrum. The
unstable mode is a discrete mode with αr greater than that corresponding to the entropy/vorticity
modes i.e the unstable mode is close to the mode S spectrum, but appears in the 4th quadrant with a
negative value of αi .

Each eigenmode has a corresponding eigenvector or eigenfunction as given in figure 3.2. In the figure,
plots of the perturbation as defined in equation (2.29) are made for each of the 5 variables stored
at every cell in the computation domain viz. |û|, |v̂|, |ŵ|, |ρ̂|, |T̂ | all normalised with the streamwise
velocity in the freestream. Each of the perturbation profile is the absolute value of the Fourier
transformed variable.

Once a physical unstable mode is identified it is tracked for Rex ranging from 0-2000 and F ranging
from 0 - 200e-6. The solution computed is stored as a .mat file for post-processing.
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3.2. NUMERICAL CONCEPTS OF LST

Figure 3.2: Typical eigenfunctions of the unstable mode in the eigenvalue spectrum. Each plot is the absolute value of the
Fourier transform.

3.2.1 Post-processing

From the MATLAB code, the eigenvalues and eigenvectors of the corresponding eigenmode are
available for a range of Rex and F . The growth rate (αi) and phase velocity (c) are calculated for
each of these modes. The imaginary part of each eigenmode gives the growth rate of the mode and
the neutral stability curve of the flow can be plotted using a surface plot as given in figure 3.3.
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Figure 3.3: Contour plot of growth rate of the perturbation as a function of non-dimensional frequency (F) and local
Reynolds number Rex for Ec = 0.005. The outermost contour corresponding to αi = 0, represents the neutral curve.
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Figure 3.4: Contour plot of variation in phase velocity of the perturbation for Ec = 0.005. The solid black line represents
the corresponding neutral curve.

The neutral curve given in the figure, is a contour plot of growth rate as a function of dimensionless
frequency F in the y-axis and the local Reynolds number Rex in the x-axis. The range of the growth
rate is given in the colorbar of the image. The outer curve corresponding to αi = 0, is referred
to as the neutral curve. The neutral curve separates the unstable and stable region of the flow, with
the region within the neutral curve depicting the unstable region and the region more central of the
neutral curve is more unstable than the edges.

Similar to the previous contour plot, a plot with contours of phase velocity, defined as c = ω/α, is
also plotted (figure 3.4). Such a plot gives an insight into the speed of propagation of the instabilities
across the flow. For eg. in the figure it is observed that the perturbations have a phase velocity between
0.2 and 0.4 inside the unstable region.

3.3 Numerical concepts of DNS

The direct numerical simulations do not use the output from the base flow unchanged. The output
from the base flow is first pre-processed, before simulated upon. Pre-processing converts the general
collocated grid in plot3d format generated by the base flow to the format required by the staggered
code. It also computes the metrics and writes them in the format required by the staggered code.

During pre-processing, all gas properties are tabulated as a function of internal energy e∗ and the
product of internal energy and density ρ∗e∗. The 2D look up table, explained in appendix A.2, is
prepared using Fluidprop for a range of e∗ and ρ∗e∗. During any simulation, the interpolations are
first performed for a varying e∗ and a constant ρ∗e∗ in the neighbourhood of the required ρ∗e∗. This
procedure provides the dimensional values of each quantity which are non-dimensionalised with their
respective reference values.

The pre-processing is executed using a FORTRAN code and the pre-processed solutions are stored as
binary files which are used later as the inputs to another FORTRAN code that solves the governing
equations (2.2)-(2.4) with a high-order accuracy. This is achieved by using a staggered Cartesian grid
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and a discretisation in space using a 6th order compact difference method and an explicit third-order
Runge-Kutta time-stepping [40] [21].

A staggered grid has an arrangement of variables as shown in fig 3.5b. In this arrangement, the
velocity and transport properties are calculated at the cell walls and are half a cell width away from
the centre of the cell where the thermodynamic quantities are calculated. Such an arrangement was
first developed as a solution to the checkboard problem or the decoupling of the pressure and velocity
in incompressible flows by Harlow and Welch [13]. Compressible flows usually are solved using
collocated grids with an arrangement where all dependent variables are calculated at the same place
as shown in figure 3.5a. A study carried out by Nagarajan et al. observed that the staggered grid is
more robust than collocated grids. Robustness is the capability of the grid to run simulations of high
Re with relatively fewer grid points i.e. an under-resolved problem [40].

x
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y
ρv

ρu

ρ

(a) (b)

Figure 3.5: Different grid styles used in numerical studies. a) Collocated grid b) Staggered grid.

The Runge-Kutta time-stepping [31] is given as follows:

d y
d t
= f (y, t), (3.4)

from tn to tn+1 using:

yn+1/3 = yn +
8
15
∆t f (yn, tn), (3.5)

yn+2/3 = yn +
1
4
∆t f (yn, tn) +

5
12
∆t f (yn+1/3, tn+1/3), (3.6)

yn+1/3 = yn +
1
4
∆t f (yn, tn) +

3
4
∆t f (yn+2/3, tn+2/3). (3.7)

with the change in time given as : tn+1/3 = tn + 8/15∆t; tn+2/3 = tn + 2/3∆t

The DNS code has time step determined from the frequency of perturbation of the suction and blowing
given as:

∆t =
2π
ω

1
LP

. (3.8)

With the frequency itself calculated as follows:

ω= F Ma∞Re∞, with F = 2π f ∗(µ∗/ρ∗u∗2)∞.
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The 2D modes are calculated for the dimensionless spanwise wave number (B) set as zero.

In the computation domain, The base flow is prescribed at the inlet, while at the wall, a no-slip
boundary condition is applied with an adiabatic boundary condition. Close to the outflow and at the
top of the computation domain, the solution is damped in the sponge region towards the laminar base
flow solution (figure 2.5). Perturbations of a fixed frequency are forced via blowing and suction at
the wall at a certain streamwise coordinate x such that xs < x < xe. The prescribed perturbation is:

(ρv)wall = Av sin(ωt)k g(ξ). (3.9)

In the above equation k = 0 for all x /∈ xs < x < xe, k = 1 for xs < x < xc,st r ip and k = -1 for
xc,st r ip < x < xe, with xc,st r ip defined as the midpoint within the disturbance strip. The magnitude of
the perturbation Av = 0.001Ma∞, g(ξ) is the shape function given as:

g(ξ) = 15.1875ξ5 − 35.4375ξ4 + 20.25ξ3. (3.10)

Equation (3.10) uses the auxiliary coordinate ξ to calculate the shape function. The auxiliary
coordinate for xs < x < xc,st r ip is defined as:

ξ=
(x − xs)

(xc,st r ip − xs)
,

with, xs = xc,st r ip −
Lst r ip

2

and for xc,st r ip < x < xe it is defined as:

ξ=
(xe − x)

(xe − xc,st r ip)

with, xe = xc,st r ip +
Lst r ip

2
.

The solutions from the FORTRAN code at every location is saved into a binary file with a plot3d format
for easy post-processing and to facilitate viewing the solution on a software such as tecplot 360.

3.3.1 Post-processing

The simulations are allowed to run for 600,000 iterations to achieve a steady state, where the
sub-harmonics have a reduced amplitude, to be an order-of-magnitude lower than that of the
fundamental. In the steady-state conditions, any numerically induced disturbances, if any, would
have advected out of the computed domain downstream. Once steady state has been reached, the
solution files stored are analysed in Fourier space. For this purpose, a Fourier transform in time and
spanwise direction with a fundamental circular frequency Ω=ω/2 is chosen.

50 solution files are stored within 2 periods of the forcing applied. For a sampling index (l) and discrete
time t l = 2/50LPl, The amplification rate based on the streamwise velocity and phase velocity based
on wall normal velocity are calculated using:

αi(x) =
1

v̂max
1

∂ v̂max
1

∂ x
. (3.11)
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3.4 Flow conditions

The behaviour of any fluid is characterised by studying the variation of its thermodynamic properties
and understanding different regions of importance in diagrams, such as pressure-volume P−v diagram
or temperature-entropy T − s diagram. The flow, however, is characterised by the variation of both
thermodynamic and transport properties in a given environment. This section presents important
information about the behaviour of toluene as a fluid and the operating conditions of the fluid.

Figure 3.6a, plots the T − s diagram for toluene. The figure shows the two-phase region, along with
isobars ranging from 1 bar to 45 bar. The reference condition for toluene, is clearly indicated and has
a freestream temperature T ∗∞ of 450 K, pressure P∗∞ of 1.8 bar and a Mach number Ma∞ close to 3.
The conditions for critical point are T ∗c = 591.75 K, P∗c = 41.2630 bar. Close to the vapour saturation
line both the effects of compressibility factor (Z) and the fundamental derivative of gas dynamics (Γ )
are important. As mentioned in section 2.3, Γ characterises the dense gas effects acting on the
fluid while Z is a measure of deviation of a particular fluid from ideal gas like behaviour. Both
Z and Γ together characterise the non-ideal behaviour of toluene.

Figure 3.6b, plots the contours of Z on a T−s diagram along with the saturation curves. It is observed
that contours of Z < 1 are close to the critical point, with the lowest value of Z around the critical
point (•). The contours of Z form a closed loop spanning the liquid saturation line to the vapour
saturation curve around the critical point in a ’bunny-ear’ shape. The tip of the bunny-ears for contour
lines Z = 0.75 and Z = 0.98 are not visible in the figure due to the unavailability of data beyond
T = 700 K in Fluidprop. The reference state (?) is present between the contour lines of Z = 0.98
and Z = 0.75. Hence, compressibility effects are present in the flow.

Similarly, figure 3.6c plots the contours of Γ on a T − s diagram. The contour lines for Γ also have a
bunny-ear shape but are sharper in comparison with the profiles of Z and seem to originate from the
critical point and end at the vapour saturation line. The reference state is present within the contour
lines of Γ = 0.9 and Γ = 1. This means that the fluid in the freestream has dense gas effects. The
value of Γ is only an indicative of probable behaviour of the fluid i.e. Γ < 1 is not a strong criteria
to determine the behaviour of the fluid. Figure 3.6d shows the variation of Γ along the isobar of 1.8
bar for temperatures varying from 350 K to 700 K. From the figure, it is observed that Γ is lower than
unity until T ≈ 480 K. The combined contribution of Z and Γ determine the behaviour of the fluid
and the variation of its properties along the flow domain.
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Figure 3.6: (a) T − s diagram for toluene with isobars of pressure; (b) T − s diagram for toluene with contour lines of
compressibility factor Z .; (c)T − s diagram for toluene with contour lines of fundamental derivative of gas dynamics Γ ;
(d)Variation of the fundamental derivative of gas dynamics along the isobar 1.8 bar for toluene. The reference state ? and
the critical point • are indicated in the graph.
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Chapter 4

Results & discussion

Two gases representing the flow of toluene and an ideal gas, based on the properties of air, are
considered in all of the results presented henceforth. The chapter presents the results of the base
flow explaining its essential features by comparing the 2 gases. Further, the results of LST performed
are explained and the solutions for both the ideal air are toluene flows are contrasted with each other.
Finally, the results of the DNS performed for toluene cases are presented and compared with the
results from LST.

4.1 Simulation conditions

The procedure adopted in performing each simulation can be broken down to individual steps as
explained before (section 2.4). To enhance the readability of the results it is mentioned again.
It involves varying the relevant free-stream conditions to match the simulation case, accurately
calculating the base flow of the case and then using the base flow as an input for LST solver. The
base flow is also pre-processed and then given as an input to the DNS solver. The features of the fluid
at free-stream conditions, important details of the numerical code used as well as the post-processing
tools employed are explained in chapter 3. All simulations are solved for a free-stream temperature
T ∗∞ = 450 K and pressure P∗∞ = 1.8 bar. Furthermore, each simulation case is characterised by the
Eckert number of the flow. In the results presented, a total of 6 different Eckert numbers Ec∞ viz.
0.005, 0.05, 0.1, 0.15, 0.2, 0.45 are used. The most relevant Eckert numbers are mentioned in each
section and only its corresponding results are presented within that section.

Table 4.1, gives the free-stream flow properties of both gases, for each value of Ec. It is imperative to
note that Eckert number does not affect the values of Prandtl number (Pr), ratio of specific heat (γ)
and thermal conductivity which are all a function of the free-stream temperature and pressure. More
importantly, the Mach number (Ma) is calculated from the Eckert number using its definitions given
in equation (2.9) and (2.10) as:

Ma =

Æ

Ec · Cp · T

c
. (4.1)

Table 4.1: Reference values of properties in ideal air and toluene flows.

T ∗∞ p∗∞ Re∞ Pr∞ γ∞ ρ∗∞ µ∗∞ C∗p∞ κ∗∞
Unit K bar - - - kg/m3 ×10−5kgm−1s−1 kJ/kg − K J/(m · s · K)
Ideal gas

450 1.8 105 0.72 1.4
4.6236 1.0458

1.673
0.0243

Toluene 0.7442 1.0682 1.7266
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Table 4.2: Mach numbers for ideal air and toluene flows at different Eckert numbers.

Ec Maideal Matoluene

0.005 0.1118 0.3104
0.05 0.3536 0.988
0.1 0.5 1.3972
0.15 0.6124 1.7112
0.2 0.7071 1.9759
0.45 1.0607 2.9639

Equation (4.1) is used for toluene, but for ideal gas the equation simplifies to give;

Ma =

√

√

�

Ec
γ− 1

�

. (4.2)

The Mach number for both flows are given in table 4.2.

4.2 Base flow

Self-similar solutions are constant pressure flows with varying thermodynamic and transport
properties, governed by the system of ODE given in equation (2.25). The flows are solved for Eckert
numbers 0.005, 0.05, 0.1, 0.15, 0.2. The Eckert number indirectly fixes the Mach numbers and
temperature profiles of the base flow. Figure 4.1, plots the profiles of temperature (subplot (a)),
density (subplot (b)), streamwise velocity ( subplots (c) and (d)), dynamic viscosity (subplot (e)) and
thermal conductivity (subplot (f)) as a function of the wall normal coordinate. Each subplot further
contains plots corresponding to flows with an ideal gas (i) and toluene (ii) as fluid.

From figure 4.1, the effect of Ec on both ideal and toluene flows are evident. The effects of Ec are
limited to the boundary layer only and the freestream conditions remain unaffected. The influence of
the boundary layer spans upto a wall normal coordinate approximately equal to 5 units. The effect
of an increasing Ec is the same for both ideal and toluene flows, while the impact of large Ec affects
real flows more severely.

Comparing the temperature profiles (subplot (a): (i) and (ii)) it is observed that with an increase in
Ec, the temperature in the boundary layer increases attaining its largest value at the wall. The profiles
for both ideal and toluene flows are quite similar with no noticeable difference. Thus, the self-similar
solution for constant Re and for a fixed fluid is completely determined by Ec. Studying the density
profiles for both flows (subplot (b): (i) and (ii)), a decrease in value is observed within the boundary
layer reaching a minima at the wall. The decrease in density is more significant at higher Ec. A very
minor difference between ideal and non-ideal flows is observed with the value of density at the wall
ρw = 4.22 kg/m3 for ideal flow and 4.21 kg/m3 for toluene.

Checking the streamwise velocity profile for both flows (subplot (c): (i) and (ii)), it is observe that
increasing Ec shifts the values of u-velocity upwards, i.e. the velocity profile is less fuller at high Ec.
This effect is marginal with the increase in the values more for toluene than for ideal gas. This can be
noticed more clearly in the zoomed velocity profiles (subplot (d): (i) and (ii)), where the spread in
the velocity, i.e. difference between the values of velocity for Ec = 0.005 and 0.2 at any particular wall
normal coordinate y is more for toluene flows when compared with ideal air flows. For eg. at y = 2.6,
the velocity profiles have values between 0.74 to 0.77 for ideal air and 0.735-0.77 for toluene.

In contrasting the viscosity profiles for both flows (subplot (e): (i) and (ii)), a significant deviation
between the profiles for toluene and ideal air are observed. The difference in profiles are largest for
the thermal conductivity profiles (subplot (f): (i) and (ii)).
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Figure 4.1: a) Temperature profile (y − T); b) Density profile (y −ρ); c) Velocity profile (y − u/u∞); d) Zoomed velocity
profile(y− u/u∞); e) Dynamic viscosity profile (y−µ); f) Thermal conductivity profiles (y−κ). Base flow profiles of ideal
air flow (i) and toluene flow (ii) for Eckert numbers Ec = 0.005 ( ), 0.05 ( ), 0.1 ( ), 0.15 ( ) and 0.2 ( ).
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4.2.1 Discussion

The base flow profiles generated are similar to the self-similar solution obtained by Prandtl and Blasius.
Furthermore, for all thermodynamic and transport properties, the influence of the boundary layer
increases as Ec increases. A high value of Ec signifies a larger viscous heating within the boundary
layer. Thus, resulting in a larger temperature gradient across the boundary layer. Every other
thermodynamic quantity is a function of the temperature. This implies a larger impact for higher
values of Ec. This manifests as a decrease in density as temperature increases within the boundary
layer and similarly an increase in viscosity and thermal conductivity for an increase in temperature.

The difference in flows of toluene and ideal air manifest mainly in the values of dynamic viscosity and
thermal conductivity. This is due to the difference in the way viscosity and thermal conductivity are
calculated for both flows. For toluene, viscosity is directly taken from the 1D look-up table whereas
for ideal flows the Sutherland law is used to calculate the viscosity. Apart from directly affecting the
absolute values of these thermodynamic properties at different regions within the flow, this difference
in viscosity and thermal conductivity profiles affects the derivatives and double derivative of these
terms, which are later used in solving the stability equation.

The results obtained by self-similar solutions are checked for accuracy by running a DNS and is found
to be accurate and robust for both non-ideal and ideal flow.

4.3 LST

The objective of the section is to investigate the performance of linear stability analysis in predicting
the behaviour of the flow. The numerical concepts as well as the post-processing are given in
section 3.2. The numerical analysis of LST were performed for all Eckert numbers but the results
presented in the section are limited to Eckert numbers of 0.005, 0.05, 0.1, 0.15 as these Eckert
numbers are sufficient to form a complete narrative on the effect of non-ideal behaviour on the modal
stability of the flow.

4.3.1 Eigenvalue spectrum analysis

For ideal gas

For any Eckert number, the eigenspectrum is initially evaluated at Rex = 2000 and F = 10E-6. The
solutions are calculated as mentioned in section 3.2. Figure 4.2a, shows the eigenvalue spectrum
for an ideal gas at Ec = 0.005. The discrete unstable mode (*), fast acoustic modes (mode F) and
the entropy-vorticity modes are visible for this Ec. The presence of a strong unstable mode in the 4th
quadrant of the αi-αr plot is typical to the different results surveyed in the review paper by Federov [8]
as well as the theoretical analysis performed by Mack [25]. Fig 4.2b, plots the eigenfunctions of the
unstable mode. As explained in section 3.2, the 5 plots have a significant value in the boundary layer
i.e. y < 5 and in the freestream, they reduce in magnitude and taper down to zero. Close to the wall,
the streamwise velocity u has the largest value and dominates the behaviour of the mode. Farther from
the wall, the streamwise velocity is overshadowed by the density ρ. Similarly, the eigenspectrum for
Ec = 0.15 and the eigenvector of the discrete unstable mode are given in figure 4.3. The results in
figure 4.3 are similar to that obtained for Ec = 0.005. No important difference in the results implies
that the effect of Ec on ideal flows are weak.
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(a) (b)

Figure 4.2: (a) Eigenvalue spectrum indicating the unstable mode (*); (b) Eigenfunction of the unstable mode.
Corresponding plots for ideal air flows at Ec = 0.005.

(a) (b)

Figure 4.3: (a) Eigenvalue spectrum indicating the unstable mode (*); (b) Eigenfunction of the unstable mode.
Corresponding plots for ideal air flows at Ec = 0.15.

For toluene

Similar to the analysis performed for ideal gas, the LST for toluene are carried out for a local Reynolds
number Rex = 2000 and dimensionless frequency of F = 10e-6. The eigenvalue spectrum and the
corresponding eigenfunctions for Ec = 0.05 are plotted in figure 4.4. The distribution of eigenmodes
in the eigenvalue spectrum as well as the variation of the profiles in the eigenfunction plot are similar
to the results of ideal air.

Figure 4.5a, shows the eigenvalue distribution for Ec = 0.15. Unlike the previous cases the modes
can be observed to be more densely packed. The discrete unstable mode is no longer present and the
continuous spectrum of mode S is visible. The 2nd mode beyond the entropy/vorticity modes appears
to lie within the 4th quadrant of the figure (indicated in *). An increase in Rex to 4000 results in figure
4.6b. It is observed that at Rex = 4000, modes 3-6 are all within the 4th quadrant and fall under the
unstable criterion (highlighted in red).
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(a) (b)

Figure 4.4: (a) Eigenvalue spectrum indicating the unstable mode (*); (b) Eigenfunction of the unstable mode.
Corresponding plots for toluene flows at Ec = 0.05.

(a) (b)

Figure 4.5: (a) Eigenvalue spectrum; (b)eigenfunction. Profiles of the unstable mode for flows of toluene with Ec = 0.15.

(a) (b)

Figure 4.6: (a) Eigenvalue spectrum evaluated at Rex = 2000; (b) Eigenvalue spectrum evaluated at Rex = 4000. Eigenvalue
spectrum of the solutions to the stability equations at different initial values. The unstable mode(s) are highlighted in *.
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By inspecting the corresponding eigenvectors of the first 6 modes in the mode S spectrum in figure 4.7,
we observe that mode 1 is the closest to the boundary layer like eigenvector profiles. From mode 2
onwards, each mode has a presence of wave-like fluctuations within the profiles of every single
quantity. Moreover, the profiles of each of the eigenfunction has a non-zero value in the freestream
suggesting a non-physical behaviour. It is also observed that the number of waves present within
the y-computation domain increases linearly for each subsequent modes similar to modes of higher
harmonics or acoustic modes.

To check for the presence of numerical modes, the stability analysis is repeated at Rex = 2000 for a
different grid with the domain in the wall-normal direction doubled (ymax → 90). The results of the
2nd grid eigenvalue spectrum (◦) are plotted on top of the results of grid 1 (*) as shown in figure 4.8.

In the figure, it is clearly observed that the two markers corresponding to the different grids do not
match perfectly. The entropy/vorticity modes match qualitatively but the modes in the slow and fast
acoustic mode are offset for the two grids except for mode 1. Thus, it can be inferred that the acoustic
modes that lie in the unstable region of the eigenvalue spectrum are numerical and non-physical and
the physical mode (mode 1) is stable. Therefore, there are no unstable modes at Ec = 0.15

4.3.2 Stability diagrams

For ideal gas

For each LST simulation, the most unstable mode is tracked for Rex ranging from 0 to 2000 and
F ranging from 0 to 250e-6. Figure 4.9, plots the neutral curve profile as explained in section 3.2
for different Ec. The figure consists of 4 plots in a mirrored coordinate system of dimensionless
frequency F and local Reynolds number Rex . The figure shows the distribution of the local growth
rate (αi). In each of the four plots, the contours are plotted for growth rate from zero, corresponding
to the neutral curve and upwards to more unstable regions within the neutral curve. The neutral
curve for Ec = 0.005 are plotted on every other stability diagram plot with dotted lines for better
visualisation of the changes in the unstable region. From the plots, it is evident that with an increase
in Eckert (Mach) number, the growth rate reduces and the neutral curve shrinks and hence stabilises
the flow.

Another important property from LST is the phase velocity of the perturbation (c). Figure 4.10,
plots the phase velocity as a function of F and Rex . The figure is also split into 4 plots with a
mirrored coordinate system, with each plot corresponding to a particular value of Ec. In each plot,
the corresponding neutral curve is plotted in solid black lines to give a visual representation of the
phase velocity of the perturbation in the unstable region. From the figure, it is observed that the phase
velocity of the unstable region is between 0.3-0.4 and does not change significantly for an increase in
Ec.

For toluene

Similar to the analysis of ideal flows, stability diagrams in mirrored coordinate systems for growth
rate and phase velocities are also plotted for different Ec. Figure 4.11 shows the growth rate of the
perturbations for different Ec. The effect of dense gas and non-ideal effects for toluene are very
prominent in this image. The neutral curve at Ec = 0.005 for toluene is very similar to the neutral
curve of ideal flow, but as Ec increases the size of the unstable region reduces drastically with a severe
reduction in the magnitude of the growth rate at the centre of the unstable region. At Ec = 0.10,
the neutral curve is weak and the unstable region is minuscule and at Ec = 0.15, no neutral curve
is observed. This suggests the presence of no growing mode for flows with Ec > 0.15 similar to the
observations made in the eigenvalue spectrum analysis.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.7: (a) mode 1; (b) mode 2 ; (c) mode 3; (d) mode 4; (e) mode 5; (f) mode 6. Eigenfunctions of each mode
corresponding to the eigenvalue spectrum in figure 4.5.
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Figure 4.8: Eigenvalue spectrum for Ec = 0.15 at Rex = 2000 for grid 1 * with ymax = 45 and grid 2 ◦ with ymax = 90
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Figure 4.9: Growth rates of the perturbation in the F − Rex stability diagram for ideal air.
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c

Figure 4.10: Phase velocity of the perturbation in the F − Rex stability diagram for ideal air.
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Figure 4.11: Growth rates of the perturbation in the F − Rex stability diagram for toluene.
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c

Figure 4.12: Phase velocity of the perturbation in the F − Rex stability diagram for toluene.

Figure 4.12, plots the variation of phase velocities with the corresponding neutral curve regions. It is
noticed that, the phase velocity within the neutral curve is 0.2-0.4 and the values of the phase velocity
do not change significantly for an increase in Ec. Furthermore, for Ec = 0.15, the regions with a high
value of F show no contours of phase velocity and remains relatively unchanged throughout the plot.
The unique results can be attributed to the fact that LST predicts no unstable mode and the behaviour
of the tracked mode is not correct for all F .
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4.3.3 Discussion

Figure 4.11, shows a strong stabilising effect of Ec. For a more detailed understanding, neutral curves
are plotted for every 0.1 increment in Ec, given in figure 4.13. In the figure, the neutral curve of
Ec = 0.05 are plotted as dotted lines in all subsequent plots for better visualisation in the change in
the neutral curve. It is observed that for every increment in Ec there is a steady decrease in the size
and intensity of the neutral curve. Beyond Ec = 0.12, there is no neutral curve and the flow has no
growing eigenmode predicting the flow to be modally stable for all Ec > 0.12.
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Figure 4.13: Growth rates of the perturbation in the F −Rex stability diagram for toluene for Ec ranging from 0.05 to 0.12.

The above research considers only the spatial problem for a 2D perturbation. To analyse the effect of
oblique modes on the neutral curves, the stability analysis are performed for increasing values of the
non dimensional spanwise wavenumber B. Figure 4.14a, is a 3D contour plot with the neutral curve
generated plotted in higher planes corresponding to a higher spanwise wave number B. The Neutral
curve of each plane are represented in a single 2D plot in figure 4.14b. From both figures, it is visible
that increasing B at Ec = 0.05 reduces the size and intensity of the unstable region implying that the
2D disturbances are the primary contributor to modal instability.
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(a) (b)

Figure 4.14: a) 3D contour plot of the neutral curve for different values of local Reynolds number Rex , dimensionless
frequency F and spanwise wavenumber B; (b) Representation of subplot (a) on a 2D plane.

4.4 DNS

In order to account for the shortcoming of LST such as the non-parallel base flow, DNS is performed
for 4 Eckert numbers viz. 0.05, 0.1, 0.15 and 0.45. The domain of the DNS is chosen in accordance
with the results obtained from LST. Figure 4.15, shows the DNS domain chosen for Ec = 0.05 and
0.1. The DNS domain remains unaltered for Ec = 0.15 and 0.45.

In each DNS simulation, the x-domain ranges from x0 = 1 upto x1 = 45. It is important to note that
a local Reynolds number Rex = 2000 corresponds to an x = 40. Thus, the domain of DNS is larger
than the LST results (illustrated by dashed lines) to prevent any effects due to the sponge region. The
sinusoidal perturbations given in equation (3.9), are introduced at x = 4. The perturbations have a
fixed F = 30e-6 and an amplitude of O(10−4), ensuring the perturbations remain in the linear regime.
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Figure 4.15: (a) Ec = 0.05; (b) Ec = 0.10. Representation of the DNS domain used for different simulation cases.

As shown in figure 4.15, the DNS frequency F is chosen such that it pierces through the unstable
region, capturing the entire region where modal growth is expected to occur. Each simulations is
allowed to achieve steady state before the solutions are stored.
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Figure 4.16, shows a typical perturbation profile of wall normal velocity for a DNS simulation. The
perturbation profile has 4 separate regions of importance. For x upto 4 the behaviour of the flow is
laminar (region-1) and closely resembles the base flow. Beyond x = 4, the flow enters the receptive
region (region-2) where the forced perturbations enter the flow and excite the free or natural modes.
The flow exits the receptive region at x = 7. The flow is within the neutral curve, where the modal
growth of the perturbations occur and the disturbances grow in magnitude (region-3). Beyond x = 22,
the flow exits the unstable region and the decaying modes result in the reduction in amplitude to
return back to a laminar flow. It is key to note that in the freestream the flow always decays the
perturbations and the perturbation profiles follow the results of LST only in regions 3 and 4.

Figure 4.16: Contour of perturbations in wall normal velocity obtained from DNS results for Ec = 0.05. Figure shows
region of laminar flow (1), receptive stage (2), modal growth within the unstable region (3) and modal decay after the
unstable region (4).

The results for each Eckert number is quantitatively represented in figure 4.17. The figure plots
the growth rate (4.17 (a), (c) and (e)) as well as the phase velocity (4.17 (b), (d) and (f)) of the
perturbation as a function of the streamwise coordinate. The plots compare the solutions obtained
from LST ( ) and DNS (◦). The growth rate and phase velocity for DNS are calculated as mentioned
in section 3.3.

The DNS results are plotted using a local average to filter numerical oscillations, with the averaged
data points sampled such that the DNS data appears smooth for adequate and clear representation.
For all Ec, it is observed that the results from DNS and LST match relatively well.

For Ec = 0.05, from figure 4.17 (a), the LST predicts a growth for x between 6 and 22. which is
exactly tracked by the DNS results. Furthermore, at high values of x , the results of DNS and LST
start diverging. This deviation is present only when the mode is sufficiently stable and is hypothesised
to be the contribution of other decaying modes at the same streamwise position. It is important to
remember that linear stability results track the role of a single mode in its contribution for growth of
perturbations but is not the only significant contributor to their decay. From figure 4.17 (b), we notice
that the results of DNS and LST match perfectly. This implies a strong validation for LST in predicting
the stability of flows of toluene for low Ec.

Unlike Ec = 0.05, for Ec = 0.10 the growth rate matches only qualitatively with the results from LST
(figure 4.17 (c) and (d)). The growth rate predicted by LST is very small and the DNS is incapable of
capturing these small but growing waves accurately and completely. Further, the results at higher x
deviate from the predictions made by linear stability, likely due to the superposition of multiple modes.
The phase velocity, however, still matches perfectly throughout the DNS domain. The deviation in
growth rate are more prominent for Ec = 0.15 (figure 4.17 (e) and (f)). More importantly, for
Ec = 0.15, the results of DNS also concurs with the predictions from linear stability of a completely
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stable flow for modal growth. This stability in flow could be reason why both, growth rate and phase
velocity match only qualitatively, with an offset in value.

Figure 4.17, only compares the post-processed data of growth rate and phase velocity. Figure 4.18
however, plots the variation in the magnitude of perturbation in streamwise velocity (û), wall normal
velocity (v̂) and density (ρ̂) as a function of a modified wall normal coordinate (y · Re/Rex). A
modified wall normal coordinate is necessary as the DNS and LST results have different grid points in
the wall normal direction. The eigenfunctions plot at Ec = 0.05 (figure 4.18 (a)) are a perfect match
between LST and DNS. The comparison for Ec = 0.1 (figure 4.18 (b)) are similar to Ec = 0.05 and
the results of LST and DNS match perfectly with only a slight offset in values for density.

The results for Ec = 0.15 however, show a different trend. It is evident from figure 4.18 (c), that the
results between DNS and LST only match qualitatively. The streamwise velocity plot of DNS peaks
earlier than LST, while the wall normal velocity is over predicted by LST at high y · Re/Rex . It is also
observed that the offset in density has increased in magnitude compared to Ec = 0.10 case. This
behaviour is once again attributed to the stability of the flow and the likelihood of contributions of
multiple modes superposition to give the final DNS result.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.17: (a) Growth rate for Ec = 0.05; (b) phase velocity for Ec = 0.05; (c) Growth rate for Ec = 0.10; (d) phase
velocity for Ec = 0.10; (e) Growth rate for Ec = 0.15; (f) phase velocity for Ec = 0.15. Comparison between the results
obtained from DNS (◦) and the results predicted by LST ( ).
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(a) (b)

(c)

Figure 4.18: (a) Ec =0.05; (b) Ec = 0.10; (c) Ec = 0.15. Comparison between eigenfunctions from DNS and corresponding
plots of magnitude of perturbations in streamwise (◦), wall normal velocity (5) and density (+) as predicted by LST.

4.4.1 Discussion

From the comparison between the DNS and LST results for different Ec, it is clear that both LST and
DNS results match with each other qualitatively and quantitatively. This agreement between the 2
results are more evident for growing regions of the flow and the divergence in results are only in the
stable region. Moreover, it is observed that as Ec increases, the DNS and LST results diverge from each
other. This is due to the stabilising effect of increasing Ec on the flows as observed in figure 4.12.

It is also observed that for high values of Ec (> 0.15), the flow is predicted to be completely stable
under modal stability from both DNS and LST. Apart from the vanishing of the primary mode of
instability, the lack of appearance of secondary modes of instability, observed by Mack for hypersonic
flows over a flat plate and for non-ideal flows of CO2 over a flat plate by Ren et al., indicates the
presence of no unstable modes for 2D perturbations and from figure 4.14a, we can conclude the flows
to be stable for oblique modes as well. This cements the result of no modal instability for high Ec
flows over a flat plate for toluene.
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Table 4.3: Values of individual terms in the perturbation energy budget.

Ec=0.05 Ec=0.10 Ec=0.15
Θr 0.0062 0.0018 -0.0068
Pr 0.0089 0.0036 -0.0048
Kr 0.0000 0.0000 0.0000
Tr -0.0011 0.0001 0.0000
Vr -0.0016 -0.0019 -0.0020

Perturbation energy budget

Stable flows at supersonic conditions has not been reported for flat plate flows in literature prior to
this research. This merits a more fundamental understanding of the growth of perturbations for flows
upto Ec = 0.15. To fulfill this requirement, a perturbation energy budget analysis is performed on
the flow. The perturbation energy equation as well as each term used as well as its significance is
explained in appendix B. Table 4.3, depicts the values of each component of the perturbation energy.
Here, Θr is the most significant term, and it represents the growth in the perturbation energy due
to the spatial growth. A positive value of Θr signifies a growth in the overall perturbation energy
whereas a negative value of signifies a decay of the perturbation energy.

In the table, it is clearly observed that for Ec = 0.05 and 0.10, Θr is positive. The production term Pr ,
is the only contributor to the positive value of Θr , while the viscous dissipation term Vr is always
negative. The negative Vr acts as a dampener and tries to stabilise the flow. More importantly, Θr
decreases in magnitude as Ec increases from 0.05 to 0.1, with the decrease in Θr mainly due to
decrease in Pr .

For Ec = 0.15, both Θr and Pr are negative (in red) while viscous dissipation Vr remains relatively
unchanged. The negative value ofΘr signals a stable flow. The perturbation energy budget matches
with the results predicted by both LST and DNS. The stability at Ec = 0.15 can be attributed to
negative value of P across the domain. Figure 4.19, provides more insight in the variation of P for
the different values of Ec. The terms contributing to P are split into two terms viz. ρ0∂ u0/∂ y and
-real(v̂û†) and are separately plotted in the figure.

The first term ( ), depends only on the base flow values whereas the second term ( ), depends
only on the perturbation solved using LST. On comparing each individual term separately across all
Ec, we observe that the first term has a positive value in the boundary layer with a peak ≈ 0.3 and is
zero in the freestream. This term does not change significantly as Ec increases. Whereas, the second
term which is positive for Ec = 0.05, reduces in magnitude before switching signs to contribute to a
negative value for Ec = 0.15. Additionally for Ec = 0.15, the value of the second term is no longer
zero in the freestream. This change in signs in the real part of the complex velocity product, from
positive to negative, is hypothesised as the reason for a modally stable flow at high Ec.

This fundamental approach is only a hypothesis towards explaining the stability of the flows and is
not yet verified.

46



CHAPTER 4. RESULTS & DISCUSSION

0 10 20 30
0

0.05

0.1

0.15

0.2

0.25

0.3

(a)

0 10 20 30
0

0.05

0.1

0.15

0.2

0.25

0.3

(b)

0 10 20 30
-0.3

-0.2

-0.1

0

0.1

0.2

0.3

(c)

Figure 4.19: (a) Ec =0.05; (b) Ec = 0.10; (c) Ec = 0.15. Profiles of individual term contributing to the production of
perturbation energy: ρ0∂ u0/y and -real(v̂û†) .
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Chapter 5

Conclusions and recommendation

In the present work, a complete investigation of the stability of flows of toluene over a flat plate
boundary layer has been conducted. The base flow and linear stability analysis have been performed
for 6 different Eckert numbers, while the DNS results have been computed for 4 different Eckert
numbers.

5.1 Concluding remarks

1. The base flow, linear stability and direct numerical simulations were successfully
performed for flows with ideal-air and non-ideal toluene.

2. From the results of LST for flows of toluene and the subsequent validation using the
DNS solver suggested that the non-ideal effects of toluene which manifest itself at high
Ec stabilise the flow completely.

3. From the base flow, it was concluded that the freestream values were not affected by
changing the values of Ec and its effects were only present within the boundary layer.
The base flow profiles increased in gradient upon increasing the Eckert number, for
both ideal air and toluene flows. The temperature base flow profiles are the same for
both flows, but a difference was observed in the profiles of streamwise velocity, density,
dynamic viscosity and thermal conductivity. The maximum deviation in the profiles
between the fluids was observed for thermal conductivity followed by dynamic viscosity.
This deviation is a manifestation of the non-ideal effects of toluene.

4. From the results in stability analysis, it was inferred that the effect of increasing Ec
had a stabilising effect for both fluids. The stabilising effect of increasing Ec was very
minute for ideal gas and very drastic for toluene. For the toluene cases, the flows are
modally stable at Ec > 0.12. On checking the effect of the spanwise wavenumber on
the neutral curve, it was found to reduce the size and shape of the neutral curve at
Ec = 0.05, suggesting that the 2D mode is the most important mode of perturbation.

5. The DNS code was successfully adapted to run for any fluid whose properties are
available in Fluidprop and subsequently verified for CO2 and toluene.

6. Results of eigenfunctions, growth rate and phase velocity between linear stability and
direct numerical simulations were compared for Ec = 0.05, 0.10 and 0.15. LST
predicted strong growth for Ec = 0.05, a weak growth for Ec = 0.10 and no growth
for Ec = 0.15. The DNS results match perfectly with LST for Ec = 0.05 and 0.10 in the
growing region. The results between the LST and DNS deviate in stable regions due to a
possibility of superposition of contributions of multiple decaying modes. This deviation
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was observed to be the largest for Ec = 0.15. Both DNS and LST predict stable flows
for flows greater than Ec = 0.15.

7. A perturbation energy analysis was performed for each case. It was found that the
spatial growth of the perturbation are positive for Ec = 0.05 and 0.10 but is negative
for Ec = 0.15. This is due to the negative contribution of the complex product v̂û†

suggesting a stabilising effect of a shear layer flows at higher Eckert numbers.

5.2 Recommendation

The work presented in this report is an initial attempt to understand the stability of flows of toluene
over a flat plate. The work is still primitive and a large scope exists for future work.

1. The perturbations were analysed for 2D disturbances in a 2D domain. For a more
complete analysis of stability, 3D domains for 2D and oblique modes could be performed
for toluene at large Mach number.

2. The boundary conditions at wall was assumed to be adiabatic. The behaviour of the flow
for an isothermal wall could also be investigated for a more wholesome understanding
of toluene flows over a flat plate.

3. Linear stability analysis is shown to predict the DNS values very accurately for during
growing flows but poorly for stable flows. This was hypothesised to be effect of
superposition of multiple decaying modes. A validation of this hypothesis and a more
fundamental understanding of why the LST and DNS results differ in stable regions
could be conducted.

4. The work analysed flows over a simple flat plate. Analysis for more complicated
geometries can be performed to check effects of curvature, roughness and
non-parallelism among others.
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Appendix A

Fluid property table

The base flow, LST and DNS results for toluene cases are solved using properties taken from the
Fluidprop library. 2 property tables were created for this purpose and the salient features of each
table are explained here.

A.1 1D look-up table

The 1D look-up table is used primarily to evaluating the base flow. The 1D table is an .dat file
comprising of 200 rows and 8 columns of data viz. entalpy h∗, temperature T ∗, pressure P∗, densityρ∗,
dynamic viscosity µ∗, specific heat capacity C∗p , thermal conductivity κ∗ and speed of sound c∗. The
pressure is maintained at 1.8 bar, with the temperature increasing linearly from T = 410K upto T
= 700 K. Figure A.1, plots the variation of density (A.1 a), dynamic viscosity (A.1 b ), specific heat
capacity (A.1 c) and thermal conductivity (A.1 d) as function of temperature alone. The plots are a
representation of the data generated at constant pressure of 1.8 bar. It’s observed from figure A.1,
that the variation of each parameter is monotonically increasing or decreasing for an increase in
temperature, with no discontinuities or inflection points. The density decreases non-linearly with
increase in temperature whereas the viscosity, thermal conductivity and specific heat capacity all
increase non-linearly with the increase of temperature.The reference state of each parameter is also
indicated in the figure (?).

The self-similar boundary layer equations are solved for ideal gas using the ideal gas equations with
the viscosity computed according to Sutherland’s law. No 1D table is required for its analysis. For
toluene, the properties are taken directly from the 1D look-up table with suitable interpolations when
required.

A.2 2D look-up table

The 2D look-up table is a 801×201 table containing values of temperature (T ∗), gas constant (R∗),
density (ρ∗), dynamic viscosity (µ∗), thermal conductivity (κ∗) and specific heat capacity (C∗p). The
table is a 2D matrix of varying e and ρe as required by the DNS code. The 2D table uses 800 values of
e∗ and 200 values of ρ∗e∗ and is generated using a C++ code that reads and stores the required data
from the Fluidprop database. The gas constant (R∗) in the table is a replacement for pressure and
is calculated as R∗ = P∗/ρ∗T ∗.

Figure A.2, provides a visual representation of the 2D look-up table using contour plots of pressure,
temperature, thermal conductivity and specific heat capacity with ρe on the y-axis and e on the x-axis.
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(a) (b)

(c) (d)

Figure A.1: (a) Density profile; (b) Dynamic viscosity profile; (c) Specific heat capacity profile; (d) Thermal conductivity
profile. Representation of the 1D look-up table by plotting various properties as a function of temperature. The reference
state of the problem in indicated using a (?) in the each plot.

The isobar of 1.8 bar (white curve) along with the reference state (?) is indicated for each contour
plot to provide an insight of the values of each property within the computation domain.

The range of the 2D table is chosen carefully, ensuring it covers the expected pressures P∗ and
temperature T ∗ ranges, the fluid would have across domain of the flow. Values when the fluid enter
the 2 phase region or exceeds the limits of the data available within the database are set to -888888.
For a well chosen limits of e∗ and ρ∗e∗, such negative values should be avoided in the data generated
and thereby prevent bad inputs to the DNS simulation.
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(a) (b)

(c) (d)

Figure A.2: (a) Contours of temperature; (b) Contours of pressure, (c) Contours of dynamic viscosity; (d) Contours of
thermal conductivity. Visualisation of the 2D look-up table as a function of ρe and e. The reference state of the problem is
indicated using a (?) and the isobar p= 1.8 bar is indicated with a white curve.
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Appendix B

Perturbation energy analysis

For a more fundamental understanding of the mechanisms of instability growth in non-ideal fluids,
a perturbation energy analysis and subsequently an energy budget analysis can be performed.
The perturbation energy balance equation is derived from the stability equations by adding
the x-momentum perturbation equation (multiplied throughout with û†) and the y-momentum
perturbation equation (multiplied with v̂†). The dagger represents the complex conjugate of the term.
Substituting the growth of density in the x-momentum equation using the continuity equations and
simplifying the terms and grouping we get the following kinetic energy balance equation:

Θ = P + K + T + V, (B.1)

where

Θ = −iα

∫

ρ0u0(ûû† + v̂ v̂†)d y, (B.2)

K = −iω

∫

ρ0(ûû† + v̂ v̂†)d y, (B.3)

P = −
∫

ρ0
∂ u0

∂ y
v̂û†d y, (B.4)

T = −
∫ �

iα
∂ p0

∂ ρ0
ρ̂û† + iα

∂ p0

∂ T0
T̂ û† +

∂ p0
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∂ ρ̂

∂ y
v̂† +

∂ p0

∂ T0
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∂ y

v̂†+
�

∂ 2p0

∂ ρ2
0

∂ ρ0

∂ y
+

∂ 2p0

∂ ρ0∂ T0

∂ T0

∂ y

�

ρ̂ v̂† +

�

∂ 2p0

∂ T2
0

∂ T0

∂ y
+

∂ 2p0

∂ ρ0∂ T0

∂ ρ0

∂ y

�

T̂ v̂†

�

d y,
(B.5)
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V =
1
Re

∫ �

−α2 (2µ0 +λ0) ûû† +µ0
∂ 2û
∂ y2
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(B.6)

The real part of each term within equation (B.1), together constitute the balance of the energy given
to the perturbations. Θr signifies the contributions of spatial growth of the perturbation energy, Kr
signifies the contributions due to the temporal growth and does not contribute to the spatial problem
due to a purely imaginary value of K , Pr refers to the production term, Tr is the thermodynamic
term and Vr is the viscous dissipation. An examination of the contribution of each term towards the
spatial growth of the perturbation is referred to as the energy budget analysis and is a powerful tool
to comment on the nature of the instabilities within the flow.
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Appendix C

Additional results for toluene flows with
Ec = 0.45

Apart from the results presented in section 4.4, results of LST and DNS were also compared for
Ec = 0.45. This case has a Mach number of 2.9639, which is closer to the Mach number in the
stator of an ORC turbines. The results for these cases are given in figure C.1. In figure C.1a, it is
observed that for Ec = 0.45, both LST and DNS show a stable flow. the results of DNS have wiggles
but seem to match accurately with the predictions from LST. On comparing the phase velocities (figure
C.1b), we observe that the phase velocities are in the same order-of-magnitude till x = 10, after which
the DNS results jump to a phase velocity of 1.3 throughout the domain.

(a) (b)

Figure C.1: (a) Growth rate for Ec = 0.45; (b) phase velocity for Ec = 0.45. Comparison between the results obtained
from DNS ◦ and the results predicted by LST .

A phase velocity greater than unity suggest the behaviour due to mode F modes with a negative growth
rate, but no such mode exists in the eigenvalue spectrum. Comparing the Eigenfunctions at x = 7
(figure C.2a) and x = 25 (figure C.2b), we can clearly observe no qualitative or quantitaive match in
between the results of DNS and LST. This is in line with the results observed in section 4.4, where an
increase in Ec, made the flow modally stable and increased the deviation between LST and DNS.

Thus at Ec = 0.45, the LST is incapable of predicting the behaviour of DNS. This could be due to the
presence of effects such as non-parallel effects or rapid changes in streamwise values which the LST
is unable to identify.
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(a) (b)

Figure C.2: (a) Eigenfunctions at x = 7; (b) Eigenfunctions at x = 25. Comparison between eigenfunctions from DNS and
corresponding plots of magnitude of perturbations in streamwise ◦, wall normal velocity 5 and density + as predicted by
LST for Ec = 0.45.
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