THE JOURNAL OF CHEMICAL PHYSICS 136, 134104 (2012)

A comparison of the value of viscosity for several water models using

Poiseuille flow in a nano-channel

A. P. Markesteijn," Remco Hartkamp,? S. Luding,? and J. Westerweel’
Laboratory for Aero & Hydrodynamics, Delft University of Technology, Leeghwaterstraat 21,

2628 CA Delft, The Netherlands

2Multi Scale Mechanics, MESA+ Institute for Nanotechnology, University of Twente, P.O. Box 217,

7500 AE Enschede, The Netherlands

(Received 7 March 2012; accepted 10 March 2012; published online 2 April 2012)

The viscosity-temperature relation is determined for the water models SPC/E, TIP4P, TIP4P/Ew,
and TIP4P/2005 by considering Poiseuille flow inside a nano-channel using molecular dynamics.
The viscosity is determined by fitting the resulting velocity profile (away from the walls) to the
continuum solution for a Newtonian fluid and then compared to experimental values. The results
show that the TIP4P/2005 model gives the best prediction of the viscosity for the complete range
of temperatures for liquid water, and thus it is the preferred water model of these considered here
for simulations where the magnitude of viscosity is crucial. On the other hand, with the TIP4P
model, the viscosity is severely underpredicted, and overall the model performed worst, whereas
the SPC/E and TIP4P/Ew models perform moderately. © 2012 American Institute of Physics.

[http://dx.doi.org/10.1063/1.3697977]

. INTRODUCTION

Viscosity plays an important role in many physical trans-
port processes, and hence it is important to specify it accu-
rately in computer simulations in which these processes are
investigated. Of special interest is water. When simulating
water with molecular dynamics (MD), it is vital to select a
water model that correctly predicts the process investigated.
Many water models have been developed, differing in pa-
rameter values and number of charge sites, and each having
different success in predicting the correct value of a certain
physical parameter. However, only few references give a com-
plete set of the viscosity versus temperature of a certain water
model, which makes it difficult to select the appropriate wa-
ter model. In this study, the viscosity-temperature relation of
four water models is reported. These are the popular 3-point
charge SPC/E water model,! and several variants of the 4-
point charge models; TIP4P (Ref. 2), TIP4AP/Ew (Ref. 3), and
the recent TIP4P/2005.4

There are several ways to obtain the values of the vis-
cosity by means of MD simulations and most of them re-
quire a long simulation time in order to obtain statistically
meaningful results. The most frequently used methods are the
Green-Kubo® ¢ and the Stokes-Einstein methods.” Both meth-
ods are based on the auto-correlation function of the stress
tensor, which is computationally expensive to obtain. Further-
more, there are problems in interpretation of the Green-Kubo
expressions of the transport coefficients.®? Another way of
finding the viscosity is by simulating Couette shear flow, i.e.,
computation of the ratio of shear stress and strain rate. The
quality of viscosity obtained from these methods strongly de-
pends on the accuracy of the stress, which, in turn, strongly
depends on the used cutoff radius and method used to com-
pute the long-range interactions.'® Alternatively, the periodic
perturbation method'! can be used, where the viscosity can be
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calculated from a steady-state velocity profile generated by a
periodic external force applied to the system. Compared to the
stress, the velocity profile is straightforward to extract from a
MD simulation and requires fewer data points to be collected,
i.e., less simulation time, in order to obtain statistically mean-
ingful results.

Previous calculations of the viscosity for different wa-
ter models showed that there can be a large difference be-
tween the calculated value and the experimental value, as dis-
cussed next. Most research concentrated on the SPC/E water
model. For example, Balasubramanian et al.'? showed how
the viscosity of SPC/E is calculated for T = 303.15 K, using
both equilibrium and non-equilibrium molecular dynamics.
The value they found is about 18% less than the experimental
value, which is similar to the error that Guo et al.'® found.
Hess!? used periodic shear flow to calculate the viscosity of
the SPC/E water model at 7 = 300 K and found a value about
30% lower than the experimental value. Recently, this has also
been verified by Chen et al.'* using the Green-Kubo method.
Wu et al.' simulated shear flow at T = 298.5 K and found
an error of about 23% for SPC/E. On the other hand, Bordat
and Miiller-Plathe,' using a reverse non-equilibrium molecu-
lar dynamics simulation, calculated the value of the viscosity
for the SPC/E water model at 7 = 300 K, which was almost
the same as the experimental value (within 5% error).

Less research is done on the other water models. For
example, Yongli et al.'” calculated the value of the viscosity
at several liquid water temperatures for several water models
(including the TIP4P model) using the Stokes-Einstein rela-
tion and reported errors between 30.3% and 52.3% between
experimental values and calculated values. Wensink et al.'®
calculated the value of the viscosity for the TIP4P model at
T = 298.25 K and found an error of approximately 48% com-
pared to the experimental data. Very recently, Song and Dai'”

© 2012 American Institute of Physics

Downloaded 20 Apr 2012 to 131.180.130.114. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions


http://dx.doi.org/10.1063/1.3697977
http://dx.doi.org/10.1063/1.3697977
http://dx.doi.org/10.1063/1.3697977

134104-2 Markesteijn et al.

performed non-equilibrium molecular dynamics simulations
using the periodic perturbation method to simulate the shear
viscosity of five commonly used water models (including the
SPC/E and TIP4P model). The value they found for the vis-
cosity of the SPC/E model at T = 300K is 15% less than the
experimental value, while the value for the TIP4P model was
41% less than the experimental value. For the TIPAP/Ew wa-
ter model, no data for the viscosity are known to us, while for
the TIP4P/2005, only very recently?® the dependence of the
value of the viscosity on the pressure at three different temper-
atures was calculated using the Green-Kubo method. The con-
clusion was that, at least at these temperatures, the value of the
viscosity is very well predicted (slightly less than 5% error)
with the TIP4P/2005 water model. Guevara-Carrion et al.’!
compared the SPC, SPC/E, TIP4P, and TIP4P/2005 model for
the prediction of several transport properties of pure liquid
water and mixtures with methanol and ethanol. They found
that the TIP4P/2005 model performed better than the other
models over the whole range of properties. However, they
note that the TIP4P/2005 model does not predict the prop-
erties of the saturated vapor phase correctly. Furthermore, in
other recent papers,”>* it was shown how the TIP4P/2005
water model predicts also other material properties with high
accuracy, and therefore is a promising water model.

In this study, several of the water models (SPC/E, TIP4P,
TIP4P/Ew, and TIP4P/2005) are tested on their ability to
model the viscosity of liquid water between the temperatures
T = 273 and 373 K. Especially, it is shown how Poiseuille
flow generated inside a nano-sized channel can be used to ex-
tract the values of viscosity versus temperature for these mod-
els very efficiently. The flow is generated by a constant body
force on each of the water molecules inside the channel and
the resulting velocity profile is used to calculate the viscosity.
This technique was used before to investigate the viscosity of
simple fluids, like argon,” and has several benefits compared
to the other methods. For example, the reported simulation
times needed in order to obtain sufficiently converged statis-
tics to calculate the viscosity using the Green-Kubo method,
the Stokes-Einstein method, or the Couette shear flow method
are 10, 20, or 60 ns, respectively. Water simulations com-
monly use a time step of 1 or 2 fs, meaning that several tens of
million time steps are required in these simulations and there-
fore imply a considerable computational effort. Although the
periodic perturbation method performs better, where only
2-4 ns of simulation time are needed to obtain the results,
good statistics for the velocity profile can be obtained within
only 1.2 ns of steady-state flow. However, similar to the pe-
riodic perturbation method, the viscosity is not obtained in
a shear-free situation. Therefore, care must be taken that the
shear inside the nano-channel does not become too strong.

Il. METHODS AND SIMULATION DETAILS
A. Poiseuille flow in a nano-sized channel

The value of the viscosity is calculated for the different
water models by examining Poiseuille flow inside a nano-
sized channel illustrated in Figure 1. The Poiseuille flow is
generated by a constant body force f}, in the x-direction, on
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FIG. 1. The MD model of the nano-channel. In total 2048 water molecules
are placed between two solid atomistic walls each consisting of 648 silicon
atoms in four layers. The distance between the centres of the two walls is
~4.3 nm. Poiseuille flow is generated by a body force fj, in the x-direction.

each molecule. The channel itself is created by modelling
two parallel solid atomistic lattice walls at a certain distance
from each other in the z-direction. Between the two walls, the
water molecules are placed. The boundary conditions in the
x- and y-direction are periodic, while in the z-direction, the
water molecules are constricted by the walls. The equation
for (Poiseuille) flow inside a channel in this case is

d du, _
7 (M i ) = —0fbxs (1)

where u, is the (macroscopic) velocity in the x-direction in-
side the channel, p is the liquid density, and p is the unknown
viscosity. The velocity profile and density can be extracted
from the MD simulation, while the applied force is known.
This gives the possibility to relate the resulting Poiseuille flow
to the viscosity of the used water model.

However, care must be taken, since, for example,
Bitsanis et al.”’ showed that, at least for simple liquids like
argon, the effective viscosity inside the channel can increase
considerably in very narrow channels (with a height smaller
than 5 molecular diameters). Similarly, Li et al.>® found ex-
perimentally that the viscosity of water in a subnanometer gap
can be several orders of magnitude larger than the viscosity
of bulk water at the same phase point. One reason for this is
the wall-fluid interaction, which results in a layering effect of
atoms near the wall and this effect only gradually disappears
away from the wall.>’ However, despite this, approximately
quadratic velocity profiles can be obtained for simple liquids
confined to channels only 10 molecular diameters in height.*°
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For more complex liquids, like water simulated in this study,
the same is true, as shown below. Furthermore, in Sec. III,
also the effect of the confinement of the liquid, i.e., the height
of the channel, on the value of the viscosity is studied.

In order to extract the viscosity from the velocity profile,
it is important that only the part of the results are used that
show the expected continuum behaviour. To examine this, an
equilibrium MD simulation (i.e., without applied flow) is car-
ried out, where the variations near the wall and extent of the
variations are studied, especially the density and charge distri-
bution profiles. The density profile should show a region with
a constant value, i.e., the expected continuum value, in the
middle of the channel, while layering of molecules can be vis-
ible near the walls. The charge distribution profile is of inter-
est, because this indirectly gives information about the orien-
tation of the water molecules. However, note that in this study,
the wall atoms are deliberately not charged. This means that
the well-known phenomenon of the electric double layer?! is
not taken into account and the resulting velocity profile is only
due to Poiseuille flow.

B. Water models

All water models that are investigated in this paper have
in common that they solve for the following potential energy
equation between molecules i and j:

|: 000 . 000 ° algt.l diaqjp
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@)
Lennard-Jones interaction between the water molecules is
only considered between the O-atoms of each molecule i and
J» where rpo is the distance between the two atoms. The
Lennard-Jones parameters, €pp and o g, are the interaction
energy strength and the distance at which the potential energy
is zero, respectively. The Coulombic interaction of the water
molecules is computed using a total of N charge sites associ-
ated with each water molecule, where g, is the charge of the
ath charge site of molecule i and € is the electrical permit-
tivity of vacuum. The water models investigated in this article
use N = 3 or N = 4. The bond lengths and angles are fixed
using the SHAKE algorithm.??> The water models differ in the
values of the parameters they use. Table I gives an overview
of the used parameters in the four models compared here.

C. Simulation details

For each water model, several MD simulations are per-
formed in a (canonical) NVT ensemble. The temperature in
the system is controlled by a Nose-Hoover thermostat**3* and
the simulated temperatures range from 273 to 373 K. The
walls of the nano-channel are placed approximately 4.3 nm
apart, measured from the centre of the bottom wall lattice to
the centre of the top wall lattice.

Each of the atomistic walls consists of four layers of
solid atoms, placed and fixed in a fcc lattice, i.e., in a so-
called ABAB stacking. The chosen material properties of
the wall are based on silicon, which has a density of pyun

J. Chem. Phys. 136, 134104 (2012)

TABLE I. The parameters of water models for which the value of viscosity
is determined. The meaning of the parameters is schematically illustrated in
Figure 2.

SPC/E TIPAP TIPAP/Ew  TIP4P/2005

Type a b b b
€00 (kJ/mol) 0.650 0.6480 0.680946 0.7749
oo0 (&) 3.166 3.15365 3.16435 3.1589
q1 () +04238 405200  +0.52422 +0.5564
a2 (e) —0.8476  —1.0400  —1.04844 —1.1128
Lou (A) 1.0000 0.9572 0.9572 0.9572
Lop (A) 0.15 0.125 0.1546
0=0non ) 109.47 104.52 104.52 104.52
Q) - 52.26 5226 5226

= 2329kg/m? at the initialisation temperature of the MD sys-
tem, T;,;; = 293 K. Each wall consists of 648 wall atoms,
which interact (only) with the oxygen atoms according to
the Lennard-Jones 12-6 potential. The Lennard-Jones param-
eters for the wall in the case of silicon are: o4 -0 = 0si—0o
= 3.24A and €0 = €si_0 = 1.274kJ/mol.*® These val-
ues are the initial/standard values and are used in all sim-
ulations, unless stated otherwise. The total number of wa-
ter molecules between the two walls is 2048. These are also
initialised in a fcc lattice, with an initial density of p;,;,
= 998.2kg/m?, and are allowed to melt during the equilibra-
tion process,*® which takes 0.3 ns.

The value of the body force f;,, is chosen such that the
typical maximum velocity inside the channel never exceeds
20m/s. This was done to prevent the shear rate inside the
nano-channel becoming too large. This maximum velocity is
selected since it provides a high signal-to-noise ratio. It was
verified that the value of the viscosity was not greatly affected
by the amount of generated shear in the channel by perform-
ing simulations with different values of f;,.

The integration of Newton’s equation of motion is per-
formed with the Verlet algorithm,?” while the electrostatic in-
teractions are treated by the “particle-particle and particle-
mesh” (PPPM) method.® However, the MD domain only
has periodic boundary conditions specified in two dimen-
sions, the PPPM method must be adapted to prevent erroneous
summation in the direction perpendicular to the walls. The
method adopted here is the 2D-slab method with an added
(vacuum) space at both sides of the wall, and includes the
electrostatic layer correction (ELC) term to prevent slab-slab
interactions.*>*! The grid size for the PPPM method is [36
X 36 x 60] with a splitting parameter 8 = 0.305, while the
cutoff value for the Lennard-Jones interaction is r. = 1.0 nm,
which is approximately 30 ¢¢. In order to verify whether the
cutoff radius and the used grid size for the PPPM method are
sufficient for obtaining the (correct) velocity profile, several
simulations are performed using different quantities. This ef-
fectively controls the accuracy in obtaining the Lennard-Jones
and the electrostatic interactions. The results will show to
what degree the velocity profile is influenced by this change.

For each MD simulation, the total simulation time is
1.5 ns, with a MD time step of 1.0 fs. All results are de-
termined from the last 1.2 ns of the simulation and are
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FIG. 2. Schematic illustration of the parameters of the used water models.

obtained by binning the different macroscopic values in 500
bins, which are equally distributed across the z-direction. This
relatively small simulation time was verified to be sufficient
to obtain consistent values for the viscosity. A test simulation
with a total simulation time of 4.2 ns was compared to the
shorter simulation. The calculated value of viscosity did not
change more than 1% and the statistical error of the data from
the longer simulation decreased slightly.

lll. RESULTS AND DISCUSSION
A. Variations near the channel walls

First, the equilibrium MD simulation is carried out in or-
der to study the variations near the wall. The water model
SPC/E is employed for this simulation, for which the parame-
ters can be found in Table I. During the simulation, the density
and charge distribution values are collected in the bins.

Figure 3 (top) shows the density profile, while the bottom
figure shows the charge distribution across the channel. The
density profile shows large variations near the wall around
a more or less constant value in the middle of the channel.
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FIG. 3. The density profile (top) and charge distribution profile (bottom)
obtained for the nano-channel from the equilibrium MD simulation (p;ni;
=998.2 kg/m3, Tinir = 293 K, using the SPC/E water model).
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These variations are the result of the interaction of the water
molecules with the solid atoms of the wall and can also be
observed experimentally.*> Water molecules spend more time
inside certain layers parallel to the walls, where the interaction
between the wall and the surrounding liquid is closer to equi-
librium than elsewhere. These layers are situated at the peaks
visible in the density profile and come from the fact that due
to the strong LJ repulsion, O-atoms have a minimal distance
in z-direction, but can be disordered (inside the layer) in x-y
direction. On the other hand, because of the dense layer of wa-
ter molecules, the remaining molecules rarely come too close
to this layer because of the strong repulsion at close range.
On either side of a dense layer, fewer molecules are present,
on average, which are the troughs in the density profile. Only
when the water molecules are far enough from the wall, the in-
teraction between the surrounding water molecules becomes
isotropic due to increased disorder, and the result is that more
or less constant density is reached.

The charge distribution profile shows that the orientation
of the water molecules is also constricted near the walls. The
first strong positive peak of the profile indicates that more H-
atoms than O-atoms can be found near the wall, while the first
trough after the peak shows a strong negative charge indicat-
ing a layer of mostly O-atoms coinciding with the first peak of
the density profile. The second peak and trough show some-
thing similar. On the other hand, in the middle of the chan-
nel, the average charge is zero, indicating random distribu-
tion and orientation of the water molecules. Note that the to-
tal charge averaged across the entire profile equals zero, e.g.,
the water inside the channel is neutral. Although in the simu-
lation, the electrokinetic effect caused by charges of the wall
and counter-ions in the water, i.e., the electric double layer,
was deliberately not simulated, the orientation of the water
molecules itself can create a charge distribution in a direction
normal to the wall.

Near-bulk or continuum conditions are established
1.2 nm away from the walls, indicating the possibility to ex-
tract the value of the viscosity. However, the value of the den-
sity in the middle of the channel is about 1035kg/m?, while
the averaged density across the complete density profile is ex-
actly the same as the initialised value, p;,;; = 998.2 kg/m3.
The reason for the higher value of density measured in the
middle of the channel is the combination of the Lennard-Jones
parameters for the wall-fluid interaction and the resulting in-
teraction with the water molecules.

In order to compare the value of the viscosity of each
water model to the experimental value of the viscosity, each
simulation should be performed with a predefined value of the
density in the middle of the channel. The value of the density
that is aimed for is the value at 1 bar for the different tem-
peratures, i.e., p(T)|, = cons: and can be found, for example, in
the book of Bird et al.** There are several ways how this can
be accomplished. One possibility is to change the distance
between the two walls of the channel accordingly. This is
comparable to what is done in an NPT simulation, where
the pressure is kept constant by changing the size of the MD
simulation box, i.e., effectively changing the volume. An-
other possibility is to change the number of water molecules
between the walls, i.e., effectively changing the mass of fluid.
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However, we chose to keep the volume and mass constant
and used an alternative method to change the bulk density.
Namely, the correct density in the middle of the channel
is obtained by adjustment of the wall-fluid interaction
parameter of the wall, o, - ¢. If this value is decreased,
water molecules are able to move closer to the wall and
therefore, on average, have access to a larger volume between
the two walls. This results in a lower density in the middle
of the channel. The following simulations are therefore
performed with a variable value of the wall-fluid interaction
parameter o, — 0. The (macroscopic) density can easily be
sampled and does not require a long simulation time before
a meaningful value is obtained. Therefore, the correct value
of o 41— o0 can be obtained within the equilibration process
(i.e., within 0.3 ns of simulation time) and the remainder of
the simulation is performed with this obtained value. Typical
values of o4 — o resulting from such a simulation ranged
from 0.82 to 1.05 times the nominal value.

B. Viscosity of the water models

The viscosity will be determined for the four different
water models, SPC/E, TIP4P, TIP4P/Ew, and TIP4P/2005
for a temperature range of 7 = 273-373 K by simulating
Poiseuille flow in the nano-channel. As noted before, the
value of the wall-fluid interaction parameter of the wall,
O wall — 0, 18 changed such that the density in the middle of
the channel is equal to the (experimental) value of the den-
sity of water at a pressure of 1 bar. Furthermore, the inter-
action strength between the wall and the water molecules
is changed/increased to: €y,—0 = 3€s5i—0 = 3.822kJ/mol.
This was done in order to reduce any significant slip devel-
oping near the wall.

Figure 4 shows a typical velocity profile obtained from
such a simulation. As expected, the velocity profile is similar
to a Poiseuille flow velocity profile, with only minor differ-
ences very near the wall. In order to determine the viscosity
from the velocity profile, Eq. (1) is rewritten to

n= _pfbx
d?u./dz?’
20.0
points for fit
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z S
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FIG. 4. A typical velocity profile from one of the simulations of water in-
side a nano-channel (using TIP4P/2005). An illustration of the fraction of the
velocity profile used for the curve fit is given.
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Effectively, this means that the second derivative of the ve-
locity profile needs to be measured and the easiest way to do
this is to curve fit the data points of the velocity profile from
the MD simulation with a parabola. From this fitted veloc-
ity profile, the (analytical) second derivative with respect to
the height of the channel can be taken easily. In detail, the
data points, e.g., as shown in Figure 4, are fitted to a function
described by u = uy + a(z — z0)>, where the fitting param-
eters uop and a need to be determined and the parameter z
is taken as the middle of the channel. Doing so, means the
obtained velocity profile is assumed to be symmetric, while
the fitting parameter a is directly related to the second deriva-
tive, and therefore the viscosity by: u = —pfp, /2a. However,
because this value is sensitive to the actual fit, multiple sym-
metric curve fits of different (continuum-like) sections of the
(same) velocity profile of the MD results are taken. The sec-
tions of the velocity profile that are used for the fit are de-
scribed by the fraction of the total velocity profile, where the
value of 1.0 means the obtained velocity profile from wall to
wall is used. In total 10 fits for each MD velocity profile are
performed. The fractions for the set of curve fits are: 0.80,
0.75, 0.70, 0.65, 0.60, 0.55, 0.50, 0.45, 0.40, and 0.35. This
means that for each simulation, a set of 10 values of a is ob-
tained including 10 fit errors. Therefore, the final value for the
viscosity is obtained by averaging the resulting set of fits and
the error of the fitted value is estimated using the correspond-
ing 95% confidence bounds of the set of fits. Therefore, note
that the error described in the results is the fitting error of the
curve rather than the statistical error resulting from the MD
simulation.

However, before the results of the value of viscosity for
several water models are discussed, first the method is com-
pared to results obtained using different methods. As men-
tioned in Sec. I, the method to obtain the viscosity using
the velocity profile in a MD simulation was used by Koplik
et al.> for argon. The value of viscosity they computed was
very similar to the value obtained using other methods, while
the cutoff radius they used was (only) 2.5¢. It is expected that
in the case when water is simulated, the same method to de-
termine the viscosity can be used; however, first it must be de-
termined whether the velocity profile, and therefore the com-
puted value of the viscosity, is not highly influenced by simu-
lation parameters like the confinement of the water molecules
between the two walls, the used cutoff radius, and the accu-
racy of the evaluation of the electrostatic interactions. To test
this, four independent simulations are performed where one
of the parameters is changed and the velocity profile and vis-
cosity are compared to one reference simulation. The refer-
ence simulation uses the simulation parameters as specified in
Sec. II C.

All these simulations are done with the TIP4P water
model at 7 = 298.25 K, for which at least three different
values of the viscosity can be found in literature. For exam-
ple, Wensink et al.'® calculated the value of the viscosity for
the TIP4P model at 7 = 298.25 K and found the values u
= 0464 £+ 0.003 mPa (48.2% error) and u = 0.479
£+ 0.009 mPa (46.5% error) using the periodic perturba-
tion method. Song and Dai'® used the same method and
found the values © = 0.505 £ 0.007 mPa (43.6% error) and
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n = 0.506 £ 0.006 mPa (43.5% error) for the TIP4P model
at T = 300K. Finally, Yongli ez al.'” used the Stokes-Einstein
relation and reported only errors, which are between 30.3%
and 52.3% for experimental and calculated values. The ref-
erence simulation performed using the method described in
this article leads to a value for the viscosity: u© = 0.481
+ 0.015 mPa (46.3% error) and therefore similar to the re-
sults obtained by others using different methods. In order to
verify the sensitivity of several model parameters on the vis-
cosity, the four other simulations are compared to this value.

The first simulation compares the results of the reference
simulation to the results obtained from a simulation where
the distance of the walls is 6.4 nm which is 1.5 times larger
than the reference case. This means that the number of water
molecules inside the channel is N = 3072 and the fluid is less
confined, i.e., a larger part of the density profile does not show
variations, compared to the reference case. In order to main-
tain the same accuracy in obtaining the electric interactions
compared to the reference simulation, the PPPM grid size also
needs to be increased. In order to do so, the method described
by Deserno and Holm** is used. The resulting PPPM grid size
is [36 x 36 x 72] with a splitting parameter 8 = 0.306. The
cutoff value for the Lennard-Jones interaction is kept at r,
= 1.0 nm. As expected, the resulting density profile of this
simulation showed a larger range where the value is the (ex-
pected) continuum value, while only near the walls large vari-
ations are visible, similar to those in Figure 2(a). However, the
shape of the velocity profile did not change much. The vis-
cosity is calculated from this velocity profile and the resulting
value is: u = 0.508 % 0.032 mPa (43.2% error), which is in
the range of errors obtained by others previously.

The next three simulations deal with the influence of the
used cutoff radius on the velocity profile and the value of vis-
cosity. The first two simulations verify whether the PPPM size
and therefore the accuracy of the electric interaction has an
influence. In order to test this, the following grid sizes are
compared: [18 x 18 x 32] and [72 x 72 x 120], with split-
ting parameters 8 = 0.253 and B = 0.350, respectively. This
corresponds to a factor 10 decrease and increase in accuracy
compared to the reference simulation, respectively. The re-
sults from these simulation showed that the computed values
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FIG. 5. The values of the viscosity as a function of the temperature obtained
from the curve fit of the velocity profile for the four different water models.
The errors of the fits are also displayed. The lines in the figure are obtained
from a fit of the type: 1 = (T — To)~?, where the fit with experimental data
from Bird et al.* is used for reference.

of viscosity are: u = 0.516 £ 0.017 mPa (42.4% error) and
u = 0.531 4+ 0.018 mPa (40.7% error), in the case of lower
and higher accuracy, respectively. The third simulation tests
whether the cutoff radius used for the Lennard-Jones interac-
tions has an influence. This simulation uses a cutoff radius of:
r. = 1.2 nm, while the accuracy of the electric interactions
remains the same. The results from this simulation lead to a
viscosity of: u = 0.455 + 0.013 (49.1% error).

In conclusion, the results show that the calculated values
of the viscosity are not highly sensitive to the change of sim-
ulation parameters like the PPPM size, cutoff radius, and size
of the MD domain. The values of the viscosity that are ob-
tained in range from 0.455 to 0.531 mPa, which means that
the error between the experimental and the calculated value is
between 40.7% and 49.1%. This is within the range of errors
obtained by others using different methods. Further research
is necessary in order to examine the full extend of the influ-
ence of the simulation parameters on the viscosity. Next, the
results of the simulations using the four different water mod-
els are discussed.

TABLE II. The values of viscosity from the four water models as obtained from the fitted velocity profile and the errors in percent between the calculated and

experimental values of the viscosity of water.

SPC/E TIP4P TIP4P/Ew TIP4P/2005 Experiment
" 1 12 12 Mexp
(1—ttexp) (1—ttexp) (1—ttexp) (1—ptexp)
T(K) (mPa) T[}I (mPa) Tp” (mPa) Tp” (mPa) Tp” (mPa)
273 1.282 + 0.0940 —27.9% 0.668 £+ 0.0515 —62.4% 1.601 £ 0.1459 —10.0% 1.697 £ 0.1259 —4.6% 1.778
277 1.073 £ 0.0556 —-31.7% 0.698 £+ 0.0232 —55.6% 1.196 £ 0.0776 —23.9% 1.506 £ 0.1125 —4.2% 1.572
283 0.879 £+ 0.0356 —32.6% 0.605 £+ 0.0179 —53.6% 1.057 £ 0.0947 —18.9% 1.114 £ 0.0629 —14.5% 1.303
293 0.795 £ 0.0473 —20.8% 0.544 £+ 0.0143 —45.8% 0.744 £ 0.0261 —25.9% 0.928 £ 0.0341 —7.6% 1.004
303 0.663 £ 0.0239 —17.3% 0.479 £0.0146 —40.2% 0.705 £ 0.0249 —12.0% 0.817 £ 0.0476 +1.9% 0.802
313 0.519 £ 0.0134 —21.1% 0.402 £ 0.0089 —38.8% 0.538 +0.0148 —18.2% 0.586 + 0.0280 —10.8% 0.658
323 0.424 £ 0.0154 —-23.1% 0.325 £ 0.0125 —41.0% 0.483 £ 0.0240 —12.3% 0.557 £+ 0.0248 +1.0% 0.551
343 0.370 & 0.0193 —8.9% 0.285 £+ 0.0135 —29.9% 0.384 £+ 0.0218 —5.5% 0.408 £ 0.0152 +0.3% 0.407
363 0.301 £ 0.0097 —4.2% 0.280 £+ 0.0159 —11.1% 0.270 £ 0.0110 —14.3% 0.320 £+ 0.0135 +1.8% 0.315
373 0.271 £ 0.0068 —3.6% 0.251 £0.0128 —10.5% 0.264 £ 0.0110 —6.1% 0.291 £ 0.0120 +3.8% 0.281
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TABLE III. The parameters obtained from the fit of the type u = (T
— T)~" from the data points as shown in Figure 5.

Experiment TIP4P/2005 TIP4P/Ew SPC/E TIP4P
T, 225.4 224.0 224.5 212.4 173.6
b 1.637 1.642 1.677 1.633 1.578

Figure 5 shows the obtained values for the viscosity and
the errors of the fits for the four different water models. The
experimental values of the viscosity are displayed for ref-
erence. The curves are obtained from a fit of the type: u
= (T — Ty)~", where temperatures are scaled by units Kelvin
(K) and p is in units of mPa, fitted to experimental data,
e.g., from Bird et al.,® where Ty = 225.4 K and b = 1.637.
Table II shows the obtained values of viscosity from the four
different water models and the deviation from the experimen-
tal value of viscosity in percent. Table III shows the fit param-
eters obtained from the simulation results of the four water
models.

The results show that the TIP4P water model severely un-
derpredicts the value of the viscosity at all liquid water tem-
peratures, especially at the lower temperatures, where the de-
viation from the experimental value is 45%—60%, as found
also by others.!”- '8 The SPC/E model and the TIP4P/Ew water
model show comparable performance in predicting the value
of the viscosity. The TIP4P/Ew water model is slightly bet-
ter, but does so with more computational effort because of the
extra interaction site involved. In general, the deviations are
about 15%-30% for the SPC/E water model and 10%—-25%
for the TIP4AP/Ew water model at the lower temperatures. The
error for the SPC/E water model at 7= 293K and 7 = 303 K
are very similar to the errors reported by others.'% >3 Both
models predict the value of the viscosity within 10%—15%
for the higher temperatures. However, the TIP4P/2005 water
model performed best. In general, the errors for the whole
range of liquid water temperatures are below 8%, besides two
outliers that are below 15%.

Overall, the averaged data confirm the above conclu-
sions; when the values are averaged over the whole temper-
ature range, the TIP4P model underpredicts the viscosity by
as much as 39%, the SPC/E and TIP4P/Ew water models un-
derpredict the viscosity by 19% and 15%, respectively, while
the TIP4P/2005 water model underpredicts the value of vis-
cosity by (only) 3%.

IV. CONCLUSIONS

The numerical results presented in this paper show how
the viscosity for four different water models is calculated and
how it compares to experimental values. This was accom-
plished by simulating Poiseuille flow in a MD nano-channel.
The value of the viscosity was determined by curve fitting
the resulting velocity profile and comparison of the profile
to a continuum Newtonian solution. The benefit of using
this method is the fact that good statistics for the velocity
profile can be obtained within only 1.2 ns of steady-state
flow, which is considerably faster than alternative methods
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for finding the viscosity from MD simulations. The results
from the simulations showed that of the four models consid-
ered here, the TIP4P/2005 water model gives the best pre-
diction of the viscosity over a wide range of temperatures
of liquid water, the TIP4P model performs worst, while the
SPC/E and TIP4P/Ew water models performed similar and
resulted in moderate accuracy for the value of the viscos-
ity. Therefore, if a simulation is required for situations where
the viscosity plays an important role, the TIP4P/2005 wa-
ter model is recommended. Finally, note that in this study,
several parameters are varied and the effect of varying these
for most of them is small. However, a more detailed param-
eter study is needed to understand the possibility of a sys-
tematic dependence of the viscosity on system and model
parameters such as, e.g., system size, cutoff radius, or wall
properties. Furthermore, the models were not evaluated con-
cerning the phase transitions or other more advanced prop-
erties of water, neither was the polarisability of water taken
into account, so that enough options for future research
remain.
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