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Summary

The reliable removal of acid gas components, such as carbon dioxide (CO2) and

hydrogen sulfide (H2S) from natural gas is an important technical challenge.

Crude oil and hydrocarbon gas streams may contain high levels of CO2 and/or

H2S as contaminants. It is desirable to prevent any contaminant to reach the sur-

face, or to considerably reduce the contaminant levels reaching surface facilities.

Opportunities for the disposal of the unwanted components include subsurface

sequestration of the substances.

This book analyses the underlying thermodynamic properties of the involved

mixtures and proposes a modelling formalism. The first Chapter gives background

to the project, introduces the molecular methods that are applied in later chapters,

and identifies scientific needs that are addressed with this book.

Chapter 2 proposes a physically sound model for the phase equilibrium of

CO2 and H2S with hydrocarbons and water. The perturbed-chain polar sta-

tistical associating fluid theory (PCP-SAFT) equation of state is parameterized

to correlate phase equilibria for mixtures of hydrogen sulfide and carbon dioxide

with alkanes, with aromatics, and with water over wide temperature and pressure

ranges. The binary mixtures of H2S-methane and CO2-methane are studied in

detail including vapor-liquid, liquid-liquid and fluid-solid phase equilibria as well

as the three phase equilibria. Very satisfying results were obtained for the bi-

nary mixtures as well as for the ternary mixture of H2S-CO2-methane using the

(constant) interaction parameters of the binary pairs.

The mixture’s critical points are relevant for conditions of natural gas reser-
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ii SUMMARY

voirs and the separation process for CO2 and H2S. Chapter 3 proposes a model

for an adequate description of the critical region (as well as conditions away from

the critical point) using renormalization group corrections. Classical fluid theories

do not describe the long-range fluctuations that occur in the vicinity of a pure

component or mixture’s critical point. The perturbed-chain statistical associa-

ting fluid theory (PC-SAFT) equation of state is extended with a renormalization

group theory for mixtures. The theory accounts for the long-range density fluc-

tuations and the results reduce to the results of the classical PC-SAFT equation

of state away from the critical point. Two approximation methods, the isomor-

phic density approximation and the individual phase-space cell approximation, are

used for the renormalization group corrections of mixtures. The two variants are

evaluated by comparison to experimental vapor-liquid data for systems of alkanes,

carbon dioxide and hydrogen sulfide. Overall, the considered implementation of

the individual phase-space cell approximation is slightly superior to the isomor-

phic density approximation for the mixtures investigated here. The individual

phase-space cell approximation tends to overestimate the renormalization correc-

tions for some cases but generally leads to good agreement with experimental

data for binary mixtures.

The surface tension of the considered fluids are important in many techni-

cal processes, for example in separation processes using membrane contactors.

Chapter 4 proposes a model for the calculation of the surface tension including

the critical region. This study for the first time proposes a density functional

theory (DFT) treatment that enforces the critical point through a renormali-

zation procedure. A Helmholtz energy functional is here proposed, where the

long-range density fluctuations leading to the universal critical scaling behavior

are accounted for using a renormalization group theory. The appeal of the ap-

proach is its simple implementation, where the renormalization is treated in a

local density approximation. The model is almost exact at the critical point.

Away from the critical point, the model reduces to the perturbed chain statistical

associated fluid theory (PC-SAFT) equation of state. The conventional PC-SAFT

pure component parameters are supplemented with a single substance-specific re-

normalization parameter, which is adjusted to reproduce the bulk phase critical

temperature. The surface tension is obtained with excellent agreement to experi-

mental data for some non-polar and moderately polar substances (alkanes, ethers,

acetates, aromatic substances) up to the critical point.
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Chapter 5 proposes a simple, pragmatic model for the solubility of CO2 in

K2CO3 aqueous solutions. The solubility of carbon dioxide (CO2) and hydrogen

sulfide (H2S) in basic aqueous electrolyte solutions is determined by a combined

phase and reaction equilibrium. A cubic equation of state is applied to model the

vapor-liquid equilibria of these reacting systems. The Peng-Robinson equation of

state with Wong-Sandler mixing rules is combined with an extended UNIQUAC

model for electrolytes where ion-specific interactions are determined from a Debye-

Hückel term. The thermodynamic model is parameterized for aqueous systems

containing carbon dioxide and hydrogen sulfide along with water and potassium

carbonate solutions at high pressure. The UNIQUAC binary interaction parame-

ters are estimated by minimizing deviations in the liquid phase composition of the

model with respect to the experimental data. The data is taken from literature

and is supplemented by own experimental work conducted as part of this study.

This study provides models for the physical properties of natural gas and crude

oil mixtures, needed for a reliable calculation of separation systems. An adequate

model for electrolytes which is needed for an improved modelling of a membrane

contactor remains to be developed.





Samenvatting

De betrouwbare verwijdering van zure gascomponenten, zoals kooldioxide(CO2)

en waterstofsulfide (H2S) uit aardgas is een belangrijke technische uitdaging.

Ruwe olie en koolwaterstoffengassen kunnen hoge gehaltes aan CO2 en/of H2S

bevatten als verontreinigingen. Het is wenselijk dat wordt voorkomen dat veron-

treinigingen het aardoppervlak bereiken, of dat er een aanzienlijke reductie van

deze concentraties plaatsvindt voordat installaties aan de oppervlakte worden

bereikt. Mogelijkheden voor het verwerken van de ongewenste stoffen bevatten

ondergrondse opslag van deze stoffen.

Dit proefschrift analyseert de onderliggende thermodynamische eigenschap-

pen van de betrokken mengsels en stelt een modelformalisme voor. Het eerste

hoofdstuk beschrijft de achtergrond bij het project, introduceert de moleculaire

methoden die worden toegepast in latere hoofdstukken, en omschrijft de weten-

schappelijke behoeften waarin het proefschrift wil voorzien.

Hoofdstuk 2 legt een moleculair gebaseerd model voor voor het fase-evenwicht

van CO2 en H2S met koolwaterstoffen en water. De geperturbeerde-keten po-

laire statistische associrende vloeistoftheorie (PCP-SAFT) toestandsvergelijking

is geparametriseerd om fase-evenwichten te correleren voor mengsels van waters-

tofsulfide en kooldioxide met alkanen, met aromaten, en met water over een breed

temperatuur- en drukbereik. De binaire mengsels van H2S-methaan en CO2-

methaan zijn in detail bestudeerd met inbegrip van damp-vloeistof-, vloeistof-

vloeistof- en vloeistof-vaste-stofevenwichten, alsmede de drie fase-evenwichten.

Zeer bevredigende resultaten werden verkregen voor de binaire mengsels en ook

v
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voor het ternaire mengsel van H2S-CO2-methaan met behulp van de (constante)

interactieparameters van de binaire paren.

De kritieke punten van het mengsel zijn relevant voor de toestand in aardgas-

reservoirs en het scheidingsproces voor CO2 en H2S. Hoofdstuk 3 stelt een model

voor voor de adequate beschrijving van het kritieke gebied (en ook toestanden

hierbuiten) met behulp van renormalisatiegroepcorrecties. Klassieke vloeistof-

theorien beschrijven niet de grote fluctuaties die zich voordoen nabij een kri-

tiek punt in een zuivere component of een mengsel. De geperturbeerde-keten

statistische associrende vloeistoftheorie (PC-SAFT) toestandsvergelijking is uit-

gebreid met een renormalisatiegroeptheorie voor mengsels. De theorie neemt

grote dichtheidsfluctuaties in acht en de resultaten reduceren tot resultaten voor

de klassieke PC-SAFT toestandsvergelijking uit de nabijheid van het kritieke

punt. Twee benaderingsmethoden, de benadering van isomorfe dichtheden en

fase-ruimtecelbenadering, worden gebruikt voor renormalisatiegroepcorrecties van

mengsels. De twee varianten zijn gevalueerd door ze te vergelijken met ex-

perimentele damp-vloeistofgegevens voor systemen van alkanen, kooldioxide en

waterstofsulfide. Over het algemeen is de fase-ruimtecelbenadering licht super-

ieur aan de isomorfe benadering voor de hier onderzochte mengsels. De fase-

ruimtecelbenadering neigt ertoe in sommige gevallen de renormalisatiecorrecties

te overschatten, maar in het algemeen is er goede overeenkomst met experimentele

data voor binaire mengsels.

De oppervlaktespanningen van de beschouwde vloeistoffen zijn van belang in

veel technische processen, bijvoorbeeld in scheidingsprocessen met behulp van

een membraanabsorber. Hoofdstuk 4 stelt een model voor voor de berekening

van de oppervlaktespanning met inbegrip van het kritieke gebied. Deze studie

is de eerste die een aanpak op basis van de dichtheidsfunctionaaltheorie (DFT)

biedt, waarbij het kritieke punt met een renormalisatieprocedure wordt afgedwon-

gen. Een Helmholtzenergiefunctionaal wordt hier voorgesteld, waarbij de grote

dichtheidsfluctuaties, die leiden tot het universeel kritisch schalingsgedrag, wor-

den verwerkt met behulp van een renormalisatiegroeptheorie. Dit is aantrekkelijk

vanwege de eenvoudige uitvoering, waar renormalisatie wordt behandeld in een

lokale dichtheidsbenadering. Het model is bijna exact op het kritieke punt. Bui-

ten het kritieke punt, reduceert het model tot de PC-SAFT toestandsvergelijking.

De conventionele PC-SAFT parameters van pure componenten worden aangevuld

met één enkele stofspecifieke renormalisatieparameter, die is aangepast om de kri-
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tieke temperatuur in de bulkfase te reproduceren. De oppervlaktespanning die

wordt verkregen heeft een uitstekende overeenkomst met experimentele gegevens

voor een aantal niet-polaire en matig polaire stoffen (alkanen, ethers, acetaten,

aromatische stoffen) tot aan het kritieke punt.

Hoofdstuk 5 stelt een simpel pragmatisch model voor voor de oplosbaarheid

van CO2 in K2CO3 oplossingen in water. De oplosbaarheid van koolstofdioxide

(CO2) en waterstofsulfide (H2S) in basische waterige elektrolytenoplossingen wordt

bepaald door een gecombineerd fase- en reactieevenwicht. Een cubische toestand-

svergelijking wordt toegepast om de damp-vloeistofevenwichten van deze rea-

gerende systemen te modeleren. De Peng-Robinson toestandsvergelijking met

Wong-Sandler mengregels wordt gecombineerd met een uitgebreid UNIQUAC mo-

del voor elektrolyten, waarbij ion-specifieke interacties worden bepaald uit een

Debye-Hückel term. Het thermodynamische model is geparametriseerd voor wa-

terige systemen die zowel kooldioxide en waterstofsulfide bevatten als ook water

en kaliumcarbonaatoplossingen bij hoge druk. De UNIQUAC binaire interactie-

parameters worden geschat door het minimaliseren van afwijkingen, vergeleken

met de experimentele data, in de samenstelling van de vloeibare fase van het mo-

del. De gegevens zijn afkomstig uit de literatuur en worden aangevuld met eigen

experimenteel werk verricht in het kader van deze studie.

Deze studie voorziet in het modeleren van de fysische eigenschappen van aard-

gasmengsels of ruwe-oliemengsels, die nodig zijn voor de betrouwbare calculatie

van scheidingssystemen. Een adequaat model voor elektrolyten, wat nodig is om

het modeleren van membraanabsorbers te verbeteren, moet nog worden ontwik-

keld.
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2 INTRODUCTION 1.1

Theories from Molecular Thermodynamics have developed vividly over the

past years and the models that are derived from applying molecular theories

have proven highly useful in understanding, correlating and predicting complex

mixtures. The term ‘complex’ is here used for mixtures

• where specific, non-isotropic molecular interactions are present, such as

hydrogen-bonding, polar, and ionic interactions

• where phase and reaction equilibra have to be considered simultaneously,

and in particular where the reactions involve electrolyte species

• in the vicinity of the critical point, where long-range density fluctuations

need to be accounted for explicitly.

This thesis is concerned with the thermodynamic description of systems contai-

ning acid gases with hydrocarbons and water, in the presence of chemical elec-

trolyte reactions. The technical relevance of such mixtures spans a wide range of

temperature and pressure and particularly includes the region around the criti-

cal point of such mixtures. In that respect all of the above elements that reflect

complexity are present in the considered systems.

An equation of state model is a mathematical equation that relates tempera-

ture, pressure, molar volume and compositions (T ,p,v,xi). If supplimented only

with pure components’ enthalpies (or heat capacities) in the ideal gas state, an

equation of state can provide all other thermodynamic properties, such as, che-

mical potential (or activity), phase equilibrium, and entropy. Molecular based

equations of state, however, also allow the calculation of interfacial properties.

This thesis proposes comprehensive parameterizations of a molecular-based

equation of state and extends equation of state approaches in several ways: (1)

for calculating phase equilibria up to the critical point of mixtures. And (2), a

new equation of state (Helmholtz energy functional) is proposed to calculate the

surface tension with quasi-exact behavior at the critical point.

1.1 Molecular based equation of state

Molecular-based theories yield significant improvements compared to phenome-

nological approaches to predict phase behavior in complex mixtures. These fluid

theories take classical intermolecular potentials as a starting point. Statistical
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thermodynamics provides two major routes to develop a molecular-based mo-

del of the microscopic and macroscopic behavior of the considered component or

mixture. The first route is given by integral equations leading to the mean local

arrangement of molecules to one another (the so-called pair distribution function)

which in turn enables the calculation of other thermodynamic properties. The se-

cond route is given by perturbation theories, where the properties of a substance

are obtained by expanding around the properties of an (approximately) known

reference fluid. This approach is briefly described below.

Modern equations of state are developed in terms of the Helmholtz energy

per molecule f(T, ρ1, ...ρK) = F (T,V,N1,...NK)
N as a function of temperature T

and density ρi = Ni

V of component i, while all other properties of interest are

determined from thermodynamic derivatives of the Helmholtz energy. The pres-

sure, for example, is obained from p = ρ2(∂a∂ρ )T,N with the total number density

ρ =
∑K
j=1 ρj and the chemical potential is µi = ( ∂F∂Ni

)T,V,Nj 6=i
.

1.1.1 Ideal gas contribution

A molecular description of a fluids’ ideal gas state is obtained by solving the

partition function in the absence of intermolecular interactions. The ideal gas

contribution to any thermodynamic quantity only comprises contributions due to

the kinetic energy of the atomic fluids. For the temperature range of interest in

our study, the quantized energy states can without significant error be conside-

red so closely spaced, that the kinetic and potential energy can be considerd as

continuous [1, 2]. This leads to the ideal gas Helmholtz energy contribution F id,

as

F id = kT
∑

Ni
(
ln[ρiΛ

3
i ]− 1

)
(1.1)

where, Λi(T ) is the de Broglie wavelength, which here comprises the transla-

tional and internal degrees of freedom. Further, k denotes the Boltzmann constant

and Ni is the number of molecules of component i. If the thermal equation of

state is considered, then the ideal gas contribution trivializes to the well-known

relation p = ρkT for the system pressure. Details of the ideal gas contribution,

in particular the temperature dependence of the de Broglie wavelength, are irre-

levant in this variable set. Eq. 1.1 determines properties such as the enthalpy of

a substance and could be used accordingly. In practice, one usually takes a dif-
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ferent approach by providing an empirical correlation for, say, the heat capacity

of a substance. In the course of this study, namely in Chapter 3 and Chapter 4,

however, the calculation of ideal gas contribution are needed explicitly.

1.1.2 Hard-sphere fluid

The hard sphere fluid is model fluid with a potential φ(r) along the radial distance

r from one to another spherical particle as displayed in Figure 1.1. The potential

is zero for all distances r > σ, so that the particles do not attractively interact.

At r = σ the potential shows an infinitely sharp repulsive behavior, much like two

idealized billard balls do. The Lennard-Jones potential also shown in Figure 1.1

is another more realistic potential for simple fluids.

Ф(r)

ε

σ r

σ

Hard sphere potential

Lennard-Jone potential

Figure 1.1: Two different potential profiles used in the equation of state calculation

Although the hard sphere doesn’t show a vapor-liquid transition and has ther-

modynamic properties far from those of any real substance, it is of great theore-

tical and practical interest. The imporance is due to the fact that it can serve

as reference fluid that already bears important features of real substances. In

particular, the arrangement of spherical molecules around one another (the pair

distribution function) of a hard sphere fluid is a good approximation to that of an
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attractive fluid of same density. This observation is used in perturbation theories,

where the properties of attractive fluids are developed by expanding the pair dis-

tribution function around the one of hard-sphere fluid. The advantages that the

hard-sphere fluid offers is, first, that all properties are a function of density only

(i.e. independent of temperature). Secondly, the hard sphere model doesn’t show

a liquid-vapor phase transition, with the involved instable regions in the entire

fluid regime. As a result of both aspects, the properties of the hard-sphere fluid

and those of mixtures of hard spheres are well-known. Accurate correlations of

hard-sphere properties are partially empirical [1].

1.1.3 Hard-chain fluid

Both of the potentials introduced above, the hard-sphere potential and Lennard-

Jones potential are for spherically symmetric fluids. The treatment of non-

spherical substances can nonetheless be based on these potentials. That is when

modelling a molecule such as nitrogen N2 as two fused spherical segments, both

of which interact with, say, a Lennard-Jones potential to the spherical segments

of another molecule. Also complex fluids can be build up by spherical segments.

In general the full geometrical details of a large molecule are difficult to deal

with in fluid theories. However, it is possible to represent larger molecules more

coarse-grained, i.e. as chains of tangentially bonded spherical segments. This

molecular model still preserves much of the essence of a molecule: its size and a

representation of its non-spherical shape. This molecular model has shown to be

successful even for fully polymeric substances[3, 4, 5].

In order to describe chains of bonded spheres based on spherical fluids it is

required to connect spheres to form a chain. The term ‘to connect’ refers to a

theory, that provides the Helmholtz energy change for connecting spheres. Such

a theory was developed by Wertheim[6, 7, 8, 9]. His first order perturbation

theory (TPT1) was developed for specific off-center sites on a spherical core, that

can interact with other off-center sites on other particles. The resulting theory

provides a powerful framework for modelling specific, directed interactions, such

as hydrogen bonds of fluids. If two such interactions are considered at the limit

of infinite attraction, however, the theory irreversibly connects the spherical cores

to chains. The theory for connecting a defined number m of spherical cores to a

chain of connected spheres was worked out by Chapman et al.[10, 11], leading to
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the Statistical Associating Fluid Theory (SAFT) equations of state. The stucture

of the SAFT equation of state for hard chains

Fhsc = Fhs + F chain (1.2)

where, Fhsc is the Helmholtz energy of the hard-sphere chain fluid, Fhs the Helm-

holtz energy of all involved spherical segments that interact as hard spheres. Fur-

ther, F chain denotes the contribution of connecting the spheres to form chains. In

the notation applied throughout this study, we define all Helmholtz energy contri-

butions to be ‘residual’ contributions, so that the ideal gas contribution needs to

be added in order to get to the Helmholtz energy.

1.1.4 Perturbation theory

Perturbation theories are based on the observation that the arrangement of mole-

cules around one another is primarily determined by strong, short range repulsive

forces, or in turn, that the structure of a fluid is only slightly modified by weak,

long range attractive forces. The pair distribution function g(r) captures the

average arrangement of molecules towards each other. For spherically symmetric

fluids, g(r)ρ4πr2 dr gives the probability of finding other molecules in the inverval

of distance r and r+ dr from a considered central molecule. Figure 1.2 illustrates

this interpretation. The figure also shows a typical pair correlation function of a

spherically symmetric fluid at high density. The peaks are the ‘shells’ of neighbors

which are around a central molecule. The notation g(r) is common although the

pair distribution function is actually dependent on distance r, all densities ρi,

temperature T , and for non-isotropic fluids the orientation and conformation of

the two considered species.

In perturbation theories for spherical molecules, the hard sphere fluid is usually

taken as the reference and the non-directional attractive (dispersive) forces are

taken as the perturbation. The idea of a perturbation theory is mathematically

developed by decomposing the intermolecular potential into a harshly repulsive

part φ0(r) and an attractive branch φa(r), as

φλ(r) = φ0(r) + λφa(r) (1.3)

where λ, with 0 ≤ λ ≤ 1, is a coupling parameter that can lead to a continuous
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Figure 1.2: Illustration of the pair distribution function g(r) giving the average arran-
gement of the molecules around a central molecule.

transition from the reference fluid with potential φ0(r) (with λ = 0) towards the

target fluid φ(r) = φλ=1(r) (with λ = 1). The perturbing potential is simply the

difference between target and reference potential, φa(r) = φ(r)−φ0(r). With this

coupling parameter, the Helmholtz energy of the target fluid is

F = F0 +

∫ 1

0

(
∂F

∂λ

)
dλ (1.4)

where F0 is the Helmholtz energy of the reference fluid. When the partition

function and the definition of the pair distribution function are introduced in

Eq. 1.4 one can derive the relation

F = F0 +
1

2
ρN

∫ 1

0

∫ ∞
0

gλ(r)φa(r)4πr2drdλ (1.5)

This equation is exact for spherically symmetric fluids in homogeneous phases.

Both conditions are in the course of this study relaxed: in Chapter 4 an analogous

equation, but now extended to chain fluids, is formulated for inhomogeneous

systems and is applied to interfaces. The direct application of Eq. 1.5, however, is

hindered by the fact that the pair distribution function is now needed not only for

the reference fluid, but for fluids with potentials φλ(r) for all values of λ. That

is generally not available. Rather, one can now develop an expansion of gλ(r)
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around the reference fluids’ pair distribution function, as

gλ(r) = g0(r) +

(
∂g(r)

∂λ

)
0

λ+ ... (1.6)

where the subscript ‘0’ for all terms on the right hand side of the equation is for

λ = 0, i.e. for the reference fluid.

With this expansion, the Helmholtz energy is also obtained as the sum of

terms, as

F = F0 + F1 + F2 + ... (1.7)

where F0 is the Helmholtz energy of the reference fluid and F1 and F2 are

the first and second order perturbation terms, respectively. For spherical fluids,

in practice, it is often the hard-sphere fluid (superscript ‘hs’), that serves as a

reference fluid. The perturbation terms of first and second order are then

F1 =
1

2
ρN

∫
ghs(r)φa(r) 4πr2 dr (1.8)

F2 =
1

2
ρN

∫ (
∂g(r)

∂λ

)
λ=0

φa(r) 4πr2 dr (1.9)

An explicit expression can be derived for the second order term, however,

the derivation as well as the final result is quite involved[12]. The application of

the resulting second order term is limited by the fact that 3-body and 4-body

correlation functions are required, for which simple theories are absent. Barker

and Henderson have derived an approximate expression for the second order term

by approximating microscopic properties as their macroscopic analoges[13, 14].

This expression involves only the pair correlation function of the reference fluid

and can thus conveniently be evaluated.

The first generation of SAFT equations have assumed the hard chain fluid as

a reference, but have subsequently ignored the chain formation in the attractive

term[10, 11, 15, 16, 17]. More rigorously, one can take two paths to get towards a

description of attractive chain fluids. The first is to apply a perturbation theory

to hard spheres in order to get a theory for attractive spheres, and subsequently

apply Wertheim’s theory to connect these attractive spheres to attractive chains.

There are several SAFT variants that have taken that path[18, 19, 20, 21, 22].

The second path is to first connect the hard spheres to a hard-sphere chain using
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Wertheim’s TPT1, while subsequently apply a perturbation theory to get attrac-

ting chains. This approach was taken by Gross and Sadowski, who considered

a hard-chain reference fluid and reformulated the perturbation theory for chain

fluids[23, 24]. This model is referred to as Perturbed-Chain Statistical Asso-

ciating Fluid Theory (PC-SAFT) equation of state. Several reviews summarize

recent developments of the SAFT-models[5, 4, 3].

The PC-SAFT model was later extended to explicitly account for polar in-

teractions, as a result of a molecules’ dipole moment or quadrupole moment. A

perturbation approach was also applied to derive a Helmholtz energy contribution

due to polar moments. This lead to the Perturbed-Chain Polar Statistical Asso-

ciating Fluid Theory (PCP-SAFT) equation of state, which is applied in Chapter

2, and is modified in Chapter 3 and in Chapter 4. In summary, the PCP-SAFT

equation of state has the form

F = F id + Fhsc + F disp + F assoc + F polar (1.10)

where Fhsc is the Helmholtz enery contribution of hard sphere chains, F disp =

F1 + F2 (analogous to Eq. 1.8 and 1.9, but for chain molecules) is the dispersion

term describing the attraction of chain molecules, F assoc is the association term

based on Wertheim’s TPT1 describing the H-bonding interactions[25, 26, 27, 10,

11, 15], F polar is the polar term describing the interactions due to dipolar and qua-

drupolar moments[28, 29, 30] and possibly accouting for the effect of electrostatic

polarizibility[31].

1.2 Phase equilibrium

Thermodynamics is usually subdivided into a theory dealing with equilibrium and

into one concerned with irreversible processes. The equilibrium condition that

the entropy is maximal for a closed system of defined internal energy, volume

and composition, can be recast into three equilibrium conditions. For the phase

equilibrium betwee two coexisting phases (1) and (2) these conditions are: T (1) =

T (2) for thermal equilibrium, p(1) = p(2) for mechanical equilibrium, and µ
(1)
i =

µ
(2)
i for all components i as the chemical equilibrium condition.

Thermodynamic models are needed to determine the chemical potentials. The

condition of same chemical potentials in all coexisting phases is used for calcula-
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ting the phase equilibria from these models. In this thesis, we use analytic equa-

tion of state models for the chemical potential of all phases, so that the condition

of same chemical potentials is equivalent to the condition of same fugacities fi.

For two phases, it is

f
(1)
i = f

(2)
i (1.11)

In many engineering applications, the chemical potentials of two phases are eva-

luated with different models. This is done for example for vapor-liquid equilibria

using Gibbs excess energy models[32]. While this is limited to a range of tem-

peratures and pressures and requires the mixtures to be far from their critical

points, we use the same equation of state for all phases so that phase equilibrium

correlations or predictions can be made over a wide range of temperature and

pressure, including near the critical region.

Equations of state developed for fluid phases are almost unanimously inca-

pable of describing the liquid solid phase transition. It is nonetheless possible to

calculate solid-fluid equilibria using such models. That is accomplished by ex-

pressing the chemical potential of a compound i for a solid phase based on the

chemical potential of a hypothetical fluid, as

µsolidi = µhypothetical fluid
i +

(
µsolid
i − µhypothetical fluid

i

)
(1.12)

The equation of state model is then applied to estimate the properties of

component i in the hypothetical state of a liquid. The bracketed term on the

right hand side of Eq. 1.12 can conveniently be expressed in terms of a pure

component phase transiton enthalpy of the considered species. The details of this

approach are given in Chapter 2.

1.3 Identifying physical property needs - separation of acid
gases as an example

This subchapter illustrates the need for physical properties of complex mixtures

involving acid gases by analysing a novel separation process, namely a membrane

contactor, as an example. This study was conducted as part of the Integrated Sys-

tem Approach Petroleum Production (ISAPP) program (see Appendix A) which

is a joint initiative by TNO, Shell and Delft University of Technology targeting
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at research in upstream oil and gas production technology. As part of the ISAPP

initiative the author proposed an absorption process, which could be realized

underground, i.e. within the bore well. A membrane contactor is promising to

address the challenges of an underground separation process. Considering this

process as an example here, allows us to deduce and motivate physical-property

needs for describing such processes.

Natural gases may contain light non-hydrocarbon compounds, such as carbon

dioxide and hydrogen sulfide. These acid gases must be removed to sweeten the

gas phase, and an accurate knowledge of the underlying phase behavior of H2S

and CO2 with hydrocarbons and with water is important for these industrial

processes. The presence of non-hydrocarbon molecules increases the complexity

of natural gas mixtures, because these compounds exhibit specific intermolecular

interactions.

Different sorts of solvents are used in absorption/desorption processes applied

in industry for the separation of acid gas from gas streams (see Appendix A).

Chemical solvents such as aqueous solutions of alkanolamines or aqueous NaOH -

solutions are commonly used for the absorption of H2S/CO2 at low pressure

conditions. While these solvents have a high capacity to absorb acid gases also at

high pressures, the regeneration processes are in practice prohibitivly expensive.

Physical solvents, such as alcohols, glycols, sulfolanes and mixed organic solvents

are usually considered for elevated pressure conditions.

With the application of a separation process operating within the bore well

in mind, one can exclude several solvent-choices: substances like methanol, etha-

nol and acetone give significantly higher solubilities for CO2 at 80-90 bars than

pure water, but these solvents have a fairly high vapor pressure so that solvent-

loss is a technical challenge. Glycols show high CO2-solubilities and their vapor

pressure is relatively low. But glycols are fully miscible with water, which for

an application in the bore-well means, the solvent would continuously be diluted

with the water in the course of the process. Due to these arguments, mildly basic

aqueous electrolyte solutions are suitable for the conditions at hand. The vapor

pressure of water is thereby not an issue, since any loss of water can easily be

compensated. Moreover, natural gases are often pre-saturated with water. We

propose aqueous potassium carbonate (K2CO3) solution, which is considered in

this example. The chemically active ionic components don’t have a tendency to

evaporate. The chemical reactions to hydrogen carbonate is sufficiently weak to
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warrant an energetically easy desorption process.

A separation process in the bore well is challenging because the fluid dynamic

conditions are strongly fluctuating with time. A membrane contactor is a fluid

dynamically robust device for bringing the gaseous mixture in contact with the

liquid absorbent. The membrane in a membrane contactor is not necessarily se-

lective. The pores are meso- or macropores and the purpose of the membrane is

to establish a defined interface between the gas and liquid phase. The distribution

of a solute between the two phases is not determined by the membrane (material)

but is due to the underlying vapor-liquid equilibrium. The advantages of mem-

brane contactors have gained considerable attention[33, 34, 35, 36, 37, 38, 39, 40].

An important criterion for an efficient membrane contactor process is, that the

pores of the membrane material are gas-filled (non-wetted), as shown in Figure

1.3.

GasGas Gas LiquidGas Liquid Gas Liquid

Ra
P2

P1

Gas Liquid

Ra
P2

P1a) b) c)

Liquid

Figure 1.3: Membrane absorption contactors: Amplification for interface of gas and
liquid. Inserted: a). Completely wetted mode; b). Non wetted mode; c) Partially wetted
mode.

Membrane contactors with completely wetted pores[39, 37], with partially wet-

ted pores[39], and with non-wetted pores[40, 41, 38, 42, 43] were considered in

several studies. In some investigations[37, 40, 39, 41, 43], the results of trans-

port models (diffusion and chemical reaction rates) are compared to experimen-

tal observations and generally good agreement was found. The wetted mode of

operation[37] was found to offer considerably higher resistance to mass transfer

when compared to the nonwetted mode of operation. The non-wetted working

modes are concluded to be critically important for an efficient process. The mass

transport in liquid filled pores is greatly reduced compared to non-wetted pores,

because typical diffusion coefficients are three orders of magnitude lower for a

stagnant pore-liquid compared to those for a gas-filled pore.
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Figure 1.4: Schematic of compositional profiles for membrane contactor. Here, Cs
i (z, r)

and Ct
i (z, r) are the concentration in the bulk gas phase (shell side) and the bulk liquid

phase (tube side), respectively. Further, Cm
i,g(z, r) and Cm

i,l(z, r) are the (equilibrium)
concentrations of gas and liquid at the interface, respectively.

Basic elements of the separation problem introduced in this subchaper are

illustrated in Figure 1.4. It is shown that in the gas phase, not only methane

exists, but also higher alkanes, aromatics and acid gases, such as CO2 and H2S.

The system is complex in several ways. At elevated pressure these mixtures are in

the vicinity of the mixture’s critical points, which calls for a sound thermodynamic

model for the gas phase. On the other hand, one has to consider the simultaneous

reaction and phase equilibria, where equilibria of vapor, (two) liquid phase(s), and

solid phase have to be regarded. Lastly, the liquid phase is demanding also in

terms of the molecular interactions, where strongly hydrogen-bonding substances,

and polar fluids as well as different ions with reactions, such as CO2−
3 , HCO−3 ,

OH−, K+ and H+ require a sound description.

A detailed thermodynamic model is also needed for studying the kinetics in the

system. Mass transport in our system can only be described properly and with

some robustness towards extrapolations in state space, when the right driving

forces are considered as well as the coupling between driving forces. The appro-
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priate thermodynamic driving forces are gradients in chemical potentials. The

concentration gradients and a non-coupled transport relation as in Fick’s law is

insufficient. The simplest model that suffices the thermodynamic requirements is

the Maxwell-Stefan approach, that relates component fluxes Ji of a K-component

mixture with driving forces in chemical potential −∇µi,T according to diffusion

coefficients Dij , as

− xi
∇µi,T
RT

=

K∑
i6=j

1

cDij
(xjJi − xiJj) (1.13)

which confirms the need for a sound thermodynamic model that provides

gradients in chemical potentials. A more elaborate coupling to heat transport

and basics to reaction kinetics derived from non-equilibrium thermodynamics were

recently published in a textbook by Kjelstrup et al.[44].

1.4 Fluid properties study in this thesis

To accurately represent the complex mixtures introduced above, an appropriate

model for the phase equilibria (and chemical potentials) is needed - one that

includes details on the interactions between polar compounds and water and ac-

counts for the hydrogen bonding character of the aqueous mixtures, see Figure

1.5. Chapter 2 describes the perturbed-chain polar statistical associating fluid

theory (PCP-SAFT) equation of state as a suitable model and proposes a parame-

terization for the phase equilibria of CO2 and H2S with hydrocarbons and with

water. Wide ranges of temperature and pressure are covered and equilibria of va-

por, liquid and solid phases are considered. Higher hydrocarbons that appear in

real natural gas and oil mixtures are also accounted for. A reliable description of

the phase behavior of these mixtures with good robustness towards extrapolations

in state conditions is of importance for the acid gas purification.

A precise thermodynanmic model is needed for a wide range of pressure and

temperature including the critical region. The fluid behavior in the vicinity of the

critical point is influenced by fluctuations of component densities. That leads to a

universal behavior of all fluids that is captured by so-called scaling laws. Classical

equations of state are often based on a purely repulsive reference fluid (such

as hard spheres) where long-range fluctuations are absent. As a consequence,

classical models cannot describe the critical region correctly, as illustrated with
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Figure 1.5: Vapor liquid equilibria of the system containing natural gas and acid gases

Figure 1.6 and Figure 1.7 as exmaples for pure fluids and mixtures at critical

region. The temperature and pressure of critical points is usually described at

too high values and the scaling law behavior around the critical point is not

captured by classical equations of state. In view of the technical relevance of

the critical region for the mixtures at hand, in Chapter 3 an equation of state

is proposed that accounts for the fluctuations leading to the universal scaling

laws at the critical point. A renormalization group correction for binary mixtures

is developed for the PC-SAFT equation of state. The renormalization group

theory proposed by Wilson[45, 46] and White [47, 48] provides a framework to

successively account for density fluctuations of increasing wavelength.

For a membrane contactor to be an effective separation unit, one has to ensure

gas-filled, non-wetted pores. High pressure operating conditions are more severe

in this respect, since the increasing gas phase density lowers the surface tension

towards the liquid at a given temperature. For a given liquid absorbent, the

minimum pressure (breakthrough pressure) to be applied on the liquid phase to

enter the membrane pore can be estimated by the Young-Laplace equation [49, 50],

as

∆p =
2γ

R
(1.14)

where γ is the surface tension of liquids against the gas phase mixture. The li-

miting breakthorugh pressure depends on the surface tension of the liquids against
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Figure 1.6: Coexisting vapor and liquid densities of methanol, n-decane and dimethyl
ether
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Figure 1.7: Vapor-liquid equilibrium of H2S-butane at four temperatures. Comparison
of PC-SAFT (dashed lines) and experimental data(symbols)

gas phase. In Chapter 4 the density functional theory is applied with the PC-

SAFT equation of state to predict the surface tension of pure substances. The

calculation of the surface tension, from the density functional theory suffers from

the overestimation of the critical temperature[51] of all classical Helmholtz energy

functionals. Here, a new Helmholtz energy functional proposed that, for the first



1.4 REFERENCES 17

time, is almost exact at the critical point. The long-range density fluctuations

leading to the universal critical scaling behavior are accounted for using a renor-

malization group theory (similar to that of the previous Chapter 3). The appeal

of the approach is its relatively simple implementation, where the renormalization

is treated in a local density approximation.

Lastly, aqueous K2CO3-solutions were suggested as absorption liquids for the

absorption of carbon dioxide and developing a model for the underlying phase

equilibria is central for any engineering of the separation unit. In Chapter 5

a simple thermodynamic model is developed for CO2 and aqueous electrolyte

solutions with and without reactions. The solubility of carbon dioxide (CO2)

and hydrogen sulfide (H2S) in basic aqueous electrolyte solutions is determined

by solving and parameterizing the combined phase and reaction equilibrium. A

cubic equation of state is here applied to model the vapor-liquid equilibria of

these reacting systems. The Peng-Robinson equation of state with Wong-Sandler

mixing rules is combined with an extended UNIQUAC model for electrolytes

where ion-specific interactions are determined from a Debye-Hückel term. The

thermodynamic model is parameterized for aqueous systems containing carbon

dioxide and hydrogen sulfide along with water and potassium carbonate solutions

at high pressure.

REFERENCES
[1] J.-P. Hansen and I. MacDonald, editors. Theory of Simple Liquids. Academic

Press, 3 edition, 2006.

[2] D. A. McQuarrie. Statistical Mechanics. Harper and Row, New York, 1976.

[3] S. P. Tan, H. Adidharma, and M. Radosz. Recent advances and applications
of statistical associating fluid theory. Ind. Eng. Chem. Res., 47(21):8063–
8082, 2008.

[4] I. G. Economou. Statistical associating fluid theory: A successful model
for the calculation of thermodynamic and phase equilibrium properties of
complex fluid mixtures. Ind. Eng. Chem. Res., 41(5):953–962, 2002.

[5] E. A. Muller and K. E. Gubbins. Molecular-based equations of state for
associating fluids: A review of saft and related approaches. Ind. Eng. Chem.
Res., 40(10):2193–2211, 2001.

[6] M. S. Wertheim. Fluids with highly directional attractive forces. I. statistical
thermodynamics. J. Stat. Phys., 35:19–34, 1984.



18 REFERENCES 1.4

[7] M. S. Wertheim. Fluids with highly directional attractive forces. II. thermo-
dynamic perturbation theory and integral equations. J. Stat. Phys., 35:35–47,
1984.

[8] M. S. Wertheim. Fluids with highly directional attractive forces. III. multiple
attraction sites. J. Stat. Phys., 42:459–476, 1986.

[9] M. S. Wertheim. Fluids with highly directional attractive forces. IV. equili-
brium polymerization. J. Stat. Phys., 42:477–492, 1986.

[10] W. G. Chapman, G. Jackson, and K. E. Gubbins. Phase equilibria of as-
sociating fluids. Chain molecules with multiple bonding sites. Mol. Phys.,
65:1057–1079, 1988.

[11] W. G. Chapman, K. E. Gubbins, G. Jackson, and M. Radosz. SAFT-equation
of state solution model for associating fluids. Fluid Phase Equilib., 52:31–38,
1989.

[12] D. Henderson and J.A. Barker. Physical Chemistry: An Advanced Treatise,
volume VIIIA. Academic Press, New York, 1971.

[13] J. A. Barker and D. Henderson. Perturbation theory and equation of state
for fluids: the square-well potential. J. Chem. Phys., 47(8):2856–2861, 1967.

[14] J. A. Barker and D. Henderson. Perturbation theory and equation of state
for fluids. II. A successful theory of liquids. J. Chem. Phys., 47:4714–4721,
1967.

[15] W. G. Chapman, K. E. Gubbins, G. Jackson, and M. Radosz. New reference
equation of state for associating liquids. Ind. Eng. Chem. Res., 29:1709–1721,
1990.

[16] S. H. Huang and M. Radosz. Equation of state for small, large, polydisperse
and associating molecules. Ind. Eng. Chem. Res., 29:2284–2294, 1990.

[17] S. H. Huang and M. Radosz. Equation of state for small, large, polydisperse,
and associating molecules: extensions to fluid mixtures. Ind. Eng. Chem.
Res., 30:1994–2005, 1991.

[18] A. Gil-Villegas, A. Galindo, P. J. Whitehead, S. J. Mills, G. Jackson, and
A. N. Burgess. Statistical associating fluid theory for chain molecules with
attractive potentials of variable range. J. Chem. Phys., 106:4168–4186, 1997.

[19] F. J. Blas and L. F. Vega. Thermodynamic behaviour of homonuclear and
heteronuclear lennard-jones chains with association sites from simulation and
theory. Mol. Phys., 1:135–150, 1997.



1.4 REFERENCES 19

[20] A. Galindo, L. A. Davies, A. Gil-Villegas, and G. Jackson. The thermo-
dynamics of mixtures and the corresponding mixing rules in the SAFT-VR
approach for potentials of variable range. Mol. Phys., 93(2):241–252, 1998.

[21] F. J. Blas and L. F. Vega. Prediction of binary and ternary diagrams using
the statistical associating fluid theory (SAFT) equation of state. Ind. Eng.
Chem. Res., 37:660–674, 1998.

[22] J. C. Pámies and L. F. Vega. Vapor-liquid equilibria and critical behavior of
heavy n-alkanes using transferable parameters from the soft-SAFT equation
of state. Ind. Eng. Chem. Res., 40:2532–2543, 2001.

[23] J. Gross and G. Sadowski. Application of perturbation theory to a hard-
chain reference fluid: an equation of state for squarewell chains. Fluid Phase
Equilib., 168:183–199, 2000.

[24] J. Gross and G. Sadowski. Perturbed-chain SAFT: an equation of state
based on a perturbation theory for chain molecules. Ind. Eng. Chem. Res.,
40:1244–1260, 2001.

[25] W. G. Chapman, K. E. Gubbins, C. G. Joslin, and C. G. Gray. Theory and
simulation of associating liquid-mixtures. Fluid Phase Equilib., 29:337–346,
1986.

[26] C. G. Joslin, C. G. Gray, and W. G. Chapman. Theory and simulation of
associating liquid mixtures. II. Mol. Phys., 62:843–860, 1987.

[27] G. Jackson, W. G. Chapman, and K. E. Gubbins. Phase equilibria of asso-
ciating fluids - spherical molecules with multiple bonding sites. Mol. Phys.,
65:1–31, 1988.

[28] J. Gross. An equation of state contribution for polar components: quadru-
polar molecules. AIChE, 51(9):2556–2568, 2005.

[29] J. Gross and J. Vrabec. An equation of state contribution for polar compo-
nenets: dipolar molecules. AIChE, 52(3):1194–1204, 2006.

[30] J. Vrabec and J. Gross. Vapor-liquid equilibria simulation and an equation
of state contribution for dipole-quadrupole interactions. J. Phys. Chem. B,
112:51–60, 2008.

[31] M. Kleiner and J. Gross. An equation of state contribution for polar compo-
nents: polarizable dipoles. AIChE, 52(5):1951–1961, 2006.

[32] J. M. Smith, H. C. Van Ness, and M. M. Abbott, editors. Hansen Solubility
Parameters: a user’s handbook. McGraw-Hill Education, 7 edition, 2005.

[33] E. N. Sieder and G. E. Tate. Heat transfer and pressure drop of liquids in
tubes. Industrial and Engineering Chemistry, 28:1429–1435, 1936.



20 REFERENCES 1.4

[34] Q. Zhang and E. L. Cussler. Microporous hollow fibers for gas absorption:
I. Mass transfer in the liquid. J. Membr. Sci., 23(3):321–332, 1985.

[35] M. C. Yang and E. L. Cussler. Designing hollow-fiber contactors. AIChE,
32(11):1910–1916, 1986.

[36] K. L. Wang and E. L. Cussler. Baffled membrane modules made with hollow-
fiber fabric. J. Membr. Sci., 85(3):265–278, 1993.

[37] S. Karoor and K. K. Sirkar. Gas-absorption studies in microporous hollow
fiber membrane modules. Ind. Eng. Chem. Res., 32(4):674–684, 1993.

[38] Y. Lee, R. D. Noble, B.-Y. Yeom, Y.-I. Park, and K.-H. Lee. Analysis of CO2

removal by hollow fiber membrane contactors. J. Membr. Sci., 194(1):57–67,
2001.

[39] M. H. Al-Marzouqi, M. H. El-Naas, S. A. M. Marzouk, M. A. Al-Zarooni,
N. Abdullatif, and R. Faiz. Modeling of CO2 absorption in membrane contac-
tors. Sep. Purif. Technol., 59(3):286–293, 2008.

[40] S. Shirazian, A. Moghadassi, and S. Moradi. Numerical simulation of mass
transfer in gas-liquid hollow fiber membrane contactors for laminar flow
conditions. Simul. Modell. Pract. Theory, 17(4):708–718, 2009.

[41] H. Y. Zhang, R. Wang, D. T. Liang, and J. H. Tay. Modeling and experi-
mental study of CO2 absorption in a hollow fiber membrane contactor. J.
Membr. Sci., 279(1-2):301–310, 2006.

[42] S. Atchariyawut, R. Jiraratananon, and R. Wang. Separation of CO2 from
CH4 by using gas-liquid membrane contacting process. J. Membr. Sci.,
304(1-2):163–172, 2007.

[43] Y. S. Kim and S. M. Yang. Absorption of carbon dioxide through hollow
fiber membranes using various aqueous absorbents. Sep. Purif. Technol.,
21(1-2):101–109, 2000.

[44] S. Kjelstrup, D. Bedeaux, E. Johannessen, and J. Gross. Non-equilibrium
Thermodynamics for Engineers. World Scientific, 2010.

[45] K. G. Wilson. Renormalization group and critical phenomena. 1. Renor-
malization group and the kadanoff scaling picture. Phys. Rev. B: Condens.
Matter, 4(9):3174–3183, 1971.

[46] K. G. Wilson. Renormalization group and critical phenomena. 2. Phase-space
cell analysis of critical behavior. Phys. Rev. B, 4(9):3184–3205, 1971.

[47] J. A. White. Contribution of fluctuations to thermal properties of fluids with
attractive forces of limited range: theory compared with PρT and Cv data
for argon. Fluid Phase Equilib., 75:53–64, 1992.



1.4 REFERENCES 21

[48] J. A. White and S. Zhang. Renormalization group theory for fluids. J. Chem.
Phys., 99:2012–2019, 1993.

[49] P. S. Kumar, J. A. Hogendoorn, P. H. M. Feron, and G. F. Versteeg. New
absorption liquids for the removal of CO2 from dilute gas streams using
membrane contactors. Chem. Eng. Sci., 57(9):1639–1651, 2002.

[50] A. C. M. Franken, J. A. M. Nolten, M. H. V. Mulder, D. Bargeman, and C. A.
Smolders. Wetting criteria for the applicability of membrane distillation. J.
Membr. Sci., 33(3):315–328, 1987.

[51] J. Gross. A density functional theory for vapor-liquid interfaces using the
PCP-SAFT equation of state. J. Chem. Phys., 131:204705, 2009.





Chapter2
Modeling the phase equilibria of
hydrogen sulfide and carbon
dioxide in mixture with
hydrocarbons and water using
PCP-SAFT equation of state

This chapter is published as:
Xiaohua Tang and Joachim Gross
Fluid Phase Equilibria, Volume 293, 2010, 11-21

23





Abstract

The perturbed-chain polar statistical associating fluid theory (PCP-

SAFT) equation of state is applied to correlate phase equilibria for

mixtures of hydrogen sulfide (H2S) and carbon dioxide (CO2) with

alkanes, with aromatics, and with water over wide temperature and

pressure ranges. The binary mixtures of H2S-methane and CO2-

methane are studied in detail including vapor-liquid, liquid-liquid and

fluid-solid phase equilibria. Very satisfying results were obtained for

the binary mixtures as well as for the ternary mixture of H2S-CO2-

methane using the (constant) interaction parameters of the binary

pairs.
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2.1 Introduction

Natural gases may contain light non-hydrocarbon compounds, such as carbon

dioxide and hydrogen sulfide. These acid gases must be removed to sweeten the

gas phase, and an accurate knowledge of the underlying phase behavior of H2S

and CO2 with hydrocarbons and with water is important for these industrial

processes. The presence of non-hydrocarbon molecules increases the complexity

of natural gas mixtures, because these compounds exhibit specific intermolecular

interactions. Carbon dioxide is a prototype quadruple compound, while hydro-

gen sulfide is an associating (hydrogen bonding) component with dipolar and

quadruple moments. Explicitly accounting for these polar interactions leads to

models that are more predictive or more robust to extrapolations outside the

(T, p, x)-conditions where the equation of state was parameterized.

Molecular-based models yield significant improvements compared to phenome-

nological approaches for correlating the phase behavior in complex and macromo-

lecular systems. Many recent thermodynamic models are derived from statistical

mechanical fluid theories. The Statistical Associating Fluid Theory (SAFT) pro-

posed by Chapman et al.[1, 2] based on Wertheim’s thermodynamic perturbation

theory of first order[3, 4, 5, 6] (TPT1) is one of the most successful frameworks

for theoretically-based equations of state. Several modifications were suggested

over the years[7, 8, 9, 10, 11, 12, 13, 14], with widespread applications[15].

The effect of polar interactions such as dipolar and quadrupolar intermolecular

forces has received more attention in recent years. Zhao and McCabe[16] used an

integral-equation approach in combination with the SAFT with variable attractive

potential range (SAFT-VR) equation of state[9]. Equation-of-state contributions

that are based on perturbation theories[17, 18] for spherical fluids have been

applied in combination with several SAFT-type models[19, 20, 21, 22, 23, 24,

25, 26]. Expressions that account for the non-spherical shape of polar fluids

have recently been proposed in Ref. [27, 28, 29]. Further, Kleiner and Gross[30]

accounted for the polarizability of fluids and for the appropriate induction effects

of dipoles in applying a renormalization scheme proposed by Wertheim[31, 32].

Hydrogen + n-alkane systems were studied experimentally and with the soft-

SAFT equation of state by Florusse et al.[33]. Carbon dioxide + n-alkane systems

were studied by Garcia et al.[34] using the PC-SAFT equation of state. Carbon

dioxide + n-alkane systems were studied by Llovell et al.[35] using the soft-SAFT
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equation of state. Thi et al.[36] compared PC-SAFT and VR-SAFT for phase

equilibria of H2 + n-alkane and CO2 + n-alkane binary mixtures. The phase

behavior of CO2, N2 and H2S binary mixtures with n-alkanes (C1 − C5) were

studied by Aparicio-Martinez and Hall[37] using the PC-SAFT equation of state.

The SAFT-VR equation with a dipolar term proposed by Zhao and McCabe[16]

was applied to H2S + n-alkane binary mixtures at high pressure[38]. A Group-

Contribution SAFT (GC-SAFT) approach based on London’s theory[39, 40] has

been developed for binary mixtures containing CO2, N2, H2S, alkanes, and aro-

matics. Valtz et al.[41] used the SAFT-VR model (and also considered two cubic

equation of state approaches) to represent VLE data of the CO2-water mixture.

The CO2-water system was also studied by dos Ramos et al.[42, 43] using the

same model. Ji et al.[44] modeled the mixture CO2-water and proceeded to cor-

relate mixtures of CO2-NaCl aqueous solutions were the restricted primitive mean

spherical approximation was adopted for the ion-ion contribution[45].

In this work, we apply the perturbed-chain polar statistical associating fluid

theory (PCP-SAFT) equation of state (EOS) to describe phase equilibria for mix-

tures such as H2S-hydrocarbons and CO2-hydrocarbons. Vapor-liquid, liquid-

liquid, solid-liquid, solid-liquid-vapor equilibrium were correlated by the PCP-

SAFT equation of state for important binary mixtures, like H2S-methane and

CO2-methane. Systems of H2S-water and CO2-water are studied in a wide tem-

perature and pressure range.

2.2 Equation of state

The PCP-SAFT equation of state is based on a coarse-grained molecular mo-

del, where molecules are assumed to be chains of spherical segments exhibiting

various attractive interactions. The complete perturbed-chain polar statistical as-

sociating fluid (PCP-SAFT) equation of state is given as the sum of the ideal gas

contribution (id), a hard-sphere contribution (hs), a chain term (chain) connec-

ting the spherical segments, a contribution for the dispersive attraction (disp), a

term for associating interactions (assoc), and contributions of polar interactions.

The whole equation of state written in terms of Helmholtz energy is

F = F id + Fhs + Fhc + F disp + F assoc + F polar (2.1)
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The polar contribution consists of terms for the quadrupole-quadrupole, the

dipole-dipole, and the dipole-quadrupole interactions, according to

F polar = FQQ + FDD + FDQ (2.2)

These equation of state contributions were developed[27, 28, 29] by adjusting

model constants of a third-order perturbation theory to comprehensive molecular

simulation data of polar two-center Lennard-Jones fluids. The 2CLJ molecular

model assumes point-quadrupolar moments and point-dipolar moments and it

accounts for the non-spherical shape of molecules.

For non-polar components the last two terms in Eq.(2.1) vanish and a non-

polar substance i is then represented by only three pure component parameters:

a segment size parameter σi, the number of segments mi, and the segment energy

parameter εi/k. Associating substances require two additional pure component

parameters, the association energy εAiBi/k between association site A and site

B, and the effective association volume κAiBi . The most important electrostatic

interactions of (neutral) polar compounds are due to dipolar and quadrupolar

moments. It was shown, however, that the two appropriate pure component pa-

rameters, the dipole moment µi and the quadrupole moment Qi can be taken

from independent sources (experiment or quantum chemical calculations). Mix-

tures are described with regular Berthelot-Lorentz combination rules, where a

binary interaction parameter, kij , is introduced correcting the cross-dispersive

energy parameter according to εij/k = (εi/k · εj/k)0.5(1− kij). For details on the

PCP-SAFT equation of state we refer to the original literature.

2.3 Solid-fluid equilibria

Those equilibria involving solid phases can also be calculated using an equation of

state for the fluid phases. A prerequisite is, that the involved solid phases have a

known composition; in many cases a pure solid phase. The approach then requires

caloric data of the pure substances, while the nonideality of the fluid phases is

described by the equation of state. The assumption of a pure solid phase (or

more generally of a solid phase with defined and known composition) is justified

for many practical crystallization processes. The phase equilibrium relation can

for such cases be written as[46]:
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where the subscript ‘0’ indicates pure component quantities, p+ is the refe-

rence pressure (often times p+= 1 bar), at which the pure component melting

temperature TSL0i and the melting enthalpy ∆hSL0i are given. The superscript

F ∈ {L, V } is for a fluid phase; it can be a vapor phase V or a liquid phase L.

The index L∗ refers to the hypothetical liquid phase. The hypothetical liquid is

in a subcooled liquid state and the properties can often fairly reliably be extrapo-

lated from regular data of a liquid phase. Further, νL
∗

0i and νS0i denote the specific

liquid and solid volume, respectively, and ∆cSL
∗

p,0i is the difference of the specific,

isobaric heat capacities between the hypothetical, subcooled melt and the solid. φ

is the fugacity coefficient which is here calculated from the PCP-SAFT equation.

2.4 Results and discussion

2.4.1 Pure component parameters

Hydrogen sulfide is a self-associating component with dipolar and quadruple mo-

ments. A scalar quadruple moment was estimated from the quadruple tensor,

as suggested by Singh et al.[47] by θ2
i = 2

3 (θ2
ixx

+ θ2
iyy

+ θ2
izz

), with values of the

quadruple moment tensors taken from Russell and Sparkman[48]. The TPT1

that underlies the association term does not consider angles and the resulting

network structure of association bonds. It is in that respect a coarse-grained

model for association. We have therefore adopted two, three, and four associa-

tion sites for hydrogen sulfide and evaluated all mixtures. The result for the

mixtures of all three parameterizations is practically identical and we report the

mixture-parameter values only of the 2-site model. The association volume κAiBi

is generally strongly correlated to the association energy parameter εAiBi/k and

we have prescribed a fixed value of κAiBi=0.001. Table 2.1 summarizes the pure

component parameters of H2S simultaneously adjusted to vapor pressure data

and to liquid and supercritical density data. A second parameter set of the PC-

SAFT equation of state, where the dipole moment and quadrupole moment are

assumed to be zero is also displayed. The deviations of the equations of state to
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vapor pressure data (about 0.1 %AAD) and to liquid and supercritical density

data (about 0.8 %AAD) presented in Table 2.1 are very small for both parame-

terizations. Figure 2.1 gives a graphical comparison of the PCP-SAFT equation

of state to experimental data of the vapor-liquid equilibrium and the equation of

state is thereby seen to be in good agreement with experimental data.

Table 2.1: PCP-SAFT and PC-SAFT Parameters for H2S

PCP-SAFT PC-SAFT PCP-SAFT
(2B) (2B) (4B)

Segment energy, (ε/k) / K 234.25 229.84 235.54
Segment size, σ / Å 3.309 3.055 3.332
Segment number, m 1.355 1.649 1.333
Association energy, (εAB/k) / K 780.8 536.6 566.3
Association volume, κAB 0.001 0.001 0.001
Dipole moment, µ / D a 0.978 - 0.978
Quadruple moment, Q / DÅ 2.938 - 2.938
%AAD psat (187.7− 371.7K) c 0.12 0.10 0.12
%AAD ρ (187.7− 600K) c 0.78 0.76 0.79
N (vapor pressure psat)b 182 182 182
N (liq. & supercrit. density ρ)b 93 93 93

a reference[49];
b quasi-experimental data from reference[50], with N as the number of consi-

dered points.
c %AAD(x)=(100/N)

∑N
i=1 |x

exp
i − xcali |.

2.4.2 Binary mixtures of H2S - alkanes

Mixtures of H2S with alkanes are important for natural gas and oil production

systems. Due to the prominent role of the mixture H2S-methane we will first

investigate the phase behavior of this binary system from the vapor-liquid coexis-

tence region at higher temperature to the solid-liquid equilibria at low tempera-

ture. The vapor-liquid phase behavior of higher alkanes in mixture with H2S is

subsequently discussed.

The mixture H2S-methane shows a phase behavior of Type III according to

the classification of Van Konynenburg and Scott[51, 52]. Figure 2.2 gives a com-

parison of correlation results of the PCP-SAFT equation of state to some of the

experimental data[53, 54] in a p−T diagram. The system exhibits a liquid-liquid
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Figure 2.1: Densities at saturation, subcritical, and supercritical conditions for H2S:
symbols-Experimental data and lines-PCP-SAFT.

demixing with the two liquid phases labeled as L1 and L2. The pure component

parametes of methane are taken from a previous study[14]. The kij parameter

was determined by correlating experimental vapor-liquid equilibrium data[54] at

(277K < T < 344K) excluding the critical region of the mixtures. Deviations

appear therefore in the mixture critical pressures. The upper critical end point

(UCEP) of the L1L2V line (insert (B) of Figure 2.2) is the connecting point of

the V L2 line and L1L2V line. The temperature at the UCEP is over-estimated

by 3.96 K with respect to the experimental value (open sphere in insert of Figure

2.2). Results of the PC-SAFT equation of state are shown with a dashed line for

comparison; the over-estimation is then somewhat more pronounced, with 7.69 K.

The connecting point of the S L1L2 line, the S L2V line and the L1L2V line is a

4-phase point (S L1L2V ). The deviation of PCP-SAFT with respect to the expe-

rimental temperature of the 4-phase point is slightly larger than the one observed

for PC-SAFT. With these kij parameters, both models however over-estimate

the critical pressure of the vapor-liquid demixing. Figure 2.3 shows experimental

data[53] of constant composition (isopleths) for the same system in comparison to

the two equations of state. The models are in very good agreement to experimen-
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tal data. While PCP-SAFT more conspicuously over-estimates the vapor-liquid

critical points of the mixtures, it leads to a better agreement for isopleths, in

particular of 11.01 mole% and 24.8 mole% H2S.
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Figure 2.2: p − T diagram of H2S-methane mixtures. Comparison of PCP-SAFT
(kij = 0.0152), PC-SAFT (kij = 0.0425) to experimental data (symbols). Insert: a)
rescaled view of S L1L2V four phase point; b) rescaled view of UCEP (Upper Critical
End Point).

Figure 2.4 and Figure 2.5 show T − x diagrams of H2S-methane mixture at

2.068 MPa and 3.447 MPa, respectively, comparing smoothed experimental data

points[53] and the PCP-SAFT model. PCP-SAFT describes vapor-liquid equi-

librium, liquid-solid equilibrium, liquid-liquid demixing, solid-vapor equilibrium

as well as the three-phase liquid-solid-vapor equilibrium in satisfying agreement

with experimental data points. A constant kij parameter is applied for the wide

range of conditions covered by the data.

In Figure 2.2 it was observed that PCP-SAFT overestimates the critical pres-

sure of the vapor-liquid equilibria more pronounced as compared to PC-SAFT.

The reason might be that methane has an octapolar moment, which is not ex-

plicitly considered in PCP-SAFT, but which leads to cross-interactions to the

dipolar and quadrupolar H2S. Figure 2.6 further illustrates this point in giving

a comparison of experimental data[54] for the vapor-liquid region and calculated

results in a p− x diagram. At a temperature of 344.25K, the difference between
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PCP-SAFT and PC-SAFT is rather small. At T = 277.59K and 310.93K, howe-

ver, PC-SAFT better correlates the phase equilibrium of H2S-methane, especially

in the vicinity of the critical point, as compared to PCP-SAFT. We have introdu-

ced a second asymmetric binary interaction parameter for the dispersive energy,

lij with PCP-SAFT. Very good agreement is then found (dashed-dotted line in

Figure 2.6) with parameters kij = 0.0120, lij = −lji = 0.0298 (when i = H2S and

j =methane); the deviations are AAD%(x) = 0.554 for liquid phase concentration

and AAD%(y) = 0.702 for vapor phase concentration. The second binary inter-

action parameter especially improves the description around the mixtures’ critical

points at lower temperatures. Appendix B gives details of the binary interaction

parameter lij .

Table 2.2: Correlation Results for Binary Vapor-Liquid Equilibria with PCP-SAFT
and PC-SAFT H2S – alkanes

H2S + PCP-SAFT PC-SAFT

kij %AAD kij %AAD
x y x y Na Ref.

ethane 0.038 1.19 1.70 0.072 2.68 2.19 28 [55]
propane 0.034 0.73 1.39 0.069 1.13 1.49 19 [56]
n-butane 0.034 0.88 1.32 0.067 1.09 1.39 35 [57]
n-pentane 0.038 1.09 1.21 0.073 0.98 1.30 48 [58]
n-hexane 0.037 0.66 0.40 0.073 0.94 0.43 25 [59]
n-heptane 0.043 1.20 0.75 0.078 1.50 0.74 47 [60]
n-nonane 0.040 0.34 0.90 0.086 0.24 0.88 15 [61]
n-decane 0.037 0.80 0.11 0.077 1.22 0.11 43 [62]
n-pentadecane 0.036 0.31 0.05 0.074 0.61 0.04 8 [59]
n-eicosane 0.033 1.16 - 0.077 1.41 - 28 [63]
isobutane 0.025 1.11 1.37 0.060 1.32 1.28 63 [57]
isopentane 0.043 1.54 1.19 0.076 1.61 1.15 29 [64]
neopentane 0.040 1.70 1.28 0.076 1.85 1.33 24 [64]
cyclohexane 0.047 2.00 0.41 0.082 2.26 0.40 24 [59]
methyl cyclohexane 0.041 1.17 1.07 0.078 1.74 1.00 29 [65]
ethyl cyclohexane 0.046 0.76 0.33 0.085 1.43 0.29 27 [66]
propyl cyclohexane 0.032 1.01 0.21 0.071 1.88 0.27 34 [66]
average %AAD 1.08 0.86 1.44 0.94 526

a N is the number of experimental data points.

Table 2.2 compares the results of PCP-SAFT equation of state and the PC-

SAFT model for 17 H2S-alkane mixtures. Listed are the kij values and the
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deviations of the models to experimental liquid phase (x) and vapor phase (y)

mole fractions. The PCP-SAFT model shows a small but systematic improvement

compared to PC-SAFT. For most of the cases, PCP-SAFT describes the systems

with kij parameters of about half the (absolute) values observed for PC-SAFT and

with lower deviations from experimental data. This suggests that the equation of

state is more predictive when the polar moment is accounted for. The values of the

binary interaction parameter kij for H2S with all investigated alkanes excluding

methane reported in Table 2.2 fluctuate around a value of about kij = 0.038. We

found good results for the binary mixtures using this average value for H2S with

all investigated alkane species (results not shown).

H2S-ethane and H2S-propane systems exhibit azeotropic behavior because

ethane and propane have a similar vapor-pressure compared with H2S[67]. The

mixture phase diagram of H2S-ethane is presented in Figure 2.7, comparing the

PCP-SAFT model to experimental data. The improvement of PCP-SAFT over

PC-SAFT is due to a better description of the H2S-rich composition region. Fi-

gure 2.8 confirms that both models describe the azeotropic H2S-propane system

well. The observation that PCP-SAFT results in a better representation also of

the lower temperature suggests that the enthalpy of mixing is better described

by PCP-SAFT than by PC-SAFT. Figure 2.9 and Figure 2.10 present mixtures

H2S-butane and H2S-heptane respectively, where pure H2S is for some isotherms

above the critical temperature. The PCP-SAFT model is seen in satisfying agree-

ment to the experimental data even in the vicinity of the critical points.

2.4.3 Binary mixtures of H2S - aromatics

Aromatics are often contained in crude oil. Table 2.3 lists optimal kij parameters

for three representative mixtures along with average deviations obtained for these

mixtures. As an example for these mixtures, Figure 2.11 illustrates the correlation

result for the mixture H2S with toluene. The equation of state is seen to be well

suited for such mixtures.

2.4.4 Binary mixtures of CO2 - alkanes

In view of the importance of the binary mixture methane and carbon dioxide,

we will first and in some detail be concerned with this system. The results also

include solid fluid equilibria of this mixture. Subsequently higher hydrocarbons
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Figure 2.7: Vapor-liquid equilibrium of H2S-ethane mixture. Comparison of PCP-
SAFT (kij = 0.0383), PC-SAFT (kij = 0.0722) to experimental data (symbols) for
various temperatures.
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various temperatures.



38 MODELING THE PHASE EQUILIBRIA OF HYDROGEN SULFIDE AND
CARBON DIOXIDE IN MIXTURE WITH HYDROCARBONS AND WATER USING
PCP-SAFT EQUATION OF STATE 2.4

0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 0

4

8
 4 0 8 . 1 5  K
 4 1 8 . 1 5  K

 P C P - S A F T
 P C - S A F T

 3 6 6 . 4 5  K
 3 8 0 . 3 5  K
 3 9 4 . 2 5  K

P
/M

P
a

x H 2 S

Figure 2.9: Vapor-liquid equilibrium of H2S-butane mixtures. Comparison of PCP-
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various temperatures.

0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 0
0

5

1 0  3 1 0 . 9 3  K
 3 5 2 . 5 9  K
 3 9 4 . 2 6  K
 4 7 7 . 5 9  K
 P C P - S A F T
 P C - S A F TP

/M
P

a

x H 2 S

Figure 2.10: Vapor-liquid equilibrium of H2S-heptane mixtures. Comparison of PCP-
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Table 2.3: Correlation Results for Binary Vapor-Liquid Equilibria with PCP-SAFT
and PC-SAFT H2S – aromatics

H2S + PCP-SAFT PC-SAFT

kij %AAD kij %AAD
x y x y N Ref

benzene -0.012 0.49 0.93 0.025 0.40 0.99 24 [59]
toluene -0.014 1.15 0.74 0.026 1.61 0.80 27 [60]
n-propylbenzene 0.019 1.29 0.53 0.058 1.40 0.57 25 [68]
average %AAD 0.99 0.73 1.16 0.78 76
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Figure 2.11: Vapor-liquid equilibrium of H2S-toluene mixtures. Comparison of PCP-
SAFT (kij = −0.0140), PC-SAFT (kij = 0.0256) to experimental data (symbols) for
various temperatures.
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in mixture with carbon dioxide are discussed, focusing on the vapor-liquid phase

behavior. The pure component parameters for CO2 are taken from previous

studies[27, 14].

Figure 2.12 compares correlation results of PCP-SAFT to experimental data[69]

of the system methane-CO2. The diagram covers the vapor-liquid region at high

temperature and the solid-vapor equilibrium at lower temperature. Both mo-

dels are in good agreement with the experimental data. PCP-SAFT gives a

slightly better description for critical region while PC-SAFT results in a better

correlation of the solid-liquid-vapor equilibrium. Donnelly et al.[69] interpolated

isopleth-data for the methane-CO2 mixture from their own experimental data.

Figure 2.13 illustrates a very satisfying agreement of isopleth-curves calculated

by PCP-SAFT to the interpolated experimental data points. Figure 2.14 pre-

sents a T −x diagram of CO2-methane at 4.641 MPa; the smoothed experimental

data[69] are compared to calculated curves. Liquid-vapor, solid-vapor, liquid-solid

phase behavior are well described by PCP-SAFT considering the wide tempera-

ture range. Figure 2.15 shows the vapor-liquid equilibrium of the CO2-methane

system compared with the investigated models. For clarity in display, not all

experimental data that were used for correlation[69, 70, 71] of this system are

presented in Figure 2.15. Instead, four representative isotherms are shown. PCP-

SAFT leads to a good representation of the vapor phase composition and of the

overall phase behavior at higher temperatures. PC-SAFT on the other hand leads

to a better description of the lower temperature liquid phase composition. We

again speculate that PC-SAFT shows a comparable overall result compared to

PCP-SAFT because the octapole moment of methane is not properly accounted

for. The cross-interactions to the quadrupolar carbon dioxide are then omitted.

This hypothesis is supported by the trend that higher alkanes (with less significant

multipole moments) in mixture with CO2 are significantly better represented by

PCP-SAFT compared with the non-polar variant.

Phase equilibria of some CO2-alkane mixtures, for example, CO2-butane,

CO2-heptane and CO2-hexadecane were in an earlier study[27] correlated with

the PCP-SAFT equation of state. Table 2.4 extends the previous work on mix-

tures of carbon dioxide with n-alkanes. Listed are binary interaction parameters

kij and deviation %AAD for both vapor and liquid phases. The marginal diffe-

rence in kij values of this work compared with previous work[27] is due to different

experimental data which is used for the correlation. Figure 2.16 confirms in one
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SAFT (kij = 0.0413), PC-SAFT(kij = 0.120) to experimental data (symbols) for various
temperatures.

representative example (mixture of CO2 and n-pentane) that PCP-SAFT ade-

quately describes vapor-liquid equilibria of carbon dioxide with alkanes.

2.4.5 Binary mixtures of CO2 - aromatics

Mixtures of CO2-benzene and CO2-toluene were earlier correlated[27] by PCP-

SAFT. Table 2.5 gives more systems of CO2-aromatics. All aromatic substances

are thereby parameterized as non-polar compounds. PCP-SAFT model has si-

gnificantly lower kij values and deviations in both phases than the PC-SAFT

model. Figure 2.17 shows the polar contribution part in PCP-SAFT plays an im-

portant role in accurately describing the phase behavior of the CO2- ethylbenzene

mixture.

2.4.6 Binary mixtures of H2S - CO2

Figure 2.18 compares the PCP-SAFT equation of state to experimental data[95]

of the system CO2-H2S. For PCP-SAFT with kij = 0.0614 (PC-SAFT with

kij = 0.0679), the deviation of the liquid and vapor phase mole fraction of carbon

dioxide is 0.54 (0.73) and 0.47 (0.68), respectively. Figure 18 gives a graphical
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Table 2.4: Correlation Results for Binary Vapor-Liquid Equilibria with PCP-SAFT
and PC-SAFT CO2 – alkanes

CO2 + PCP-SAFT PC-SAFT

kij %AAD kij %AAD
x y x y N Ref

ethane 0.020 0.44 0.44 0.102 0.73 0.31 51 [72]
propane 0.032 1.06 0.74 0.107 0.93 0.93 79 [54, 72]
n-butane 0.035 0.55 0.49 0.109 1.59 0.55 57 [73, 74, 75]
n-pentane 0.041 0.54 0.25 0.120 1.20 0.36 39 [76]
n-hexane 0.044 1.55 0.75 0.123 2.23 0.78 24 [77]
n-heptane 0.039 0.71 0.62 0.115 1.59 0.70 63 [78]
n-octane 0.055 1.24 0.33 0.132 2.95 0.37 20 [79]
n-nonane 0.044 1.87 0.27 0.122 3.64 0.30 6 [80]
n-decane 0.051 2.03 0.63 0.133 2.91 0.78 40 [68, 78]
n-eicosane 0.060 0.59 - 0.157 0.57 - 45 [81]
isobutane 0.034 0.57 0.58 0.112 0.60 0.82 83 [75, 82, 74]
neopentane 0.044 1.10 0.60 0.123 0.77 0.92 97 [83]
isopentane 0.045 0.55 0.72 0.116 0.69 0.53 25 [74, 71]
cyclopentane 0.036 1.08 0.49 0.114 1.66 0.46 39 [84]
cyclohexane 0.049 1.90 2.57 0.125 1.91 2.63 25 [85]
methyl cyclohexane 0.040 1.19 0.93 0.118 2.15 0.89 23 [86]
propyl cyclohexane 0.074 2.53 0.931 0.154 3.52 1.09 16 [68]
average %AAD 0.97 0.66 1.35 0.77 732

Table 2.5: Correlation Results for Binary Vapor-Liquid Equilibria with PCP-SAFT and
PC-SAFT CO2 – aromatics

CO2 + PCP-SAFT PC-SAFT

kij %AAD kij %AAD
x y x y N Ref

benzene 0.007 1.03 0.23 0.087 1.72 0.29 33 [87]
toluene 0.028 1.14 0.71 0.108 2.73 0.75 50 [88]
ethyl-benzene 0.030 1.78 0.15 0.111 3.90 0.18 37 [89]
n-propyl-benzene 0.030 1.91 0.59 0.110 2.94 0.73 26 [80, 90]
1,3,5-trimethyl-benzene* 0.022 1.84 0.38 0.102 3.92 0.40 6 [80]
m-xylene 0.021 1.67 0.45 0.102 2.85 0.53 64 [89, 91]
o-xylene 0.022 2.16 0.25 0.103 3.86 0.26 22 [89]
p-xylene 0.022 1.61 0.25 0.103 3.14 0.27 20 [89, 92]
average %AAD 1.57 0.41 2.98 0.47 258

* PC-SAFT parameters: ε/k = 278.48K; σ = 3.734; m = 3.650, based on vapour
pressure data[93] and liquid density data [94].
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Figure 2.17: Vapor-liquid equilibrium of CO2- ethylbenzene mixtures. Comparison of
PCP-SAFT (kij = 0.0297), PC-SAFT (kij = 0.111) to experimental data (symbols) for
various temperatures.

illustration of the correlation result and shows that this mixture is very well

correlated with the PCP-SAFT equation of state.

2.4.7 Ternary mixtures of H2S - CO2 - Methane.

With the above determined binary kij parameters between CO2-methane, H2S-

methane, and H2S-CO2, the PCP-SAFT model is applied to predict ternary

diagrams of H2S-CO2-methane system and the calculated results are compared

with experimental data[96, 97]. Two examples, both at a pressure of 2.069MPa

and temperatures of T = 238.75K and 222.15K respectively, are given in Figure

2.19. PCP-SAFT results are in good agreement to experimental data. Figure 2.20

shows the ternary system at three conditions, with two pairings of same pressure

and of same temperature. The calculations are in satisfying agreement with the

experimental data for a considerable range of pressure and temperature.

2.4.8 Binary mixtures of H2S - H2O

Water is often either a constituent of natural gas and oil mixtures or is added

for gas and oil treating processes. Water is a strongly associating and polar com-
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pound. We here omit the multipole moments of water and model it as an only

associating substance[98], because the interdependence of associating interactions

and dipolar interactions is currently not adequately accounted for. This depen-

dence should ideally be reflected by the dependence of the perturbation theories,

where a polar reference fluid with angle-dependent correlation functions should be

the reference to the association theory. For water with a high volume-specific di-

pole moment, this would be particularly important, because the associating inter-

actions are significantly different for a dipolar fluid versus an non-polar isotropic

fluid (and vice versa). Since we have not developed a sufficiently interdependent

perturbation scheme, water is here treated as associating, but non-polar. In a

previous study Kleiner et al.[99] also found weaker results for the phase equilibria

of water in mixtures, when the polar moment for water is accounted for. We

note, that for H2S the same argument is in principle true, but the dipole moment

(and the associating interactions) there are much smaller compared with water.

We will still refer to the applied equation of state as PCP-SAFT, because polar

compounds other than water are treated with their polar moments. Two associa-

tion sites are here assigned to water[98], because (similar to hydrogen sulfide) the

results for H2O and H2O-binary mixtures are practically identical when 3 or 4



48 MODELING THE PHASE EQUILIBRIA OF HYDROGEN SULFIDE AND
CARBON DIOXIDE IN MIXTURE WITH HYDROCARBONS AND WATER USING
PCP-SAFT EQUATION OF STATE 2.4

association sites are considered for water. Figure 2.21 and Figure 2.22 compares

the PCP-SAFT results (kij = 0.0223) to experimental data[100] of the system

hydrogen sulfide – water.
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Figure 2.21: P-x digram for H2S + H2O in liquid phase. Comparison of PCP-SAFT
(kij = 0.0223) to experimental data (symbols) for various temperatures.

2.4.9 Binary mixtures of CO2 - H2O

Mixtures of water with non-associating (and non-polar or only moderately polar)

substances like methane or carbon dioxide are demanding, because water forms

hydrate-like structures in a liquid phase around these solutes. The occurrence of

these cage structures formed by hydrogen-bonds of water is strongly temperature-

dependent. These cages form at low temperatures and disappear at higher tem-

peratures. The hydrogen-bond networks, that are responsible for this effect are

not adequately represented in a classical equation of state and we have to expect

temperature-dependent binary interaction parameters for such systems. Figure

2.23 and Figure 2.24 compares the correlation results of PCP-SAFT to experimen-

tal data of the system CO2-H2O. The experimental data considered for adjusting

kij are taken from Ref. [41, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111,

112] with a maximum temperature of 473K and a maximum pressure of 70MPa.

For clarity, not all experimental data used to fit binary interaction parameters are
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Figure 2.23: P-x digram for CO2 + H2O in liquid phase. Comparison of PCP-SAFT
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Figure 2.24: P-x digram for CO2 + H2O in vapor phase. Comparison of PCP-SAFT
(T-dependent kij) to experimental data (symbols) for various temperatures.

shown in Figure 2.23 and Figure 2.24. The correlation results were obtained with

second-order polynomial in temperature for the binary interaction parameter, as

kij = −0.533 + 2.22(T/1000K) − 2.48(T/1000K)2 for T ≤ 473K. The increase

of the binary interaction parameter with temperature up to a plateau-value can

be explained by the strongly temperature dependent cavity formation[113]. The

compositional dependence of the bubble-point pressure is according to Figure 2.23

very well represented by the equation of state.

2.5 Conclusion

The perturbed-chain polar SAFT (PCP-SAFT) equation was applied to mixtures

of hydrogen sulfide with hydrocarbons and with water as well as to mixtures of

CO2 with hydrocarbons and with water. The binary mixtures of hydrogen sulfide

with methane and carbon dioxide with methane covered a broad range of tem-

peratures and including vapor-liquid, liquid-liquid, solid-liquid, solid-vapor phase

equilibria and the appropriate three-phase equilibria. The PCP-SAFT equation of

state was found to be in good agreement to the experimental data and well suited

to describe all of the mixtures with a temperature-independent binary interaction
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parameter. The inclusion of dipole and quadruple term in PCP-SAFT equation

of state leads to small improvements for mixtures with hydrogen sulfide and more

pronounced systematic improvements for mixtures containing carbon dioxide as

compared to the non-polar version (PC-SAFT). The description for mixtures with

methane is not improved, perhaps because the octapole moment of methane is

not accounted for. The required values of the binary interaction parameter are

(especially for CO2-containing mixtures) considerably lower if the polar moments

are accounted for. The ternary mixture H2S, CO2 and methane could be mode-

led with the binary interaction parameters of the binary pairs. H2S-water and

CO2-water are studied in a large pressure and temperture range. The mixture

CO2-water requires a temperature-dependent binary interaction parameter (like

for other mixtures of water with non-associating substances). This observation

suggests that the formation of hyrogen-bonding networks of water to form solute-

cavities is an important and so-far largely neglected effect in SAFT-type equations

of state.
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Abstract

Classical fluid theories do not describe the long-range fluctuations that

occur in the vicinity of a pure component or mixture’s critical point.

The perturbed-chain statistical associating fluid theory (PC-SAFT)

equation of state is extended with a renormalization group theory for

mixtures. The theory accounts for the long-range density fluctua-

tions and the results reduce to the results of the classical PC-SAFT

equation of state away from the critical point. Two approximation

methods, the isomorphic density approximation and individual phase-

space cell approximation, are used for the renormalization group cor-

rections of mixtures. The two variants are evaluated by comparison to

experimental vapor-liquid data for systems of alkanes, carbon dioxide

and hydrogen sulfide. Overall, the considered implementation of the

individual phase-space cell approximation is slightly superior to the

isomorphic density approximation for the mixtures investigated here.

The individual phase-space cell approximation tends to overestimate

the renormalization corrections for some cases but generally leads to

good agreement with experimental data for binary mixtures.
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3.1 Introduction

Long-range density fluctuations play a determining role when approaching the

critical point. The asymptotic singular critical behavior leads to universal (i.e.

substance independent) scaling laws[1, 2, 3]. Classical fluid theories do not des-

cribe the long-range fluctuations and they are unable to correctly represent critical

properties. Perturbation theories are often based on a repulsive reference fluid,

where long-range density fluctuations are absent. The perturbation terms for at-

tractive interactions are formulated as an expansion around the radial distribution

function, g(r), of the repulsive fluid[4] so that only short-range correlations are

accounted for.

Cubic equations of state are in engineering applications regularly parameteri-

zed to enforce the critical temperature and critical pressure, while sacrificing to

some extent the volumetric properties. For models based on the Statistical Asso-

ciating Fluid Theory (SAFT)[5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16], this has also

been done in order to improve the pressure-temperature-composition behavior in

the vicinity of critical points[17, 18, 19]. Classical models parameterized to en-

force critical properties, like temperature and pressure, however don’t reproduce

the universal scaling laws in the vicinity of the critical point while, at the same

time, they compromise some physical properties away from the critical point. In

practice, different sets of parameters need to be handled for conditions away from

the critical region and near to the critical point. In order to obtain an equation of

state for the thermodynamic properties of fluids using only one set of parameters,

it is necessary to incorporate the long range density fluctuations occurring in the

critical region in such a way, that the long wavelength fluctuations disappear for

conditions away from the critical point.

The renormalization group theory[20, 21] applied to critical fluctuations ad-

dresses the difficulty of different length-scales, from molecular scale to density-

fluctuations of diverging length scale, by recursively considering wave-packets of

increasing wavelength. While many theories describing the macroscopic critical

behavior are based on the renormalization group theory (or aspects thereof), we

distinguish two approaches. Crossover equations analyze the critical point and

its surrounding and provide equations that describe the transition to classical

fluid theories. The second approach is to model microscopic properties, such as

intermolecular potentials and pair-correlations of the fluids.
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Crossover equations have been developed in order to describe the transition

of classical fluid theories to the universal scaling law behavior in the asymptotic

limit[22, 23, 24, 25, 26]. The first generation of crossover equations gave an accu-

rate representation of the near-critical region, but the equations did not reduce

to ideal gas behavior for low pressures. The practical application was therefore

limited to the vicinity of the critical point. The problem was addressed by Pelt

et al.[27] and Kiselev[28], leading to crossover equations that can be applied with

classical equations of state to the entire fluid state. The approach is useful for en-

gineering purposes, and was successfully applied with several classical equations

of state [28, 29, 30, 22, 31, 32, 33, 34]. The method, however, involves many

adjustable parameters needed to represent experimental data. A disadvantage

in the practical application of the crossover approaches is that the (mixture’s)

critical temperature and critical density need to be specified. This limits the ap-

plication to mixtures with very accurately known critical properties. This point

was mitigated by estimating the mixture’s critical points[35, 36].

White[37] has developed a renormalization group theory based on intermole-

cular properties. The theory provides simple approximate equations on a mean-

field level using the phase-space cell method[21] in order to recursively account for

wave-packets of increasing length[38, 39]. Lue and Prausnitz[40, 41] reevaluated

the partition function of the system by dividing the intermolecular potential into

a repulsive part and an attractive portion. The attractive potential was further

divided into a short-ranged part and a successively long-range part, so that the

density field could also be decomposed into a short-ranged and a long-ranged

fluctuating field. The density functionals appearing in the partition function were

simplified with a local density approximation of the Helmholtz energy functio-

nal and a saddle point approximation. The resulting equations are essentially the

same as those of Salvino and White[38], except they were formulated for mixtures.

In addition, the analysis of Lue and Prausnitz added transparency of the assump-

tions made and gave an interpretation of the involved parameters, such as the

average gradient of the wavelet, which was proposed as an adjustable parameter.

Tang[42] also reanalyzed the partition function and extended White’s renor-

malization group theory. Similar to the work of Lue and Prausnitz of the same

year, the analysis of Tang shows the fit of fluid theories (perturbation theories

and integral equation approaches) within the renormalization group theory. The

study is transparent about the assumptions made and lays an emphasis on the



66 RENORMALIZATION-GROUP CORRECTIONS TO THE PERTURBED-CHAIN
STATISTICAL ASSOCIATING FLUID THEORY FOR BINARY MIXTURES 3.2

pair correlation functions. White’s formalism is extended to fluid theories that

account for the pair correlation function of the involved species, beyond the van

der Waals assumption (g(r) = 1). In the subsequent study, Mi et al.[43] reanaly-

zed the renormalization group theory of Tang in Fourier space in order to clearly

differentiate between contributions from local and non-local density fluctuations.

They also applied the approach for vapor-liquid equilibrium for mixtures[44, 45].

Jiang and Prausnitz[46] applied the renormalization group theory to pure chain

fluids. Mi et al. applied White’s renormalization group theory with a SAFT

equation of state for pure components[47] and mixtures[48]. Llovell et al. applied

an approach based on Lue and Prausnitz’s work to the Soft-SAFT equation of

state to pure components[49] and mixtures[50]. Fu et al.[51] presented results

using the same renormalization procedure with the PC-SAFT equation of state.

Bymaster et al.[52] reconciled previous studies of Llovell et al.[49] and of Fu

et al.[51] showing which additional (so far undocumented) approximations these

studies have used. They studied the renormalization theory with the perturbed-

chain SAFT (PC-SAFT) equation of state.

The renormalization treatment of the PC-SAFT equation of state discussed

in this study is based on White’s renormalization approach[38, 37] in the dialect

of Lue and Prausnitz[40], which provides corrections due to long-range density

fluctuations near to the critical region, and reduces to the PC-SAFT equation

of state far from the critical region. This study is an extension of the work of

Bymaster et al.[52] to mixtures. For mixtures we apply on the one hand the

individual phase-space cell approximation (as suggested by Lue and Prausnitz[40,

41]) and on the other hand, the isomorphic density approximation [53, 54]. We

consider binary mixtures of simple compounds, such as alkane-alkane systems,

CO2-alkane, H2S-alkane, CO2-ether and H2S-alcohol mixtures.

3.2 Renormalization equation of state

3.2.1 Classical equation of state

The PC-SAFT equation of state is based on a coarse-grained molecular model,

where molecules are assumed to be chains of spherical segments exhibiting various

attractive interactions. The complete perturbed-chain statistical associating fluid

theory (PC-SAFT) equation of state is given as the sum of the ideal gas contri-
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bution (id), a hard-sphere contribution (hs), a chain term (chain) connecting the

spherical segments, a contribution for the dispersive attraction (disp) of chains,

and a contribution for associating interactions (assoc), as

fPC−SAFT = f id + fhs + f chain + fdisp + fassoc (3.1)

where f = F/(NkBT ) ·ρ is the Helmholtz energy density, with F as the Helm-

holtz energy, ρ as the molecular number density, N is the number of molecules, T is

the temperature, and kB denotes the Boltzmann constant. For details on the PC-

SAFT equation of state we refer to the original literature. The first four terms on

the right hand side of Eq.(3.1) were in detail described by Gross and Sadowski[16].

The association term is described by Chapman and colleagues[9, 55, 56]. Helm-

holtz energy contributions that account for polar interactions of spherical and

elongated molecules were recently proposed and applied with the PC-SAFT equa-

tion of state[57, 58, 59, 60]. The renormalization procedure studied here, however,

can be analyzed without these polar terms.

A non-polar substance i is represented by only three pure component parame-

ters: a segment size parameter σi, the number of segments mi and the segment

energy parameter εi/k. Associating substances require two additional pure com-

ponent parameters, the association energy εAiBi between association site A and

site B, and the effective association volume κAiBi.

Mixtures are described with regular Berthelot-Lorentz combination rules, where

a binary interaction parameter, kij , is introduced correcting the cross-dispersive

energy parameter according to εij = (εiεj)
0.5(1− kij).

3.2.2 Recursive renormalization procedure

The renormalization procedure accounts for density fluctuations of increasing wa-

velength. The wavelength-coordinate is discretized, i.e. the various wavelengths

are binned in intervals (with index n) of representative wave-packets. The renor-

malization successively accounts for Helmholtz energy contributions δfn due to

density fluctuations of increasing wavelength. The Helmholtz energy density for

the nth recursive renormalization step is

fn = fn−1 + δfn (3.2)
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The overall Helmholtz energy density is obtained for n → ∞ and the starting

point is the classical equation of state f0 = fPC-SAFT. The overall Helmholtz

energy density is then

f = fPC-SAFT +

∞∑
n=1

δfn (3.3)

Within the renormalization procedure we consider the attractive interactions in a

simplified form, i.e. with a van der Waals term. We follow Lue and Prausnitz’s[40]

implementation of the Renormalization group theory. The successive corrections

to the Helmholtz energy density are given by

δfn(ρ) = −Kn ln

∫min(ρ,ρmax−ρ)
0

exp
(
− 1
Kn
GDn (ρ, τ)

)
dτ∫min(ρ,ρmax−ρ)

0
exp

(
− 1
Kn
G0
n(ρ, τ)

)
dτ

(3.4)

The integrals in τ in this equation are for the amplitude of the density fluc-

tuations. The upper integration bound reflects, that the amplitude is constraint

by the condition that the lowest density (ρ− τ) can not be negative (i.e. τ ≤ ρ),

and by the condition that the highest density of a fluctuation (ρ + τ) has to be

smaller than a maximum density (i.e. τ ≤ ρmax − ρ). The maximum density

should be interpreted as the closest segment packing, with ρmax =
√

2
md3 . Further,

the coefficient Kn is defined as

Kn =
kBT

(2nL)3
(3.5)

where L is an adjustable pure component parameter. It is assumed that density

fluctuations of wavelength less than the cutoff length L are accurately captured by

the classical equation of state. Eq.(3.4) represents the Helmholtz energy contribu-

tion of density fluctuations of wavelengths within the volume (2nL)3. The factor

2 scales the step-size for the successive renormalization steps. This value was

already suggested by White[37]. The value should be large enough to decouple

the considered wave-packet from the longer wavelengths. On the other hand it

should be small enough to trace the full spectrum of wavelengths with enough

renormalization steps.

The abbreviations GDn (ρ, τ) in Eq.(3.4) is the Helmholtz energy contribution

of the successively increasing wavelengths (omitting a prefactor) and G0
n(ρ, τ) is

a normalization of the functional integration, that cuts the short wavelengths
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away[42, 40]. These functionals are approximated, as

GDn (ρ, τ) =
fn−1(ρ+ τ) + fn−1(ρ− τ)

2
− fn−1(ρ) + α(mτ)2 φw2

22n+1L2
(3.6)

G0
n(ρ, τ) =

fn−1(ρ+ τ) + fn−1(ρ− τ)

2
− fn−1(ρ) + α(mτ)2 (3.7)

where −α(mρ)2 represents an attraction term (for a fluid of molecular density

ρ and segment density mρ). We assume a simple van der Waals attraction term

so that α reduces to a constant attraction parameter, with

α = −1

2

∫ ∞
σ

dr 4πr2ξuattr(r) =
16πεσ3ξ

9
(3.8)

where the second equality is for a Lennard-Jones potential with the attractive

part of the potential uattr = 4ε((σ/r)12−(σ/r)6) (here considered for the distance

r > σ). The ξ is a pure component parameter empirically introduced by Bymaster

et al.[52].

In Eq.(3.6), φ is also a pure component parameter that represents the average

dimensionless gradient of the considered wavelet. And w represents the range of

the attractive potential, defined as

w2 = − 1

3!α

∫ ∞
σ

dr 4πr2r2ξuattr(r) =
9σ2

7
(3.9)

where the last equality is again for a Lennard-Jones potential. The quantity

w results from the choice of how the intermolecular potential is divided into a

short-ranged and long-ranged part[40]. This choice also determines the values of

the parameter φ.

We note in passing, that the pure component parameter ξ scales to good

approximation inversely with the number of segments per molecules, as ξ ∼ m−1.

It is then possible to abandon the third pure component parameter. This is

not pursued here since we feel, that a more in-depth study should be conducted

with the attractive term α(mρ)2 written in terms of the chain molecule’s radial

distribution function to replace the simple van der Waals expression of Eq.(3.8).

In principle, the recursive procedure should be carried out until n approaches

infinity. However, it has been observed by Lue and Prausnitz[40, 41] and many
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subsequent studies, that the recursion converges after a few steps (n = 5).

3.2.3 Approximation methods for binary mixtures

Two implementations of the renormalization procedure for mixtures are discussed

and used for calculations here.

Individual phase-space cell approximation

When mixtures are considered, the fluctuations can be calculated in density of

each component independently of the other components density fluctuations[40,

41, 61, 46, 62, 48]. This approach is referred to as ‘individual phase-space cell

approximation’ and has been suggested originally by Wilson[20, 63] for the renor-

malization procedure. We followed this approach with the successive Helmholtz

energy contributions to Eq.(3.3) as

δfn(ρ1, ρ2) = −Kn ln

∫min(ρ2,ρ
max
2 −ρ2)

0

∫min(ρ1,ρ
max
1 −ρ1)

0
exp

(
− 1
Kn
GDn

)
dτ1 dτ2∫min(ρ2,ρmax

2 −ρ2)

0

∫min(ρ1,ρmax
1 −ρ1)

0
exp

(
− 1
Kn
G0
n

)
dτ1 dτ2

(3.10)

with Gn(ρ1, τ1, ρ2, τ2, T ), according to

G0
n =

fn−1(ρ1 + τ1, ρ2 + τ2) + fn−1(ρ1 − τ1, ρ2 − τ2)

2
− fn−1(ρ1, ρ2)

+
16

9
πτ2

2∑
i=1

2∑
j=1

xixjmimjσ
3
ij

εij
kT

ξij (3.11)

GDn =
fn−1(ρ1 + τ1, ρ2 + τ2) + fn−1(ρ1 − τ1, ρ2 − τ2)

2
− fn−1(ρ1, ρ2)

+
16

7
πτ2

2∑
i=1

2∑
j=1

xixjmimjσ
5
ij

εij
kT

ξij
φij

22n+1L2
ij

(3.12)

where xi = ρi/ρ denotes the mole fraction of component i and τ = τ1 + τ2.

The mixing rule for the cutoff length L used with Eq.(3.5) in the individual phase-
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space cell approximation is defined as

L3 =

n∑
i=1

xim̂iL
3
i (3.13)

where the segment ratio m̂i = mi/m with the average segment number m =∑n
i=1 ximi was introduced. The combination rules for the three adjustable para-

meters φij , Lij and ξij are applied as

φij =
1

2
(m̂iφi + m̂jφj) (3.14)

Lij =
√
LiLj (3.15)

ξij =
√
ξiξj (3.16)

Eq.(3.14) is not strictly speaking a combining rule, since the pure component

parameters φi are weighted by the segment ratio. We have observed somew-

hat better results of this form, compared to the simpler combining rule φij =
1
2 (φi + φj). We take an advance on the result chapter in order to illustrate the

difference between these two approaches. A representative example for the sys-

tems investigated here is given in Figure 3.1, where Eq.(3.14) is seen to improve

on the simple geometric combining rule.

Although the parameter ξ has earlier been introduced to the renormalization

theory empirically[52], it has a certain interpretation. It corrects for the fact

that the integral over the fluids radial distribution function and intermolecular

potential, which is assumed as constant in a mean-field approach, in fact depends

on the chain-length of a molecule. That is because of segment-segment shielding

effects. Twu et al. analyzed nonspherical fluids and their analysis (mildly) sug-

gests a geometric mean for the combining rule for such a parameter[65]. For the

cutoff length L in Eq.(3.12), we could have considered an L value from a mixing

rule, such as Eq.(3.13). We found a low sensitivity to how L was calculated. The

choice of using a combination rule for Lij in Eq.(3.12) rather than a mixing rule

for a mean L, is motivated by a simple compositional dependence of Eq.(3.12)

that results from this choice.
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Figure 3.1: Vapor-liquid equilibrium of ethane – n-pentane at four temperatures. Com-
parison of PC-SAFT-RG with individual phase-space cell approximation with Eq.(3.14)
(solid lines, kij = 0.0073) and with simple combining rule (φij = 1

2
(φi + φj)) (dashed

lines, kij = 0.0073) to experimental data[64] (symbols).

Isomorphic density approximation

The isomorphism assumption proposed by Fisher[53], requires that the thermody-

namic potentials in a mixture have the same universal form as the thermodynamic

potential of the one-component fluid for the case that an appropriate isomorphic

variable is chosen. Here the global density of the system is used as the isomorphic

variable. Kiselev and Friend[54] used the mole fractions instead of chemical po-

tentials as independent variables in the isomorphism assumption, and this method

was later adopted by Cai and Prausnitz[66], by Sun et al.[67], and by Llovell et

al.[50].

According to the isomorphism assumption, the relevant order parameter to

describe vapor-liquid equilibria in mixtures is the total density ρ =
∑
i ρi of

the system, the Helmholtz energy contribution is calculated from Eq.(3.4) as for

pure components. For mixtures according to this simplified isomorphic density

approximation it is

G0
n(ρ, τ) =

fn−1(ρ+ τ) + fn−1(ρ− τ)

2
− fn−1(ρ) + α(mτ)2 (3.17)
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GDn (ρ, τ) =
fn−1(ρ+ τ) + fn−1(ρ− τ)

2
− fn−1(ρ) + α(mτ)2

w2φ

22n+1L2
(3.18)

where, for multicomponent mixtures,

α(mτ)2 =
16

9
πτ2

n∑
i=1

n∑
j=1

xixjmimjσ
3
ij

ε

kT
ξij (3.19)

and

w2 =
9

7

n∑
i=1

xim̂iσ
2
i (3.20)

and

φ =

n∑
i=1

xim̂iφi (3.21)

The quantities L and ξij are defined through Eq.(3.13) and Eq.(3.16), respec-

tively.

3.3 Numerical procedure

The renormalization scheme according to White requires the integration of Eq.(3.4)

or of Eq.(3.10). A straight-forward implementation is to discretize the density and

use a trapezoid rule for the numerical integration. At the end of the renorma-

lization step, the discretized Helmholtz energy as a function of density can be

interpolated with cubic splines. This procedure works well for conditions close

to the critical point. For phase equilibrium calculations at lower reduced tem-

perature, however, this scheme requires unreasonably fine grids. The reason is

that such cases involve low (component) densities for a vapor phase, where the

ideal gas contribution to the Helmholtz energy introduces strong non-linear limi-

ting behavior. The density-derivative of the ideal gas contribution introduces a

logarithmic density dependence. This makes linear or cubic interpolation schemes

inadequate. The result of this problem is visualized as a dashed line in Figure 3.2

for the case of pure n-octane modeled with 400 equi-distant grid points along the

vapor pressure line. For low temperatures where the vapor density decreases, the

interpolation gets unreasonable.

The ideal-gas contribution was here substracted for every grid-point, before

the cubic-spline interpolation was adjusted. Derivatives to density can then be
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taken, without an overly pronounced non-linearity. The ideal gas contribution is

analytically added to the resulting values. This leads to robust results also at

low component densities, as seen from the solid line in Figure 3.2 and a smaller

number of grid-points can be used for the calculations. Here, 200 or 400 grid-

points were used for pure components and the isomorphic density approximation.

For the individual phase-space cell approximation of a binary mixture, the two

densities were discretized in a grid of 200× 200 points.
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Figure 3.2: Vapor pressure line of n-octane. Illustration of a numerical artifact as a
result of Helmholtz energy interpolations (cubic spline) including the strongly non-linear
ideal-gas term (dashed line). An interpolation scheme where the ideal gas contribution is
subtracted prior to interpolation (and only added for the desired density) does not suffer
from this deficiency (solid line). Calculations with 400 grid-points for both cases. The
open circles are the experimental triple point and critical point, respectively.

For the phase-space cell approximation the evaluation of the 2-dimensional

integrals appearing in Eq.(3.11) and Eq.(3.12) was for any mixture isotherm done

only once as an initialization of the calculation. The initialization can be done ef-

ficiently by realizing that both integrands in Eq.(3.11) and Eq.(3.12) decay to zero

with increasing {τ1, τ2}, which can be used to truncate the integration. After 5

recursive steps (n = 5) the renormalization procedure converged and the resulting

Helmholtz energy was correlated using 2-dimensional splines. The thermodynamic

derivatives (leading to pressure, chemical potential, etc.) were taken analytically

from the spline functions. This procedure leads to an initialization step (where the
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numerical integrations are performed) requiring a few seconds on a desktop PC,

whereas many equilibrium points of the isotherm were subsequently determined

in milliseconds. The isomorphic approximation is computationally less tedious,

because it only involves one dimensional integrations. For this case, we have not

discretized the density range of both considered components, but as a penalty of

the less elaborate implementation the calculations for a complete binary isotherm

were in fact slower than those of the previously described algorithm.

3.4 Results and discussion

3.4.1 Pure components

The renormalization group parameters for some n-alkanes considered in this work

were taken from Bymaster et al.[52]. All classical equation of state parameters

of the PC-SAFT model can be maintained. Additional renormalization group

parameters of components considered in this study are listed in Table 3.1 with the

classical pure components PC-SAFT parameters taken from previous studies[16,

68]. A comparison of the calculated critical properties and the experimental data

is given in Table 3.2. For brevity we refer to the PC-SAFT equation of state

applied with the renormalization group theory as PC-SAFT-RG. Results of the

regular PC-SAFT model are also tabulated, confirming, that the renormalization

group theory gives much better agreement with experimental data.

Figure 3.3 and Figure 3.4 give a graphical comparison of the PC-SAFT-RG

model to experimental data for pure component vapor-liquid equilibria. The co-

existing densities for methanol, n-decane and dimethyl ether are shown in Figure

3.3, whereas the vapor pressure lines for the same components are presented in

Figure 3.4. Calculations of the classical PC-SAFT equation of state are also gi-

ven. The renormalization group corrections improve the description of the phase

equilibrium in the vicinity of the critical points. Both diagrams show that re-

normalization group correction results remain similar as the results of original

PC-SAFT equation of state in the region away from critical point.
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Figure 3.3: Coexisting vapor and liquid densities of methanol, n-decane and dimethyl
ether: Comparison of PC-SAFT-RG results (solid lines) to PC-SAFT results (dashed
lines) and experimental data (symbols).
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Figure 3.4: Vapor pressure curves of methanol, n-decane and dimethyl ether. Com-
parison of PC-SAFT-RG results (solid lines) to PC-SAFT results (dashed lines) and
experimental data (symbols).
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3.4.2 Binary mixtures

We evaluate the PC-SAFT-RG for various binary mixtures using two approxima-

tion methods for the renormalization group theory.

Alkane-alkane systems

Four alkane mixtures with increasing shape-asymmetry are here considered. The

vapor-liquid equilibrium of the mixture of ethane-propane is presented in Figure

3.5. The diagram compares results of PC-SAFT and the two variants of the PC-

SAFT-RG models to experimental data. The isomorphic density approximation

shows improved results near the critical region comparing to PC-SAFT, while

the individual phase-space cell approximation overestimates the renormalization

group corrections near the critical region for the two highest temperatures.

Results for the mixture propane–n-pentane are given in Figure 3.6. The iso-

morphic density approximation improves the results compared to the PC-SAFT

equation of state. The individual phase-space cell approximation here yields the

best agreement with experimental data.

Figure 3.7 shows the p− x diagram for the binary system of ethane-pentane.

The binary interaction parameter kij = 0.0073 earlier determined for PC-SAFT

is maintained unchanged for the two variants of the renormalization theory. In

Figure 3.7, the isomorphic density approximation shown with dashed lines slightly

improved the phase behavior in the critical vicinity compared with the PC-SAFT

model, while the individual phase-space cell approximation shows a better agree-

ment with experimental data. The individual phase-space cell approximation

tends to overestimate the renormalization group corrections near the critical re-

gion for the isothermal curves at temperatures of 444.26 K and 410.93 K.

In Figure 3.8, the propane–n-decane mixture is used to analyze the models.

The isomorphic density approximation only slightly improves the PC-SAFT equa-

tion of state. Results of the individual phase-space cell approximation method

show very good agreement with experimental data. We observe, however, that

the phase equilibrium calculations do not converge in the very vicinity of the cri-

tical point. Although this problem can be due to an insufficient algorithm, we

suspect it can also be caused by too aggressive renormalization corrections. We

intentionally present diagrams with these last converged phase equilibrium points

leaving a gap for these diagrams (where applicable).
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Figure 3.5: Vapor-liquid equilibrium of ethane – n-propane at five temperatures. Com-
parison of PC-SAFT-RG with individual phase-space cell approximation (solid lines,
kij = −0.0026), PC-SAFT-RG with isomorphic density approximation (short dashed
lines, kij = −0.0046) and PC-SAFT (dashed lines, kij = 0.0036) to experimental
data[69] (symbols).
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Figure 3.6: Vapor-liquid equilibrium of n-propane – n-pentane at five temperatures.
Comparison of PC-SAFT-RG with individual phase-space cell approximation (solid lines,
kij = 0.0082), PC-SAFT-RG with isomorphic density approximation (short dashed lines,
kij = 0.0082) and PC-SAFT (dashed lines, kij = 0.0182) to experimental data[70]
(symbols).
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Figure 3.7: Vapor-liquid equilibrium of ethane – n-pentane at four temperatures. Com-
parison of PC-SAFT-RG with individual phase-space cell approximation (solid lines,
kij = 0.0073), PC-SAFT-RG with isomorphic density approximation (short dashed lines,
kij = 0.0073) and PC-SAFT (dashed lines, kij = 0.0073) to experimental data[64] (sym-
bols).
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Figure 3.8: Vapor-liquid equilibrium of n-propane – n-decane at four temperatures.
Comparison of PC-SAFT-RG with individual phase-space cell approximation (solid lines,
kij = 0.0036), PC-SAFT-RG with isomorphic density approximation (short dashed lines,
kij = 0.0066) and PC-SAFT (dashed lines, kij = 0.0066) to experimental data[71]
(symbols).
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Mixtures with CO2 or H2S

Mixtures of CO2-alkane and H2S-alkane are of particular industrial interest, for

example in the removal of acid gases from natural gas. Figure 3.9 illustrates the

vapor-liquid equilibrium of CO2-methane. Only isothermal curves for T = 288.5

K and 293.4 K are shown since they lead up to a critical point of the binary mixture

and these were overestimated by the PC-SAFT equation of state. Although PC-

SAFT-RG calculations using both approximations show improvements for this

system over the original PC-SAFT, the results of the individual phase-space cell

approximation are better than those of the isomorphic density approximation.

0.0 0.1 0.2

5
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7

8

9

288.5 K
293.4 K

p/
M
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xCO2

Figure 3.9: Vapor-liquid equilibrium of CO2-methane at two temperatures. Com-
parison of PC-SAFT-RG with individual phase-space cell approximation (solid lines,
kij = 0.0430), PC-SAFT-RG with isomorphic density approximation (short dashed lines,
kij = 0.0450) and PC-SAFT (dashed lines, kij = 0.0630) to experimental data[72] (sym-
bols).

The system CO2 in mixture with butane is shown in Figure 3.10. The indivi-

dual phase-space cell approximation overestimates the renormalization corrections

near the critical point, while the isomorphic density approximation only mildly

improves on the original PC-SAFT model.

Dimethylether is considered as a more polar solvent in mixture with carbon

dioxide. The mixture was chosen, because it was earlier quite weakly described

with PC-SAFT in the vicinity of the critical point. Figure 3.11 shows only two iso-
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therms for clarity. Both renormalization theories improve the PC-SAFT equation

of state, with the individual phase-space cell approximation as the more accurate

model.
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Figure 3.10: Vapor-liquid equilibrium of CO2-butane at three temperatures. Com-
parison of PC-SAFT-RG with individual phase-space cell approximation (solid lines,
kij = 0.0997), PC-SAFT-RG with isomorphic density approximation (short dashed lines,
kij = 0.1090) and PC-SAFT (dashed lines, kij = 0.1090) to experimental data[73] (sym-
bols).

A mixture of hydrogen sulfide with butane, is given in Figure 3.12. In this case,

both variants of the renormalization theory improve the results of the PC-SAFT

model in the critical region. In contrast to the earlier example, the isomorphic

density approximation tends to overestimate the corrections to the critical density

fluctuations. The individual phase-space cell approximation is in good agreement

with the experimental data.

Figure 3.13 shows H2S in mixture with methanol. Using the same kij para-

meter as for the PC-SAFT model, the individual phase-space cell approximation

gives much better agreement with experimental data at temperature of 448.15 K

compared to the isomorphic density approximation and to the original PC-SAFT

model. The more demanding convergence for the individual phase-space cell ap-

proximation when approaching the critical point remains in most binary mixtures

studied here.
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Figure 3.11: Vapor-liquid equilibrium of CO2-dimethylether at two temperatures. Com-
parison of PC-SAFT-RG with individual phase-space cell approximation (solid lines,
kij = 0.0090), PC-SAFT-RG with isomorphic density approximation (short dashed lines,
kij = 0.0090) and PC-SAFT (dashed lines, kij = 0.0090) to experimental data[74] (sym-
bols).
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Figure 3.12: Vapor-liquid equilibrium of H2S-butane at four temperatures. Com-
parison of PC-SAFT-RG with individual phase-space cell approximation (solid lines,
kij = 0.0472), PC-SAFT-RG with isomorphic density approximation (short dashed lines,
kij = 0.0572) and PC-SAFT (dashed lines, kij = 0.0672) to experimental data[75] (sym-
bols).
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Figure 3.13: Vapor-liquid equilibrium of H2S-methanol at three temperatures. Com-
parison of PC-SAFT-RG with individual phase-space cell approximation (solid lines,
kij = −0.0589), PC-SAFT-RG with isomorphic density approximation (short dashed
lines, kij = −0.0589) and PC-SAFT (dashed lines, kij = −0.0589) to experimental
data[76] (symbols).

3.5 Conclusion

A renormalization group theory was applied with the PC-SAFT equation of state,

in order to account for long-ranged density fluctuations in the vicinity of the criti-

cal point. This work can be considered as an extension of the study of Bymaster

et al.[52] to mixtures. Two approximations for the renormalization scheme for

mixtures were evaluated, i.e. the isomorphic density approximation and the in-

dividual phase-space cell approximation. The resulting equations of state were

applied to mixtures of alkanes, as well as to mixtures involving hydrogen sulfide

and carbon dioxide. Both variants improved the description around the critical

point for these mixtures. Despite its tendency to overestimate the renormaliza-

tion corrections, the individual phase-space cell approximation was found to be

slightly superior to the isomorphic density approximation for the systems studied

here.
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Abstract

The calculation of interfacial properties, such as the surface tension,

from the density functional theory suffers from the overestimation of

the critical temperature of all classical Helmholtz energy functionals.

A Helmholtz energy functional is here proposed, where the long-range

density fluctuations leading to the universal critical scaling behavior

are accounted for using a renormalization group theory. The appeal

of the approach is its simple implementation, where the renormaliza-

tion is treated in a local density approximation (LDA). The model

is almost exact at the critical point. Away from the critical point,

the model reduces to the perturbed chain statistical associated fluid

theory (PC-SAFT) equation of state. The conventional PC-SAFT

pure component parameters are supplemented with a single substance-

specific renormalization parameter, which is adjusted to reproduce

the bulk phase critical temperature. The surface tension is obtained

with excellent agreement to experimental data for some non-polar and

moderately polar substances (alkanes, ethers, acetates, aromatic sub-

stances) up to the critical point.
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WITH A SIMPLE RENORMALIZATION FORMALISM FOR THE CRITICAL POINT 4.1

4.1 Introduction

The liquid-vapor surface tension influences and controls many processes in chemi-

cal or reservoir engineering applications. Membrane absorption contactors that

are considered for the separation of acid gas from natural gas, for example, rely

on non-wetted pores in order to ensure sufficiently high diffusion through the

membrane layer. The control and modification of interfacial properties require

predictive models that are based on molecular theories.

The most versatile and successful approach to describe interfaces from fluid

theories is the classical density functional theory (DFT)[1, 2, 3]. The treatment

of the inhomogeneous liquid-gas interface by van der Waals in 1894 is probably

the first density functional study[4]. Despite this early development, the DFT

was only further developed after the quantum DFT approach for the electron

gas was developed. Hohenberg and Kohn[5] formalized the variational principle

deriving a form that is the basis to all current implementations. In recent years

accurate Helmholtz energy functionals have been proposed with the DFT and

many applications were developed. We refer to recent reviews[6, 7, 8] for an

overview.

There has been significant effort in developing equations of state that can be

used to describe the thermodynamics and bulk phase equilibria of fluids and fluid

mixtures. A successful family of equations of state is the statistical associating

fluid theory (SAFT) which has been developed by Chapman et al.[9, 10] based on

Wertheim’s thermodynamic perturbation theory of first order (TPT1)[11, 12, 13,

14]. Several variants were suggested [15, 16, 17, 18, 19, 20, 21, 22], with widespread

applications[23, 24]. For interfaces, a number of studies[25, 26, 27, 28, 29, 30]

used the SAFT equation of state and the perturbed-chain SAFT (PC-SAFT)

model with the Van der Waals’ density-gradient theory to correlate the surface

tension of pure components and binary mixtures. This appoach gives good agree-

ment for the observed properties, however, with an additional adjustable para-

meter per component. The TPT1 of Wertheim is formulated in density func-

tional form and it has successfully been applied to inhomogeneous associating

fluids[31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44]. Zhou improves the

accuracy of functionals for the dispersive attraction[45, 46]. Helmholtz energy

functionals for the chain formation[47, 48, 49, 50, 51, 52, 53] have been developed

and accurate expressions have been proposed by Tripathi and Chapman[39, 40].
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Gross[54] has applied the density functional theory with the PCP-SAFT equa-

tion of state using the approach of Gloor et al.[42] for vapor-liquid interfaces and

obtained very accurate results without any additional parameter or reparamete-

rization. Several studies consider the structural properties of hetero-segmented

substances, such as block-copolymers [55, 56, 57, 41, 58, 59, 60]. The Helmholtz

energy functionals of hetero-segmented fluids have the same form as for mixtures

of different substances. However, studies applying the DFT to surface tensions

of mixtures are somewhat scarce. Llovell et al. extended the SAFT-VR DFT

treatment to deal with mixtures of chainlike molecules and their study provides

a comprehensive review of applications of DFT to mixtures[61].

Most Helmholtz energy functionals that have been proposed, however, overes-

timate the critical point. For bulk phases, on the other hand, the renormalization-

group theory[62, 63] has successfully been applied with classical equations of state

in order to account for the long-range density fluctuations that appear in the vi-

cinity of a critical point. White[64] has developed a renormalization group theory

based on intermolecular properties. Lue and Prausnitz[65, 66] re-analyzed the

partition function of the system adding some clear interpretation of the involved

parameters. The renormalization group theory in the dialect considerd here, was

applied to pure components by Jiang and Prausnitz[67], Mi et al.[68], Llovell et

al.[69], Fu et al.[70] and to mixtures[71, 72]. The renormalization group theory

was applied with the perturbed-chain SAFT (PC-SAFT) equation of state by

Bymaster et al.[73] and by us[74] for pure components and mixtures, respectively.

It is very desirable to account for critical fluctuations also in the Helmholtz

energy functionals applied to the calculation of interfacial properties. The surface

tension, for example, vanishes at the critical point and errors in the calculated

critical temperature lead to systematic offsets in the description of the surface ten-

sion. Kiselev and Ely [75] developed the generalized version of the corresponding

states model combined with the density functional theory and crossover theory

for the vapor-liquid interface and surface tension. McCabe and Kiselev[76] com-

bined DFT with the variable-range SAFT equation of state applying a crossover

scheme. Fu and Wu [35] proposed an equation of state based on the Yukawa inter-

molecular potential and they applied the model to bulk properties and interfaces

using DFT. A renormalization group theory was considered to correct for critical

fluctuations of bulk fluids but it was not applied in the DFT framework. Fu [77]

applied an equation of state by using the density-gradient expansion, in which



98 DENSITY FUNCTIONAL THEORY FOR CALCULATING SURFACE TENSIONS
WITH A SIMPLE RENORMALIZATION FORMALISM FOR THE CRITICAL POINT 4.2

the so-called influence parameter was obtained from the direct correlation func-

tion. However, solving the DFT and renormalization group theory was found to

be computationally difficult, so that for interfaces a constant influence parameter

was assumed reducing the DFT to the density-gradient theory.

In this work, a Helmholtz energy functional is proposed that accouts for critical

fluctuations through a renormalization theory. The renormalization is applied

with a local density approximation (LDA), leading to a simple model, which is

almost exact at the critical point. The renormalization theory is supplemented

with a stability constraint, since the LDA requires the evaluation of the Helmholtz

energy for densities, which for bulk fluids are in the instable region. The approach

is demonstrated for alkanes, aromatics, acetates, ethers far and near the critical

point.

4.2 Bulk phase equation of state

4.2.1 Classical PC-SAFT equation of state

The PC-SAFT equation of state is based on a coarse-grained molecular model,

where molecules are assumed to be chains of spherical segments exhibiting various

attractive interactions. The complete perturbed-chain statistical associating fluid

theory (PC-SAFT) equation of state is given as the sum of the ideal gas contri-

bution (id), a hard-sphere contribution (hs), a chain term (chain) connecting the

spherical segments, a contribution for the dispersive attraction (disp), a term for

associating interactions (assoc). The whole PC-SAFT equation of state written

in terms of Helmholtz energy is

F = F id + F hs + F chain + F disp + F assoc (4.1)

For details on the PC-SAFT model we refer to the literature: The first four

terms on the right hand side of Eq. (4.1) were in detail described by Gross and

Sadowski[22]. The association term is a simplified version of Wertheim’s TPT1

proposed by Chapman et al.[9, 78, 79] and together with the PC-SAFT equation

of state applied in several studies[80, 81, 82]. A substance i is represented by

only three pure component parameters: a segment size parameter σi, the number

of segments mi, and the segment energy parameter εi/k. Associating substances

require two additional pure component parameters, the association energy εAiBi/k
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between association site A and site B, and the effective association volume κAiBi .

4.2.2 Renormalization group theory for PC-SAFT

The renormalization treatment with the PC-SAFT equation of state discussed in

this study is in its outset based on the work of Bymaster et al.[73] providing cor-

rections due to longrange density fluctuations near critical region. This approach

has in a previous study been extended to mixtures[74]. While the approach re-

quired three adjustable parameters for the renormalization theory, we will here

reduce the number to only a single parameter.

In the renormalization group theory the wavelength-coordinate is discretized

so that wavelengths are binned in intervals (with index n) of representative wave-

packets. The renormalization successively adds Helmholtz energy density contri-

butions δfn due to density fluctuations of increasing wavelength and the Helm-

holtz energy density for the nth recursive renormalization step is fn = fn−1 +δfn.

Far from the critical point long-range fluctuations don’t contribute to the Helm-

holtz energy and the equation of state then reduces to the PC-SAFT model. The

Helmholtz energy density is calculated as

f = fPC-SAFT +

∞∑
n=1

δfn (4.2)

The recursive procedure should be carried out with n counting to infinity. In

practice, the series converges after just a few iterations (n = 5)[83]. The term

that corrects for long-wavelength fluctuations is for pure components

δfn(ρ) = −Kn ln

∫min(ρ,ρmax−ρ)
0

exp
(
− 1
Kn
GDn (ρ, τ)

)
dτ∫min(ρ,ρmax−ρ)

0
exp

(
− 1
Kn
G0
n(ρ, τ)

)
dτ

(4.3)

The integrals in τ in this equation are for the amplitude of the density fluctuations.

The upper integration bound limits the minimally and maximally allowed density

to within the range from zero to ρmax =
√

2
md3 . The coefficient Kn is defined as

Kn =
kBT

(2nL)3
(4.4)

where L is an adjustable pure component parameter. It is assumed that density
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fluctuations of wavelengths below the cutoff length L are accurately captured

by the classical equation of state. Eq. (4.3) represents the Helmholtz energy

contribution of density fluctuations of wavelengths within the volume (2nL)3.

The factor 2 scales the step-size for the successive renormalization steps[64].

The abbreviations GDn (ρ, τ) in Eq.(4.3) is the Helmholtz energy contribution

of the successively increasing wavelengths (omitting a prefactor) and G0
n(ρ, τ) is

a normalization of the functional integration, that cuts the short wavelengths

away[84, 65]. These functionals are approximated, as

GDn (ρ, τ) =
fn−1(ρ+ τ) + fn−1(ρ− τ)

2
− fn−1(ρ) + α(mτ)2 φw2

22n+1L2
(4.5)

G0
n(ρ, τ) =

fn−1(ρ+ τ) + fn−1(ρ− τ)

2
− fn−1(ρ) + α(mτ)2 (4.6)

where −α(mρ)2 represents an attraction term (for a fluid of molecular density

ρ and segment density mρ). Further, φ is the average gradient of the wavelet

function and is a pure component parameter. For fluids with Lennard-Jones

segments, the two parameters α and w2 are

α = −1

2

∫ ∞
σ

dr 4πr2ξuattr(r) =
16πεσ3ξ

9
(4.7)

w2 = − 1

3!α

∫ ∞
σ

dr 4πr2r2ξuattr(r) =
9σ2

7
(4.8)

Here, ξ is a pure component parameter ξ that was empirically introduced by

Bymaster et al.[73]. The parameter scales to good approximation inverse with

the number of segments per molecules. We omit this pure component parameter

using the definition for α and w2 as

α =
16πεσ3

9m
(4.9)

w2 =
9σ2m

7
(4.10)

The segment number m in Eq. (4.10) is included to compensate the m in

Eq. (4.9) so that Eq. (4.5) effectively remains unchanged. Another pure com-
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ponent parameter, namely the cut-off length is set to L = 2σ for all substances.

This leaves the average gradient of the wavelet function φ in Eq. (4.5) as the

only adjustable pure component parameter of the renormalization theory. For

brevity, we refer to the resulting renormalized PC-SAFT equation of state as

PC-SAFT-RG.

4.3 Classical density functional theory

In DFT the Helmholtz energy F [ρ(r)] of an inhomogeneous fluid can be expressed

as a functional of the density ρ(r), where r can generally be a vector that charac-

terizes the configuration (position, orientation, conformation, etc.) of molecules.

In our modelling framework, the configuration of a fluid is not resolved and the

vector r is only a positional vector and the appropriate density is the average

segment density of a molecule. The grand potential Ω(T, µ, [ρ(r)]) is thereby ex-

pressed as the Helmholtz energy functional and the chemical potential which acts

(as a Lagrangian multiplier) as a constraint on the number of particles. In the

absence of an external field, it is

Ω = F [ρ(r)]− µ
∫

dr ρ(r) (4.11)

For a system in equilibrium, the grand potential functional is minimal(
δΩ

δρ(r)

)
ρ(r)=ρeq(r)

= 0 (4.12)

With this condition, the density functional theory allows the calculation of equili-

brium density-profiles ρeq(r) in inhomogeneous systems. For a compact notation

we omit the index ’eq’ for the equilibrium density profile. These profiles are

obtained by

0 =
δF [ρ]

δρ(r)
− µ (4.13)

A Helmholtz energy functional based on the PC-SAFT equation of state was

recently proposed[54]. It has the same structure as the Helmholtz energy for bulk
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phases, Eq. (4.1), with

δF [ρ]/kT

δρ(r)
=
δF ig[ρ]/kT

δρ(r)
+
δF hs[ρ]/kT

δρ(r)
+
δF chain[ρ]/kT

δρ(r)

+
δF disp[ρ]/kT

δρ(r)
+
δF assoc[ρ]/kT

δρ(r)
(4.14)

The functional based on the PC-SAFT equation of state was shown to predict

surface tensions quantitatively except for the immediate vicinity of the critical

point. We refer to ref.[54] for details on the functional.

4.3.1 Combining PC-SAFT-RG and DFT

The hard-sphere functional of Eq. (4.14) according to the modified Fundamental

Measure Theory[85, 86, 87, 88] is fully compatible with the PC-SAFT equation of

state. The same holds for the expression accounting for the chain connectivities

proposed by Tripathi and Chapman[39, 40]. The dispersion term of the PC-SAFT

equations of state, however, is not formulated in density functional form. Gloor

et al.[42, 43, 44] have proposed a scheme to adapt a bulk-phase equations of state

to a DFT formalism. A DFT treatment for such a dispersive term is established

based on perturbation theory written in functional form, while the (small) diffe-

rence between this perturbation term and the dispersion term of the bulk-phase

equations of state can be described with a local density approximation. It has

been shown in our previous study that a first order non-local perturbation theory

is sufficiently accurate and the addition of a non-local second order term does

not change the results appreciably[54]. Following this approach we here formu-

late a simple functional for the dispersion term that contains a renormalization

treatment for the critical point. It is given as a first order perturbation term

(1PT) which is treated non-local and the excess of the renormalized PC-SAFT

model to the 1PT-term, which is approximated locally (i.e. with a local density

approximation), according to

δF disp[ρ]

δρ
=
δF 1PT[ρ]

δρ
+ (µdisp,PC-SAFT-RG − µ1PT) (4.15)

Here, the superscript ‘disp,PC-SAFT-RG’ indicates the dispersive term of the

PC-SAFT equation of state along with renormalization corrections from the sum
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over δfn of Eq. (4.2). The first order perturbation term F 1PT[ρ(r)] is obtained

from a perturbation theory[54] which, for pairwise additive potentials, is exact

FPT [ρ(r);T ]/kT =
1

2

∫ 1

0

dϕ
∑
α

∑
β

∫ ∫
drdr′ gϕ,αβ (r, r′;T ) ρα(r)ρβ(r′)

φPTαβ (r, r′)

kT

(4.16)

here the indices α and β run over all segments of polysegmented molecule 1

and 2, respectively. The parameter ϕ is a coupling parameter, that accomplishes

a continuous transition from the reference fluid to the target fluid. The potential

for each segment-segment interaction has the form φ(r) = φ0(r) + ϕφPT (r). The

index αβ is omitted in the potential, because all segments of a chain interact

with the same potential. Eq. 4.16 is difficult to solve, because the pair correlation

function gϕ,αβ(r, r′;T ) is not available for fluids with any value of ϕ between zero

and one. Since, for dispersive interactions, the reference fluids pair correlation

function is similar to that of the target fluid, we expand around the reference

fluids pair correlation function. Hard-chains are here considered as the reference

fluid. We simplify the treatment by not resolving the difference in the local density

of various segments in the chain[38], so that ρα(r) = ρ(r). For inhomogeneous

conditions, the (hard-chain) pair correlation function is not well known and we

have to make approximations: First, as proposed by Sokolowski and Fischer [89]

we assume the segment pair correlation function of the homogeneous fluid at an

average of the densities in r and r′, with ρ̂ = 1
2 (ρ(r) + ρ(r′)). And secondly,

we consider an average over the segment pair correlation function. The average

segment-segment radial distribution is

ghc (r̂, ρ̂) =
1

m2

∑
α

∑
β

ghcαβ (r̂, ρ̂) (4.17)

where the index (hc) refers to segments of the hard-chain fluid and r̂ = |r− r′| is
a segment-segment distance for segments on two different chain-molecules. The

first order perturbation term (index ’1PT’) then gets

F 1PT[ρ]/kT =
1

2

∫ ∫
drdr′ m2 ρ(r) ρ(r′) ghc (r̂, ρ̂)

uPT (r̂)

kT
(4.18)

This equation constitutes a non-mean field dispersion term, where a radial

distribution function for chain fluids according to the Percus-Yevick closure, is
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used[54].

The density fluctuations are long-ranged and the renormalization group theory

applied here accounts for these density waves in a mean field local density approxi-

mation. The approach of Eq. (4.15), although simple, should give a reasonable

account of the critical density fluctuations.

4.3.2 Surface tension

The surface tension of the system is the difference of the grand potential of the

interface and of the bulk phase, according to

γDFT =
1

A
(Ω− Ωbulk) (4.19)

where A denotes the surface area. The subscript ‘DFT’ has been introduced to

the surface tension in Eq. (4.19) in order to indicate that this is the surface tension

of a planar interface in the absence of long-range capillary waves. The reason is

that we have approximated the grand potential omitting the influence of capillary

waves. To include the capillary wave contribution, a simple approximation for the

macroscopic surface tension is given as

γ = γDFT

(
1 +

3

8π

T

Tc

1

(2.55)2

1

κ

)−1

(4.20)

This model is based on the mode coupling theory[90] and is derived from a first

order expansion of the universal critical scaling behavior. The relation can be

extrapolated outside the critical region. In Eq. (4.20) the κ is the amplitude

ratio. For the Ising model, the value is κ = 0.24[91]. In our previous study the

amplitude ratio was used as a model constant that depends only on segment num-

ber m. It was adjusted to reproduce the surface tension of the alkane series[54],

leading to κ = 0.0045 + 0.0674m. For detailed information, we refer to previous

literature[54]. For not too large molecules the resulting value of κ is close to

the value of the Ising model, while in this parameterization, the capillary wave

contribution vanishes for substances with a large segment number m. Generally,

capillary waves and the bulk phase density fluctuations that diverge at the critical

point are physically related but a unified molecular theory bridging the DFT ap-

proach to the capillary wave theory has not yet been accomplished[92, 93, 94]. The

critical renormalization does not fully account for the capillary wave contribution
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which acts through the curvature of the interface.

4.4 Numerical implementation

The renormalization group theory is here applied with a local density approxima-

tion within the DFT framework. This requires the evaluation of the Helmholtz

energy for the complete density region between the two coexisting densities. This

becomes a problem for the Helmholtz energy contributions to wave-packets of in-

creasing wavelength, GDn . These, in some cases, give values smaller than zero in

the instable region. That is an artifact of the approach, where a Van der Waals

dispersion term is assumed to be driving the fluctuations, whereas other attac-

tive contributions are accounted for in the bulk-phase equation of state. We have

introduced the constraint, that G0
n = 0 and GDn = 0 when the original renorma-

lization scheme gives values of G0
n or GDn lower than zero. The results with and

without this constraint are illustrated in Figure.4.1. The results show an unreaso-

nable deviation to the experimental data that is soley due to the renormalization

procedure when the stability constraint is omitted. Quantitative agreement with

the experimental data is obtained when the stability constraint is accounted for.

No parameters were thereby adjusted to the interfacial data.

The renormalization scheme requires the integration of Eq. (4.3). We discreti-

zed the density using 200 steps in the density interval from zero to ρmax and used a

trapez-rule for the numerical integration. At the end of the renormalization step,

the discretized Helmholtz energy as a function of density was interpolated with

cubic splines. Before interpolating the Helmholtz energy, however, we subtracted

the ideal gas contribution for every grid point, because it introduces a logarith-

mic density dependence for low densities. This makes linear or cubic interpolation

schemes inadequate. The ideal gas contribution was analytically added only after

completion of the renormalization procedure. This leads to robust results also at

low component densities.

For the numerical procedure for solving the density functional theory, Eq. (4.13),

we refer to a previous study[54].
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Figure 4.1: Comparison of the proposed DFT with stability constraint (solid line) and
without the stability constraint (short dashed line) to experimental data[95, 96] for the
surface tension of CO2 (closed symbols). Results of the non-renormalized PC-SAFT-
DFT is given for comparison (dashed line)

4.5 Results and discussion

The renormalized PC-SAFT equation of state (abbreviated as PC-SAFT-RG)

reduces to the classical PC-SAFT equation of state at conditions sufficiently far

from the critical point. The pure component parameters of the classical PC-SAFT

equation of state can therefore be used without modification[22]. As opposed to

Bymaster et al.[73] and our previous work[74] where three additional renorma-

lization parameters were needed, the renormalization procedure proposed here

requires the average wavelet gradient φ as the only additional pure component

parameter. It is determined from bulk phase calculations. All pure component

parameters are summarized in Table 4.1. The critical point calculated from the

PC-SAFT-RG and the PC-SAFT model is in Table 4.2 compared with expe-

rimental data. The renormalization procedure clearly improves the agreement

with experimental data for critical temperature and critical pressure. The re-

normalization parameter φ is determined by enforcing the experimental critical

temperature. The parameter φ is thereby well-behaved with segment number, as

illustrated in Figure 4.2.
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Figure 4.2: The renormalization group theory parameter φ is well-behaved with segment
number m, for alkanes, acetates, aromatics and ethers

Results of PC-SAFT-RG and PC-SAFT models for the surface tension of some

n-alkanes (butane, octane, and dodecane) are in Figure 4.3 compared with expe-

rimental data (closed symbols). Throughout this work open symbols represent

extrapolated results of experimental data using empirical correlations taken from

reference[97]. Far from the critical region, both models show quantitative agree-

ment with the experimental data. Close to the critical region the classical PC-

SAFT equation of state overestimates the critical temperature and thus also the

surface tension. The renormalized equation of state is also in this region in quanti-

tative agreement to the experimental values. For hexane the model is also applied

neglecting the capillary wave contribution, in order to illustrate the contribution

of Eq. (4.20). Figure 4.3 shows that capillary waves give a small but non-negligible

contribution to the results in our parameterization.
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Table 4.1: Molecular Parameters and RG Parameter φ

Component m σ ( Å) ε/kB(K) φ

CO2 2.0727 2.7852 169.21 11.38
ethane 1.6069 3.5206 191.42 15.54

propane 2.2220 3.6184 208.11 13.00
butane 2.3316 3.7086 222.88 11.16
pentane 2.6896 3.7729 231.20 9.74
hexane 3.0576 3.7983 236.77 8.67
heptane 3.4831 3.8049 238.40 8.07
octane 3.8176 3.8373 242.78 7.32
decane 4.6632 3.8373 242.78 6.71

dodecane 5.3060 3.8959 249.21 6.02
methylacetate 3.1756 3.1872 234.107 7.79
ethylacetate 3.5371 3.3079 230.801 7.47

propylacetate 3.7863 3.4227 235.758 7.285
ethylbenzene 3.0801 3.7974 287.348 8.49

n-propylbenzene 3.3435 3.8438 288.128 7.75
n-butylbenzene 3.7668 3.8727 283.072 7.50
dimethylether 2.2623 3.2766 212.934 11.25

methylethylether 2.6587 3.3729 216.010 10.25
diethylether 3.0369 3.4857 217.641 9.07
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Figure 4.3: Comparison of the DFT with the PC-SAFT equation of state inclu-
ding renormalization corrections (solid line) and without renormalization theoy (dashed
line) to experimental data (closed symbols) for the surface tension of three alkanes: n-
butane[96, 95, 98, 99, 100], n-hexane[100], and n-dodecane[96]. For hexane, results
omitting the capillary wave contribution are also shown (dashed dotted line)

Figure 4.4 compares the two models with experimental data (closed symbols)

of ethylbenzene, n-propylbenzene, and n-butylbenzene as representatives of aro-

matic substances. The insert in the figure gives a rescaled view around the critical

temperature. Near the critical region, the renormalization group contributions

lead to excellent results of the PC-SAFT-RG model.

The surface tension of two further chemical families are studied here, i.e. ace-

tates in Figure 4.5 and ethers in Figure 4.6. These confirm the observation, that

the renormalization treatment can be considered in a local density approxima-

tion to the DFT. Quantitative results are obtained for all substances of moderate

polarity. In our previous study we have already shown, that small compounds

with high dipolar moment require a resolution of the orientational distribution

function. Dimethylether, in Figure 4.6 is an example of a substance where the

orientational distribution function has to be resolved for a better agreement with

experimental data.
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Figure 4.4: Comparison of the DFT with the PC-SAFT equation of state inclu-
ding renormalization corrections (solid line) and without renormalization theoy (dashed
line) to experimental data (closed symbols) for the surface tension of three aromatics:
ethylbenzene[101, 96, 102], n-propylbenzene[101, 103, 104], and n-butylbenzene[101, 103,
104]
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Figure 4.5: Comparison of the DFT with the PC-SAFT equation of state inclu-
ding renormalization corrections (solid line) and without renormalization theoy (da-
shed line) to experimental data (closed symbols) for the surface tension of three
acetates: methylacetate[105, 96], ethylacetate[106, 107, 108, 105, 96, 100], and n-
propylacetate[107, 105, 96]
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Figure 4.6: Comparison of the DFT with the PC-SAFT equation of state including
renormalization corrections (solid line) and without renormalization theoy (dashed line)
to experimental data (closed symbols) for the surface tension of three acetates: methyl-
ethyl-ether[109, 108, 110], dimethyl-ether[95, 96, 107], and diethylether[96, 108, 110,
107, 103, 111]

4.6 Conclusion

A simple Helmholtz energy functional based on the PC-SAFT equation of state

is proposed, where a renormalization group theory leads to excellent results of

the critical point. Away from the critical point, the results of the PC-SAFT

equation are recovered. The pure component parameters of the model are those

of the classical PC-SAFT equation, supplemented with a single pure component

parameter for the renormalization scheme. The calculated surface tension for real

substances is found in excellent quantitative agreement with the experimental data

up to the critical point. No parameters were adjusted to interfacial properties.
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Abstract

The solubility of carbon dioxide (CO2) and hydrogen sulfide (H2S) in

basic aqueous electrolyte solutions is determined by a combined phase

and reaction equilibrium. A cubic equation of state is applied to mo-

del the vapor-liquid equilibria of these reacting systems. The Peng-

Robinson equation of state with Wong-Sandler mixing rules is com-

bined with an extended UNIQUAC model for electrolytes where ion-

specific interactions are determined from a Debye-Hückel term. The

thermodynamic model is parameterized for aqueous systems contai-

ning carbon dioxide and hydrogen sulfide along with water and po-

tassium carbonate solutions at high pressure. The UNIQUAC binary

interaction parameters are estimated by minimizing deviations in the

liquid phase composition of the model with respect to the experimen-

tal data. The data is taken from literature and is supplemented by

own experimental work conducted as part of this study.
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5.1 Introduction

Hydrocarbon gas streams may contain high levels of CO2 and/or H2S as conta-

minants. These contaminants have to be removed to meet product quality and

to prevent greenhouse gas emissions. A prominent technology for the sepa-

ration of the contaminants is absorption/desorption using aqueous electrolyte

solutions[1, 2, 3, 4, 5, 6, 7]. For the design and optimization of these processes, a

sound model of the occurring phase equilibria is mandatory.

For mixtures with electrolytes, useful methods for practical phase equilibrium

calculations have been studied [8, 9, 10]. Models for the correlation of salt ef-

fect in aqueous solutions[11, 12, 13, 14, 15, 16] have been reviewed by Sander et

al.[17].The model applied by Thomsen et al.[18] combines a Debye-Hückel term

with the UNIQUAC equation. This model was used for the liquid phase in combi-

nation with the Soave-Redlich-Kwong equation for the vapor phase[19]. Aqueous

electrolyte solutions containing CO2 and/or NH3 were well described with this

approach[19]. But when using two different models for the liquid phase and the

vapor phase, the properties of the two phases will not become identical, so that

the vapor-liquid critical region behavior is incorrectly described.

Wong and Sandler[20] developed a scheme where an excess Gibbs energy mo-

del is used within a mixing rule of a cubic equation of state. This circumvents

the inconsistencies of different models for the vapor and the liquid phase, while

maintaining the flexibility of the excess Gibbs energy models. In 1995, the ori-

ginal Wong-Sandler mixing rule was reformulated by Orbey and Sandler[21] in a

way that eliminates one of its parameters and makes a smooth transition from

activity coefficient-like behavior to the classical van der Waals mixing rule.

In this work, we apply an electrolyte variant of the UNIQUAC model (ex-

tended UNIQUAC) with the Peng-Robison equation of state. We solve for the

simultaneous phase equilibrium and reaction equilibrium and apply the model to

the solubility of CO2 in aqueous solutions of potassium carbonate. Wide ranges

of concentration are thereby covered in a temperature region of 273 K to 383 K

and pressures up to 90 bar for this system.
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5.2 Equation of state

The first practical cubic equation of state was proposed by J. D. van der Waals

in 1873[22] and written as

P =
RT

V − b
− a

V 2
(5.1)

with the constant b is the excluded volume, i. e. that part of the molar volume

which is not available to a molecule due to the presence of others. The parameter

a is a measure of the attractive forces between the molecules. When a and b are

taken as zero the ideal gas equation is recovered.

The van der Waals equation can only be used in a small, temperature-range,

because with constant parameters, it quickly deviates from the behaviour of real

fluids. Redlich-Kwong (1949)[23, 24] introduced temperature dependence and

slightly different volume dependence

P =
RT

V − b
− a(T )

V (V + b)
(5.2)

with the expressions for a(T ) , and b

a(T ) = 0.42748
R2Tc

2

Pc
α(T ) (5.3)

b = 0.08664
RTc
Pc

(5.4)

with the dimensionless function α(T ) = ( TTc
)
− 1

2 depending on the temperature

and the critical temperature.

A breakthrough came from Soave’s modification (1972)[25] for the α parame-

ter, √
α(T ) = 1 + κ(1−

√
T

Tc
) (5.5)

and κ = 0.480 + 1.574ω − 0.176ω2, where ω is the acentric factor. This

breakthrough resulted in more accurate pressure predictions.

A slightly different approach was introduced[26] by Peng and Robinson (1976),

who used a different volume dependence to give improved liquid volumes and chan-
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ged the temperature dependence of α to give accurate vapour pressure predictions

P =
RT

V − b
− a(T )

V (V + b) + b(V − b)
(5.6)

with parameter a(T ) and b writen as

a(T ) = 0.45724
R2Tc

2

Pc
α(T ) (5.7)

and

b = 0.07780
RTc
Pc

(5.8)

where α(T ) is defined as same as in Eq.(5.5),

while

κ = 0.37464 + 1.54226ω − 0.26992ω2 (5.9)

Although other α functions have been proposed, the Peng-Robinson and Soave-

Redlich-Kwong equations are widely used in industry, especially for refinery and

reservoir simulation. The real power of the equation of state description lies in that

starting with relatively little information (Tc, Pc, and ω of the pure components),

the phase equilibrium, phase densities, and other thermodynamic properties can

be obtained.

However, these equations do have some important shortcomings. For example,

liquid densities are not well predicted, the generalized parameters are not accurate

for nonhydrocarbons, and these equations do not lead to accurate predictions for

long-chain molecules.

Since Peng-Robinson equation of state is only useful for hydrocarbons and

inorganic gases (O2, N2, CO2, etc)[27]. To get accurate vapour-liquid equili-

brium including polar fluids (water, organic acids, alcohols, etc) a modified Peng-

Robinson equation is introduced by Stryjek and Vera (1986) which is referred to

by PRSV equation of state[24] This modification introduces another constant that

is specific for each pure compound and is given in Ref. [24]. In their approach

Eq.(5.9) is replaced by the relation

κ = κ0 + κ1(1 +

√
T

Tc
)(0.7− T

Tc
) (5.10)

with κ0 = 0.378893 + 1.4897153ω − 0.17131848ω2 + 0.0196554ω3
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This modification of the Peng-Robinson equation of state (PRSV) is applied

in Chapter 5 to describe the vapour-liquid equilibrium of CO2 and water (highly

polar).

The Peng-Robinson equation of state according to Stryjek and Vera (PRSV)[24]

is applied in this work to describe the vapor-liquid equilibrium of CO2/H2S in

water and in aqueous electrolyte solutions. The equations of state requires four

pure component parameters, i.e. the critical temperature and pressure (Tc, Pc),

the acentric factor ω, and pure component parameter κ1 for each component.

The thermodynamic model used within the GE-mixing rule is the extended

UNIQUAC model described by Nicolaisen[34]; it extends the original UNIQUAC

model[33] by a Debye-Hückel term to account for the specific contributions from

the charged species. The extended UNIQUAC model consists of three terms

GEx = GExCombinational +GExResidual +GExDebye−Huckel (5.11)

The UNIQUAC model requires two pure component parameters, i.e the volume

ri and the surface qi parameter and the model provides the energy parameters

u0
ki and uTki as adjustable parameters for every pair of components, with

uki = u0
ki + uTki(T/K − 298.15) (5.12)

The pure component parameters are taken from literature and are summarized

in Table 5.1.

5.3 Phase and reaction equilibrium

For the binary pairs CO2/water and H2S/water, the dissociation of CO2 and

H2S in the liquid phase is very low and it can at our conditions be neglected[35].

However, for CO2/potassium carbonate aqueous solutions system, the dissocia-

tion of carbon dioxide in the liquid phase increases the solubility of CO2. When

carbon dioxide is added to an aqueous solution of potassium carbonate in small

amounts, the CO2 gas is almost completely chemically dissolved. However, at hi-

gher concentrations when most potassium carbonate has reacted, carbon dioxide

becomes more and more physically dissolved leading to an increase of the total

pressure. We consider ionic species to be present only in the liquid phase and

limit chemical equilibrium calculations to the liquid phase. The equilibrium can
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then be formulated as

Phase equilibrium

CO2(g) ←→ CO2(l) (5.13)

H2O(g)←→ H2O(l) (5.14)

Reaction equilibrium

CO2(l) +H2O(l) ←→ HCO−3 +H+ (5.15)

HCO−3 ←→ CO2−
3 +H+ (5.16)

H2O(l) ←→ H+ +OH− (5.17)

The influence of the dissociation of the electrolytes on the solubility of CO2 in

potassium carbonate is accounted for by the Debye-Hückel term in the extended

UNIQUAC model and by the chemical reaction equilibria. The balance equation

for the amount of substance (the number of moles) of a species i in the liquid

solution is

ni = n0
i +

∑
j

ni,jξj (5.18)

where ξj is the extent of reaction j and n0
i denotes the initial amount of com-

ponent i. The reaction equilibrium constants were determined in the standard

way[28]. Correlations of heat capacity values with temperature are needed for

the calculation of the reaction equilibrium constant; these correlations for C0
p (in

J/mol−1K−1) are taken from literature [18] with parameters a, b and c summari-

zed in Table 5.1. The values for ∆fG0 and ∆fH0 for components in the aqueous

phase are also given in Table 5.1.
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5.4 Parameter optimization

A modified Levenberg-Marquardt algorithm was used to adjust binary interaction

energy parameters (u0
ki, u

T
ki) of the model to experimental data. The objective

function is written as the relative absolute deviations in mole fractions. All deri-

vatives for the gradient-based algorithm are taken by numerical differentiation.

5.5 Experiments

CO2 was obtained from Hoek Loos (Schiedam, the Netherlands), with a supplier

given purity of 99.995 mol-%. Potassium carbonate was obtained from J.T. Baker

(Deventer, the Netherlands), purchased with a purity of 99.0 mass-% minimum.

The water content was determined to be 1.2 mass-% since the container was expo-

sed to air. The uncertainty in the temperature measurements is better than 0.03 K

for the measurements, and the pressure uncertainty was 0.003 MPa at pressures

below 50 bar and 0.01 MPa at higher pressure, with a Cailletet apparatus[36].

The experiments were performed according to the synthetic method using high-

pressure view cells. Details about these setups, instrumentation, uncertainties,

and experimental procedure are given by Steen and Loos [37].

5.6 Results and discussion

5.6.1 Binary system of CO2 - water and H2S - water

The estimation of UNIQUAC binary interaction energy parameters, u0
ki and uTki

are carried out by minimizing the deviation in the relative liquid phase composi-

tion |xcalci −xexpi |/x
exp
i of the model with respect to the experimental data. No ad-

ditional binary interaction parameters kij are used along with the Wong-Sandler

mixing rule. The resulting deviations to the experimental data for CO2/water

and H2S/water are summarized in Table 5.2 and Table 5.3, respectively. The

deviations are reported according to

(%AARD)(x) =
100

N

N∑
i=1

|xexpi − xcali |
xexpi

(5.19)

The determined UNIQUAC binary interaction energy parameters u0
ki and uTki
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for CO2/water are given in Table 5.4 and Table 5.5 , respectively; for H2S/water

we obtain u0
ki = 1272.4 and uTki =1.402. The estimated UNIQUAC binary inter-

action energy parameters are suitable to describe the solubility of CO2 in water

in the temperature range of 288.15-373.15 K and pressures up to 200 bar with an

overall accuracy of 3.51%. For H2S in water, the temperature range is 311-444

K and pressure is up to 121 bar with an overall accuracy of 11.65%. A compari-

son between the model correlation results and the experimental data is given in

Figure 5.1 and Figure 5.2. A fair agreement is obtained, with deviations getting

more pronounced with increasing pressure.

Table 5.2: Solubility of CO2 in water: Literature references and deviations of calcula-
tion results to the experimental data

T/K P/bar N data points % AARD(x) Reference

288.15 60.8-202.7 8 3.88% [38]
293.15 65.9-202.7 8 0.80% [38]
298.15 76.0-202.7 6 2.11% [38]
313.15 50-200 6 5.65% [30]
323.15 1.54-25.05 6 4.89 % [39]

50-200 6 [30]
348.15 3.37-35.91 3 3.36% [39]

50-200 5 [30]
353.15 20-100 8 1.57% [40]
373.15 3.25-23.07 7 4.47% [41]

3.56-45.60 3 [39]
50-200 5 [30]

Total 71 3.51%

Table 5.3: Solubility of H2S in water: Literature references and deviations of calcula-
tion results to experimental data

T/K P/bar N data points % AARD(x) Reference

310.93 0-21 5 12.04% [42]
344.26 0-50 9 13.57% [42]
377.59 0-105 7 13.76% [42]
410.93 0-121 8 11.67% [42]
444.26 0-121 8 7.37% [42]
Total 37 11.65% [42]
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Table 5.4: u0
ki = u0

ik parameters for CO2 in K2CO3 aqueous solution

U0 CO2 H2O HCO−3 H+ CO2−
3 OH− K+

CO2 0
H2O 387.5 0
HCO−3 1527.9 154.4 0
H+ 1010 1010 1010 0
CO2−

3 189.1 1134.1 55.0 1010 0
OH− 1010 1010 1010 1010 1010 0
K+ 907.1 601.6 177.1 1010 194.8 220.6 0

Table 5.5: uT
ki = uT

ik parameters for CO2 in K2CO3 aqueous solution

UT CO2 H2O HCO3− H+ CO2−
3 OH− K+

CO2 0
H2O 2.088 0
HCO3− 0.900 1.106 0
H+ 0 0 0 0
CO2−

3 1.09 0.800 1.010 0 0
OH− 0 0 0 0 0 0
K+ 0 0 0 0 0 0 0
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Figure 5.1: Solubility of CO2 in water system. Comparison of correlation results (lines)
to experimental data (symbols) for various temperatures.
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Figure 5.2: Vapor-liquid equilibrium of H2S - water system. Comparison of correlation
results (lines) to experimental data (symbols) for various temperatures. Insert: rescaled
view of the liquid phase mole fractions.

5.6.2 System containing CO2 - aqueous solution of potassium carbonate

Park et al. [43] report the solubility of CO2 in aqueous solutions of potassium

carbonate in the low pressure range. The experimental data by Kamps et al.

[44], are for temperatures of 313.15 K and 353.15 K and two different amounts

of potassium carbonate, 5.6 and 19.14 mass%, respectively. No precipitation of

potassium carbonate occurs for these experimental data points. The average

absolute relative deviation is given in Table 5.6 with reference to the data points.

A comparison of the calculated solubility of CO2 in aqueous solutions of potassium

carbonate with the experimental data is shown in Figure 5.3. The estimated

UNIQUAC binary interaction energy parameters given in Table 5.4 and Table 5.5

are valid for the temperature range of 298.15 to 353.15 K and pressures up to

90 bar. Some of the u0
ki parameters have been assigned the value 1010, and for

the corresponding uTki parameter the values are zero. These values are assigned

because H+ and OH− are not present in any significant amount in the solution.

The uTki for K+ has also been assigned the value of zero, because at the moment

the experimental data used to estimate the parameters is not sufficient. For the

estimation of 15 parameters, only 41 experimental data points are used. It is clear
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that reducing this ratio is desirable for future work.
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Figure 5.3: Solubility of CO2 in aqueous solutions of potassium carbonate at T =
313.15 K and 353.15 K for different amounts of potassium carbonate. Comparison of
correlation results (lines) to experimental data (symbols) for various temperatures.
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Table 5.6: Solubility of CO2 in K2CO3 aqueous solution: Literature references and
deviations of calculation results to experimental data.

T/K P/bar K2CO3 mass% N data points % AARD(x) Reference

298.2 0.7-16.81 5. 5 5.38% [43]
298.2 0.8-20.58 10. 4 3.33% [43]
313.15 4.3-89.8 5.6 7 1.84% [44]
313.15 3.29-77. 19.14 6 2.45% [44]
323.2 2.79-18.78 5. 3 7.15% [43]
323.2 3.195-22.3 10. 3 7.40% [43]
353.15 4.9-82. 5.6 7 0.78% [44]
353.15 7.7-67. 19.14 6 4.92% [44]
Total 41 4.16%

Experiments were done by the authors to generate more data for CO2-potassium

carbonate solution system. The comparison of the preliminary experimental data

and calculated data is given in Figure 5.4. The mass concentrations of K2CO3 in

aqueous solution are 4.957% and 8.981%, respectively. CO2 is subsequently ad-

ded to the mixture; the overall CO2 mass concentration in system is 2.042% and

4.185%. The temperature range is 323.15 K to 393.15 K. The pressure range is

up to 55 bar. The data was not yet considered in adjusting the binary interaction

parameters, but the model shows a good agreement to the experimental data.

5.7 Conclusion

The Peng-Robinson equation of state with Wong-Sandler mixing rules together

with an extended UNIQUAC Gibbs excess energy model were applied to the

reactive phase equilibria of aqueous electrolyte solutions. The binary interaction

energy parameters for mixtures of hydrogen sulfide with water and carbon dioxide

with water as well as for mixtures of carbon dioxide in potassium carbonate

solutions were determined by adjusting them to experimental data. The model

showed to be suitable for describing these systems in the considered range of

conditions.

It is desirable to use a molecular-based equation of state for the mild basic elec-

trolyte aqueous system. Systems of CO2-H2O and H2S-H2O are already studied

using PC-SAFT equation of state in Chapter 2. The PC-SAFT equation of state

gives slightly better results using one temperature-independent kij parameter for
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the system H2S-H2O, compared with the results of the Peng-Robinson model

using a temperature dependent kij . For the system of CO2-H2O, a temperature

dependent kij is used in PC-SAFT equation of state, but this is due to the cage

structures formation of water. The PC-SAFT equation of state gives precise re-

sults in a wide range of temperature and pressure for the system CO2-H2O. Using

a molecular-based equation of state like PC-SAFT, someone can reduce the num-

ber of interaction parameters for the mixture of complex mild basic electrolyte

solutions and CO2, comparing with the cubic equation of state.
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Mixtures of acid gases, like hydrogen sulfide (H2S) and carbon dioxide (CO2),

with hydrocarbons and with water or with basic aqueous solutions are technically

and socially important, because H2S is hazardous and CO2 is a climate active

component. It is desirable to leave these acid gases within a reservoir in the

production process of, say, natural gas. At the same time, it is academically

challenging to develop a sound thermodynamic model for the physical proper-

ties of these mixtures, because on the one hand the appropriate phase equilibria

involve vapor-liquid-liquid and solid phases, that are all relevant in processing

these mixtures. Secondly, the components exhibit specific, anisotropic molecular

interactions, such as polar, associating (H-bonding) and ionic interactions. Third,

the phase equilibrium is superpositioned by reactions in the liquid phase. Last,

the conditions of interest often involve conditions close to the critical point of the

mixtures, where long-range density fluctuations dominate the physical behavior.

This thesis proposes a sound thermodynamic model for the physical properties

of mixtures involving acid gas components, hydrocarbons, water and reactive

(electrolyte) aqueous solutions. The perturbed-chain polar statistical associating

fluid theory (PCP-SAFT) equation of state, which is a molecular-based equation

of state, was parameterized to represent experimental data for these mixtures

(Chapter 2 ). The equation of state was applied to correlate phase equilibria

for mixtures of hydrogen sulfide (H2S) and carbon dioxide (CO2) with alkanes,

with aromatics, and with water over wide temperature and pressure ranges. The

considered phase equilibria cover vapor-liquid, liquid-liquid, solid-liquid, solid-

vapor phase equilibria and the appropriate three-phase equilibria (and four-phase

end-points).

For cubic equations of state that do not specifically account for associating

interactions, most binary mixtures require temperature-dependent binary inter-

action parameters, kij . The PCP-SAFT equation of state was found to be in good

agreement to the experimental data using a temperature-independent binary in-

teraction parameter. An exception is the system of CO2-water, where water is

known to form specific hydrate-like structures around solutes, such as carbon

dioxide. Accounting for the hyrogen-bonding network of water around solutes is

a so-far unsolved problem, that could, for example, be addressed with theories

developed for hydrates. The Helmholtz energy hydrate-structures can expected

to be similar, compared with the water-cages around solutes.

The inclusion of the dipole and quadruple term in PCP-SAFT equation of
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state leads to some improvement for mixtures with hydrogen sulfide and more

pronounced systematic improvements for mixtures containing carbon dioxide as

compared to the non-polar version of the equation of state (PC-SAFT). The des-

cription for mixtures with methane is not improved, possibly because the octapole

moment of methane is not accounted for. The required values of the binary inter-

action parameter are (especially for CO2-containing mixtures) considerably lower

if the polar moments are accounted for. The ternary mixture H2S, CO2 and

methane could be modeled with the binary interaction parameters of the binary

pairs. That confirms that the PCP-SAFT equation of state can be used for mul-

ticomponent mixtures using binary interaction parameters determined from the

binary pairs.

Classical fluid theories do not describe the long-range density-fluctuations that

occur in the vicinity of a pure component or mixture’s critical point. A renor-

malization group theory was applied with the PC-SAFT equation of state, in

order to account for long-ranged density fluctuations in the vicinity of the critical

point, to improve the phase behaviors in the critical regions (Chapter 3). This

chapter extended the renormalization group corrections approach for pure fluids

to mixtures, which make the renormalization group corrections suitable for com-

plex systems. The theory accounts for the long-range density fluctuations and the

results reduce to those of the classical PC-SAFT equation of state away from the

critical point.

Two approximations for the renormalization scheme for mixtures were eva-

luated, the isomorphic density approximation and the individual phase-space cell

approximation. The resulting equations of state were applied to mixtures of al-

kanes, as well as to mixtures involving hydrogen sulfide and carbon dioxide. Both

variants improved the description around the critical point for these mixtures.

Despite its tendency to overestimate the renormalization corrections, the indi-

vidual phase-space cell approximation was found to be slightly superior to the

isomorphic density approximation for the systems studied here.

The surface tension is important for predicting the (undesired) pore-wetting

in membrane contactors. Membrane contactors receive a certain degree of at-

tention in this study, because we suggested an absorption process within the

ISAPP program, which could also be realized underground, in the bore well. A

membrane contactor is suggested as a promising separation device for an absorp-

tion/desorption process that could be establised underground (see Appendix A).
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To calculate the surface tension in the critical region, a Helmholtz energy

functional is proposed, where the long-range density fluctuations leading to the

universal critical scaling behavior are for the first time accounted for using a re-

normalization group theory (Chapter 4). The density functional theory (DFT)

approach is elegant, because of its simple implementation. The model is almost

exact at the critical point. Away from the critical point, the model reduces to the

perturbed chain statistical associated fluid theory (PC-SAFT) equation of state.

The number of pure component renormalization parameters is reduced from three

to a single parameter. The conventional PC-SAFT pure component parameters

are then supplemented with this single substance-specific renormalization para-

meter, that is adjusted to reproduce the bulk phase critical temperature. The

surface tension is obtained with excellent agreement to experimental data for

non-polar and moderately polar substances (alkanes, ethers, acetates, aromatic

substances) up to the critical point. An extension of the approach to mixtures re-

mains to be done. The procedure for doing so, however, is quite straight-forward.

Further, water has been omitted in our calculations, because the non-isotropic

orientational distribution of water has not been resolved in our DFT-formalism.

To study the system of CO2 with aqueous electrolyte solutions, the Peng-

Robinson equation of state with Wong-Sandler mixing rules together with an ex-

tended UNIQUAC Gibbs excess energy model was applied to the reactive phase

equilibria of aqueous electrolyte solutions (Chapter 5). The ion-specific interac-

tions are determined from a Debye-Huckel term. The thermodynamic model is

parameterized for aqueous systems containing carbon dioxide and hydrogen sul-

fide along with water and potassium carbonate solutions at high pressure. The

UNIQUAC binary interaction parameters are estimated by minimizing deviations

in the liquid phase composition of the model with respect to the experimental

data. The data is taken from literature and is supplemented by own experimen-

tal data conducted as part of this study. The model showed to be suitable for

describing these systems in the considered range of conditions.

An adequate model based on the PC-SAFT equation of state for electrolytes

which is needed for an improved modelling of the electrolyte solutions with reac-

ting acid gas components remains to be developed. The cubic equation of state

presented in Chapter 5 has as a distinct disadvantage, that the number of ad-

justable mixture parameters is high. The model is therefore applicable only for

mixtures with a few constituents, where, at the same time, a broad basis of ex-
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perimental data exists. For mixtures with less data, a more robust and more

predictive model needs to be developed. This could certainly be a SAFT mo-

del. The most common electrolyte terms (Debye-Hckel, Mean Spherical Approxi-

mation, Hypernetted Chain Approximation, Henderson’s Perturbation Theory)

should, however, be systematically evaluated and further developed in order to

ensure a sound physical basis. A computational framework was developed in this

study (Chapter 5), where the reaction equilibrium and the phase equilibrium can

be solved simutaneously. This may enable the developmet of an exteded SAFT

model.

The model development in this thesis can facilitate the design of more energy

efficient and environmentally begnin processes. The energetic requirement of a

separation process is in practice determined with process simulation and optimi-

zation tools, where the phase equilibria and caloric properties are the only input

(apart from solving the appropriate component and energy balances). The physi-

cal property models developed here can be used in these process simulators. More

detailed models for individual process units, for example a membrane contactor,

in addition require heat- and mass-transport models. Such transport equations

also require (the same) thermodynamic models in order to express, for example

the driving force for diffusion.

The methods developed in this thesis, like the renormalization procedure for

mixtures or the Helmholtz energy functional for calculating interfacial properties

are generic and can be used for any system.





AppendixA
Acid gas separation processes

A.1 ISAPP program

The Integrated System Approach Petroleum Production (ISAPP) programme

aims to increase hydrocarbon recovery through the application of innovative re-

servoir development and management technologies. TNO, TU Delft and Shell

envisage that future hydrocarbon production systems will be more intelligent,

enabling:

• faster and higher recoveries from oil and gas fields to be realised

• cost reductions through automated and unmanned operations

• greater flexibility to manage unexpected events that jeopardise production

• greenhouse gas emission to be reduced through downhole processing and

storage

A.2 Subsurface separation of acid gases from oil and gas

Oil and gas reservoirs which contain high purity of oil and natural gas, are be-

coming scarcer nowadays. Fields containing not only oil and natural gas but

also large amount of acid gases, such as carbon dioxide and hydrogen sulfide, are

targeted for production. Since sour gases give rise to extra costs and potential

149
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enviromental and safety hazards, it is necessary to dispose them from the oil and

gas products. One idea is to purify natural gas and oil in their production process

underground in the wells which connect reservoirs and earth surfaces. Acid gases

captured subsurface can be left within the reservoir or re-injected into sublayers

without producing them to the earth surface, see Figure A.1.

Figure A.1: Natural gas and oil are purified in their production process underground,
and acid gases captured subsurface can be left within the reservoir or can be re-injected
into geological sublayers

Processes underground need to deal with particular temperature and high

pressure ranges. Pressure at any point underground can be calculated roughly

as the sum of atmosphere pressure and the hydrostatic pressure of water at the

considered depth. Subsurface temperature can be estimated roughly as the sum

of the surface temperature and the increments of temperature with the depth

(2−3oC per 100 meters). The depth of the location considered for the separation

process is in the range of 1 km to 3 km from the earth surface. Figure A.2 shows

the pressure and temperature range considered. The fluid dynamic conditions

underground often strongly vary, e.g. with slugs of liquid (water-rich) phase.

There are different kinds of technologies for acid gases capture from gas streams,

absorption using solvents, adsorption on solids, selective membrane separation,

cryogenic/condensation separations. Due to the difficulties of handling solid
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Figure A.2: Pressure and temperature range for subsurface separation process

phases in the narrow wells underground, techniques containing solid phases, like

adsorption and cryogenic separation, are not considered for subsurface separa-

tions. Temperature at subsurface is very difficult to control, thus condensation

separation is not considered here for subsurface process. Most selective mem-

branes(See section A.5) available are vulnerable to high pressure/temperature, or

to the presence of water/impurities in gas/oil. So selective membrane separation

process is not considered here. We consider to use absorption/desorption techno-

logy for subsurface separation, which is a simple technique and has no issue under

elevated pressure and temperature. The analogous principle in extraction can be

considered for acid gases separated from oil.

A.3 Acid gas solubilities in various solvents

In absorption/desorption processes, different sorts of solvents are used, such as

water, neutral salt aqueous solutions, organic (physical) solvents, mildly basic

aqueous electrolyte solutions and strong chemical solvents. Strong chemical sol-

vents are commonly used for the absorption of H2S/CO2 at low pressure condi-

tions since at high pressures, the regeneration process can be an issue. Physical
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solvents are usually considered for elevated pressure conditions. Substances like

methanol, ethanol and acetone have a fairly high vapor pressure so that solvent-

loss is a technical challenge. Glycols would continuously be diluted with the water

in the course of the process for an application in the bore-well means. Aqueous

solutions are suitable for the operating conditions subsurface. Carbonate aqueous

solutions, for example, aqueous K2CO3 and Na2CO3 solutions can lead to ba-

lanced absorption as well as desorption behaviors under the conditions at hand.

Table A.1 gives a summary for the experimental study of CO2 and H2S solubilities

in different solvents.

Figure A.3 gives CO2 solubilities in aqueous K2CO3 solutions [1], in aqueous

NaNO3 solutions[2] and in H2O at 353 K. CO2 solubilities in strong electrolytes

aqueous solutions such as aqueous NaNO3 solutions is shown to be lower than in

the pure water, due to salting-out effect. The solubility of CO2 in aqueous K2CO3

solution[1, 3, 4, 5] were explored. While choosing aqueous K2CO3/Na2CO3 so-

lution as absorbents, the precipitation problems of KHCO3/NaHCO3 need to

be prevented. Due to the reactions in CO2-aqueous K2CO3 solution systems,

the solubility of CO2 in aqueous K2CO3 solution is higher than in H2O and in

aqueous NaNO3 solutions, as shown in Figure A.3.

A.4 Separation of acid gases by absorption using a membrane
contactor

Aqueous K2CO3-solution is used as the solvent for the absorption process since

it is not an issue with the solvent loss and it is environmentally benign. Mem-

brane contactor is following attributes of mature absorption process based only

on vapor-liquid equilibrium (i.e., non-selective robust in terms of fluid dynamics

behavior). It is easy to install no moving parts and the operation conditions are

very predictable based on models.

Lumped-parameter models are used to describe the resistance and absorption

process. The volumetric overall mass transfer coefficient through a hollow fiber

membrane contactor was found to be greater than that for the conventional pa-

cked towers[21, 22, 23]. These investigations employed a simplified approach to

analyse the mass transfer process using individual film and overall mass transfer

coefficients to account for the shell, membrane and tube side resistance. A more
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Table A.1: Summary of acid gas solubilities in different solvents

Solvent T(K) P(MPa) Gas Ref.

H2O 273 - 533 ≤200 CO2 [6]
H2O 313 - 393 ≤9.3 CO2 [7]
H2O 353 - 471 ≤10.2 CO2 [8]
H2O 323 ≤ 6 CO2 [9]
H2O 296 - 594 ≤13.9 H2S [10]
H2O 324 - 375 ≤58 CH4 [11]
NaCl + H2O 273 - 533 ≤200 CO2 [6]
NaCl + H2O 313 - 353 ≤10.5 CO2 [7]
NaCl + H2O 313 - 413 ≤9 CO2 [9]
NaCl + H2O 155 - 320 ≤13.8 H2S [10]
NaCl + H2O 313 - 393 ≤10 H2S [12]
KCl + H2O 313 - 433 ≤9.4 CO2 [1]
Na2SO4 + H2O 288 - 368 ≤14 CO2 [13]
Na2SO4 + H2O 313 - 433 ≤10 CO2 [14]
Na2SO4 + H2O 313 - 393 ≤10 H2S [12]
(NH4)2SO4 + H2O 313 - 393 ≤10 NH3, CO2 [15]
(NH4)2SO4 + H2O 313 - 393 ≤10 H2S [12]
NH4Cl + H2O 313 - 393 ≤10 H2S [12]
NaNO3 + H2O 313 - 433 ≤10 CO2 [2]
NaNO3 + H2O 313 - 433 ≤10 H2S [16]
NaHCO3 + H2O 324 - 403 ≤58 CO2, CH4 [11]
K2CO3 + H2O 298 0.78-1.29 CO2 [4]
K2CO3 + H2O 313 - 393 ≤9.2 CO2 [1]
Diethylene glycol 298 - 398 ≤21.1 CO2, H2S [17]
CH3OH 298 ≤5.08 H2S [18]
TEGMME 313 - 373 ≤8.8 CO2 [19]
Methanol 291 - 323 ≤8.0 CO2 [20]
Ethanol 291 - 313 ≤7.9 CO2 [20]
Acetone 291 - 313 ≤7.4 CO2 [20]
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Figure A.3: Experimental data of CO2 solubilities in aqueous K2CO3[1](concentration
of 1.71 mol/kg and 0.43 mol/kg) solution, aqueous NaNO3[2](concentration of 6 mol/kg)
solutions and H2O[7] at 353 K.

detailed analysis of the transport processes and a survey of literature, listed in

Table A.2, shows that non-wetted pores, are an essential prerequisite for the ef-

ficiency of membrane contactors. The non-wetted mode for membrane pores is

preferred so that the limiting breakthorough pressure needs to be investigated.

This limiting pressure depends on the surface tension of the fluid.

A.4.1 Geometry and configuration of the membrane contactor

In our model of a membrane contactor for absorption, an aqueous K2CO3-solution

is used as a solvent to absorb CO2. A gas mixture of 90 mol-% methane and 10

mol-% carbon dioxide is investigated as the inlet gas mixture. The absorption

process is investigated over a wide temperature and pressure range (298.15K ≤
T ≤ 323.15K and 0.1MPa ≤ P ≤ 10MPa). A mathematical model based on

Fick’s law is developed to understand the mass transfer process taking place in a

hollow fiber membrane contactor, which is a reacting system.
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The configuration of a hollow fiber membrane contactor is shown in Figure A.4.

Figure A.4 (a) gives a top view of the membrane contactor containing a number

of membrane tubes, while Figure A.4 (b) represents a single membrane tube,

consisting of three sections: the tube side, the membrane side and the shell side.

Figure A.4 (c) and (d) show the cross-section of a membrane tube (top view and

side view), where the liquid absorbent is considered to flow in the lumen of the

hollow fiber membrane tubes, while the gas mixture(methane and CO2) flows

countercurrently in the shell side, as assumed by many authors[24, 27, 28]. A

possible reason for this preference could be the fact that the flow of liquid in the

shell side has not been clearly understood yet[31]. The results for some reports on

the experimental and analytical studies on the shell-side mass transfer[32, 33, 34]

vary significantly, possibly arising from the irregularity of the fiber spacing, the

polydispersity of fiber dimeters and the influence from the module wall as well

as inlet and outlet effects. The solvent side is always of more interest and it is

therefore appropriate to allocated it to the tube side where the flow is well defined.

The inner shell radius due to the Happel’s free surface model[35], is given

by[24] as

r3 =

(
1

1− ε

) 1
2

r2 (A.1)

where, r2 is the external tube radius, r3 is the inner shell radius and ε is the

volume fraction of the void. r1 in Figure A.4 is the internal tube radius.

The dimensions of the membrane contactor used here are listed in Table A.3.

Since a reasonable value for the diameter of a natural gas well is around 0.2−0.5 m,

the value for the inner module diameter is taken as 0.3175 m, which is 10 times

the value taken by Marzouqui et al[24].

The transport equations for the molar concentration of component Ci in the

shell (superscript s), the membrane (m) and the tube side (t) using the Fick’s law

of diffusion are in a cylindrical coordinate system derived as

Ds
i

(
∂2Csi (z, r)

∂z2
+

1

r

(
∂

∂r

(
r
∂Csi (z, r)

∂r

)))
= V sz (r)

∂Csi (z, r)

∂z
, (A.2)
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Figure A.4: (a) Schematic representation of the membrane contactor module (top view)
(b ) A membrane tube used for modeling (c) Cross-section of a membrane tube (top view)
(d) Cross-section of a membrane tube (side view)

Table A.3: Dimensions of the membrane contactor

Parameter Value

Inner tube diameter 0.22× 10−3 m
Outer tube diameter 0.30× 10−3 m
Inner module diameter 0.3175 m
Total number of tubes 360000
Inner shell diameter 0.529× 10−3 m
Module length 0.2286 m
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Dm
i

(
∂2Cmi (z, r)

∂z2
+

1

r

(
∂

∂r

(
r
∂Cmi (z, r)

∂r

)))
= 0, (A.3)

Dt
i

(
∂2Cti (z, r)

∂z2
+

1

r

(
∂

∂r

(
r
∂Cti (z, r)

∂r

)))
νiR = V tz (r)

∂Cti (z, r)

∂z
, (A.4)

where Ds
i is the diffusion coefficient of species i in the shell in units [m2/s],

Dm
i is the diffusion coefficient of species i in the membrane, Dt

i is the diffusion

coefficient of species i in the tube, V sz is the velocity in the shell in units [m/s], V tz

is the velocity in the shell, and z is the length coordinate according to Figure A.4.

For details on the boundary conditions to these equations we refer to the study

of Al-Marzouqi et al.[24].

The method proposed by Raizi and Curtis [36] for dense fluids at reservoir

conditions is used for calculating Ds
i . Table A.4 lists the correlations for other

diffussion coefficients.

The mass transfer in the pores of membrane is assumed to be entirely control-

led by molecular diffusion. The pores of the membranes are assumed to be large

enough to prevent any contribution due to Knudsen diffusion and surface diffu-

sion. On the other hand, convection in the pore is considered negligible. A fully

developed parabolic velocity profile is assumed for the tube side. In this model,

the liquid phase is assumed as incompressible, so that the pressure dependence is

not resolved.

A.4.2 Reactions of CO2 with an aqueous K2CO3 solutions

The enhancement in solubility due to reactions need to be properly accounted for

in absorption of carbon dioxide by a reactive absorbent such as aqueous potas-

sium carbonate solution. The dissolution of potassium carbonate in water yields

potassium ions (K+) and carbonate ions (CO2−
3 ). The hydroxyl ions (OH−) and

bicarbonate ions (HCO−3 ) are then generated by the hydrolysis of the carbonate

ions[28]. Carbon dioxide reacts with water to yield HCO−3 (Reaction A.5),

CO2 +H2O
k1−−⇀↽−−
k−1

HCO−3 +H+, (A.5)
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CO2 at the same time reacts with the OH− to give HCO−3 as depicted in

Reaction A.6,

CO2 +OH−
k2−−⇀↽−−
k−2

HCO−3 , (A.6)

where k1, k−1, k2 and k−2 are the reaction constants. K1 and K2 are the equi-

librium constants of Reaction A.5 and Reaction A.6, respectively. These two

reactions are slow, thus the rate controlling reactions in the system. In addition

to the two reactions above, two other reactions, which are considered as very fast

reactions and thus assumed to be in equilibrium, are also involved,

HCO−3
K3−−⇀↽−− CO2−

3 +H+ (A.7)

H2O
K4−−⇀↽−− H+ +OH− (A.8)

where K3 and K4 are the equilibrium constants of reaction A.7 and A.8 respec-

tively. The reaction A.5, A.6, A.7 and A.8 can be added up to give an overall

reaction, given as[38],

CO2 + CO2−
3 +H2O ⇐⇒ 2HCO−3 . (A.9)

The initial bulk concentration of each species can be obtained from the equili-

brium constraints in combination with the overall mass balance on carbon and the

electro neutrality constraint[39, 40]. The equations used in estimating the equi-

librium and rate constants are taken from Ref. [28]. Steady state conditions are

assumed and the continuity equation for describing the transport of a component

i in a chemical absorption process where there is simultaneous mass transfer and

chemical reaction is given as

−∇Ni + νiR = 0, (A.10)

where Ni is the flux of component i and R is the reaction rate, νi is stoichi-

metric coefficient.

A.4.3 Solubility correlation of CO2 in aqueous K2CO3-solution

An isothermal process is assumed in the development of the mathematical model.

Moreover, the non-corrected Henry’s law for CO2, which is valid for low pressures
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is extrapolated over the entire pressure range. The ideal gas law was used with

Fick’s law model for low and also high pressures (up to 10 MPa) which is a coarse

approximation. The phase equilibrium condition applies to the interface of gas

and liquid. A correlation for the solubility for the carbon dioxide - potassium

carbonate system was proposed[28] as

[CO2] = 10

[
−1140 K

T −5.3−0.125 dm3

mol MK2CO3

]
× 103 mol

dm3atm
(A.11)

where, [CO2] is solubility of CO2 in aqueous K2CO3 solution and MK2CO3
is

the initial concentration of the potassium carbonate solution.

From this relation, one can estimate the Henry’s constant HCO2,sol with

yCO2
· p = xCO2

·HCO2,sol (A.12)

as

HCO2,sol =
cliq

[CO2]
(A.13)

where cliq is the molar liquid density, yCO2 and xCO2 are the molar concentration

of CO2 in gas phase and liquid phase, respectively and p is the pressure of the

gas phase.

A.4.4 Results and discussion

Figure A.5 depicts the dimensionless carbon dioxide concentration in the shell side

(r/r3 = 0.567 to r/r3 = 1.0), the membrane side (r/r3 = 0.416 to r/r3 = 0.567)

and the tube side (r/r3 = 0 to r/r3 = 0.416) at the middle (z/L = 0.5) of the

membrane contactor for a carbon dioxide-potassium carbonate system at different

CO2 partial pressure (as well as total pressure). The dimensionless CO2 concen-

tration in shell side is decreasing with increasing CO2 partial pressures (as with

increasing the total system pressures), which means CO2 sequestration process

is more efficient at higher pressure systems. The changes of CO2 concentration

along the r direction in the shell side and membrane side at PCO2
= 0.01 MPa

(PTotal = 0.1 MPa), with the symbol of circle, is very small while a pronoun-

ced decrease of the CO2 concentration along r direction occurs in the tube side.

This is due to the fact that the reaction occurs in the liquid phase in tube side.

For higher CO2 partial pressures cases, 0.1 MPa, 0.5 MPa and 1.0 MPa (total
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pressures 1 MPa, 5 MPa and 10 MPa), there are no obvious changes in carbon

dioxide concentration along the r direction in the shell side. However perceptible

concentration gradients are observed in the membrane side. These gradients in

the membrane side are due to the fact that at higher pressure, diffusion coeffi-

cients in denser gases, which tend to behave like liquids, are much lower. The

diffusion coefficients of gases decrease as the pressures increase[36].
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Figure A.5: Concentration of carbon dioxide in the radial direction at the middle of the
membrane contactor for CO2 −K2CO3, T = 298.15 K, absorbent concentration= 0.373
mol/L, Fshell = 1.0 × 104 L/min(standard condition: 298.15 K, 0.1 MPa), Ftube =
1.0 × 102 L/min(298.15 K, 0.1 MPa).

Figure A.6 gives the dimensionless carbon dioxide concentration along the

axial distance (z direction) at the membrane-shell interface (r/r3 = 0.567) for dif-

ferent CO2 partial pressures. L represents the length of the membrane contactor

and z stands for any position in the axial distance. The carbon dioxide concen-

tration decreased from the inlet (at z/L = 1) to the outlet (z/L = 0) at the top

of the shell side. Furthermore, when the pressure increases, CO2 concentration at

outlet decreases(z/L = 0), which means the amount of carbon dioxide removed

increases.

The effect of temperature on CO2 removal in the three compartments of a

hollow fiber membrane contactor is presented in Figure A.7 at the middle (z/L =

0.5) of the membrane contactor. The dimensionless CO2 concentrations in the
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Figure A.6: Concentration of carbon dioxide in the axial direction at the membrane-
shell interface for CO2−K2CO3, T = 298.15 K, absorbent concentration= 0.373 mol/L,
Fshell = 1.0 × 104 L/min(298.15 K, 0.1 MPa), Ftube = 1.0 × 102 L/min(298.15 K, 0.1
MPa).
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Figure A.7: Concentration of carbon dioxide in the radial direction at the middle of the
membrane contactor for CO2 −K2CO3, T = 298.15 K, 323.15 K, 353.15 K, P (CO2) =
0.5 MPa, absorbent concentration= 0.373 mol/L, Fshell = 1.0 × 104 L/min(298.15 K,
0.1 MPa), Ftube = 1.0 × 102 L/min(298.15 K, 0.1 MPa).
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Figure A.8: Concentration of carbon dioxide in the axial direction at the membrane-
shell interface for CO2 - K2CO3, T = 298.15 K, 323.15 K, 353.15 K, P (CO2) = 5 MPa,
absorbent concentration= 0.373 mol/L, Fshell = 1.0 × 104 L/min(298.15 K, 0.1 MPa),
Ftube = 1.0 × 102 L/min(298.15 K, 0.1 MPa).

shell side, membranes side and tube side at PCO2 = 0.5 MPa decrease significantly

with temperatures rise. This is due to the reaction rates in the liquid phase

are increasing with increasing temperatures. Figure A.8 gives the dimensionless

carbon dioxide concentration in the axial distance (z direction) at the membrane-

shell interface (r/r3 = 0.567) at three different temperatures cases in the system.

With the temperature increasing, the outlet CO2 concentration is decreasing,

which means the amount of CO2 removed is increasing.

Figure A.9 shows the percentage carbon dioxide removal with the changing

liquid flow rates at 353.15 K for three different CO2 partial pressures and to-

tal pressures. With the increasing liquid flow rate, CO2 removal is increasing.

With the increasing CO2 partial pressures and total pressures, CO2 removal is

increasing. Figure A.10 shows the percentage CO2 removal with the changing

gas flow rate at 353.15 K for three different CO2 partial pressures and total

pressures. With the increasing gas flow rate, CO2 removal is decreasing. But

still with the increasing CO2 partial pressures and total pressures, CO2 remo-

val is increasing. Figure A.11 shows the effect of absorbent concentration in

CO2 removal at different temperatures. Relative CO2 removal increases mildly
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on the percentage removal of carbon dioxide, absorbent concentration= 0.373 mol/L,
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Figure A.10: Effect of gas flow rate (at standard condition: 298.15 K, 0.1 MPa) on the
percentage removal of carbon dioxide, absorbent concentration= 0.373 mol/L, T = 353.15
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with increasing K2CO3 concentration in liquid phase at 298.15 K. For the higher

temperature case, percentage CO2 removal increased more with the increasing

K2CO3 concentration in liquid phase. This is still due to the higher reaction rate

at higher temperature.

The results presented here confirm the expected trends with respect to CO2

removal as function of temperature, pressure and absorbents concentration.

A.5 Survey on selective membranes for acid gas separation
processes

Selective membrane technology is used in acid gas separation from gas/oil conta-

minants in industry. The advantages of membrane separation are: the pressure

difference of feed side and sweep side can be used to aim at high gas permea-

bility; membrane separation can be used for contaminants separation from oil.

The disadvantages of membrane separation are: most selective membranes avai-

lable now are vulnerable to high pressure/temperature, or to the presence of wa-
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ter/impurities in gas/oil; maintenance and cleanness of membranes are a limiting

factor. A large number of membrane materials are used in different areas, but

most of them are applied in the lab without contacting the impurities in the feed

and they were not tested at high pressure up to 30 MPa and temperature up to,

say, 373 K. For membrane separation, it is important to test the stability of the

selected membrane materials for reservoir conditions and impurities. Here, the

selectivities and stabilities of different types of membranes are reviewed and eva-

luated in section A.5.1 and section A.5.2, respectively. The promising membrane

candidates for downhole separation are screened for the separation of CO2/CH4

(and H2S/CH4).

A.5.1 Permeance and selectivity for various membrane materials

Table A.6 gives pure gas permeance of CO2 and CH4, and the ideal selectivity

for CO2/CH4 of different membranes. The separation factors calculated from

the binary fluxes and the so-called ideal separation factor, which is given by the

ratio of the one-component flux, were compared with each other. It is found

that the separation factor is a function of both the composition and the pressure.

A reasonable description of the separation factor as a function of the pressure

and composition is possible with the ideal adsorbed solution theory[41]. The

permeance is calculated as Pi = Qi

A·∆pi , Where Pi is permeance [mol ·m−2 · s−1 ·
Pa−1], Qi is the molar flux in units [mol · s−1], A is the membrane area, and ∆pi

is partial pressure difference.

Table A.5: Kinetic diameter for various molecules

Molecule Kinetic Diameter / Ref.

CO2 3.3 [42]
H2S 3.6 [43]
CH4 3.8 [42]

In Figure A.12, when ∆p < 0.25MPa, the ideal selectivity of CO2/CH4 sys-

tem and the permeance of CO2 for different membrane are shown. It is more

unambiguous to compare membranes performance from different literature sources

using the ideal selectivity, since different ratio of CO2 and H2S in the mixtures

are used in different papers under different temperature and pressure. The real

mixture selectivity certaintly be different from the ideal selectivity, but the ideal
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selectivity sufficiently serves as an indicator for the separating selectivity. For

the membrane performance, a good membrane candidate should have both high

selectivity and high permeance. From the figures, inorganic membranes are pro-

mising candidate materials comparing with polymeric membrane materials. In

addition inorganic membranes are thermally more robust than polymer mem-

branes. A more elaborate synthesis protocol, however, usually leads to higher

production costs for inorganic membranes compared with polymeric materials.

The performance of the DD3R which has a good chemical and thermal stability

is one of the best as Figure A.12 indicates. Some polyimide membranes show

a very high permeance of CO2 and should be suitable for the separation of the

acid contaminants from natural gas. Membranes like PDMS[44, 45, 46, 47], which

has high permeance but low selectivities can be used for the separation process

combined with selective membranes or with absorption processes (then moderate

selectivities for CO2/CH4 are sufficient).
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Figure A.12: The performance of the different membranes ∆P < 0.25MPa: the ideal
selectivity of CO2/CH4 system versus the pure component permeance of CO2
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A.5.2 Stability of membranes

The selective membranes considered for subsurface separation processes need to

be stable enough under elevated pressure and temperature conditions (5-30 MPa,

323 K - 373 K) and be resistant to impurities, for example H2O[71], and higher

hydrocarbons[59].

Inorganic membranes like carbon membranes[72, 73], SAPO-34 membranes[59],

Zeolite membranes were investigated for the stabilities under reservoir conditions.

There is a decrease in performance of carbon membranes when they are exposed

to water[74]. It has been reported that the selectivity of a typical membrane de-

creases as the amount of sorbed water increases[75]. The material stability of silica

membranes can also be a problem, it was found that exposure to water[71, 76] at

high activities, even for low temperatures, results in irreversible changes in the si-

lica membrane pore structure. Natural gas impurities are known to cause drastic

selectivity loss for carbon membranes, silica membrane and SAPO-34 membranes.

For most inorganic membranes, it was found that with increasing pressure the so-

lubility of methane increases in the membrane, which means that the selectivity

decreases.

Zeolite membranes, especially DD3R[77] is specifically suited for the CO2/CH4

separation because of its specific window opening that facilitates molecular sie-

ving of CH4. DD3R is an all silica zeolite and therefore has a good chemical and

thermal stability and is hydrophobic of nature. This hydrophobicity leads to low

water adsorption and increase the zeolite stability in humid conditions[78, 79].

But a decrease of CO2-permeance was found when feed pressure increases[80].

Polymer membranes showed plasticization at elevated pressure thus lost their

selectivities of CO2 to CH4. The polymer matrix[81] swells upon sorption of CO2

which accelerates the permeation of CH4. And there are a few articles[82, 83,

84, 85] reporting how to prevent or decrease the plasticization of polymer mem-

branes. Mixed-matrix membranes[86] that consist of zeolite particles dispersed in

a polymer matrix[61, 87, 70] could combine the selectivity of zeolite membranes

with the low cost and ease of manufacturing polymeric membranes.
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AppendixB
Second asymmetric binary
parameter lij for the PC-SAFT
equation of state

A second asymmetric binary parameter lij can be introduced for dispersive energy,

according to

m2εσ3 =
∑
i

∑
j

xixjmimjεijσ
3
ij +

∑
i

ximi(
∑
j

xjmjσij(
√
εiiεjj lij)

1
3 )3 (B.1)

This formulation follows a suggestion of Mathias et al.[1] and does not suffer
from deficiencies pointed out by Michelsen and Kistenmacher[2] for several alter-
native asymmetric mixing rules. Eq. B.1 substitutes Eq. (A.12) of Ref. [3]. For
compatibility, the energy-parameter εij on the right-hand side of Eq. B.1 then has
to be made dimensionless, by division of kT .
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