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SUMMARY

Modern factories show little resemblance to the assembly lines from a century ago. Nowa-
days, a single human might be responsible for setting up, operating, and maintaining a
complex chain of machines. This shift has made the work of factory operators more cog-
nitively demanding, requiring constant monitoring and problem-solving. Key to tack-
ling these challenges is the effective collaboration of human operators in exchanging
ideas and knowledge, from high-level problem-solving strategies to solutions for emerg-
ing issues. Yet, the heightened productivity requirements and small shifts mean fewer
opportunities to share this knowledge face-to-face and reporting practices are depriori-
tized. Thus, the manufacturing industry faces a knowledge management crisis.

This dissertation investigates the integration of conversational AI assistants into man-
ufacturing settings to facilitate knowledge sharing among factory operators. Capital-
izing on recent advancements in Natural Language Processing (NLP), particularly in
Large Language Models (LLMs), this research investigates the designing and evaluation
of conversational AI tools that efficiently capture and share human knowledge on the
factory floor while addressing operator needs and concerns. The introduction of con-
versational AI assistants for knowledge sharing—referred to as cognitive assistants (CA)
in this work—in factory environments promises significant benefits but comes with nu-
merous challenges.

Through a research-through-design approach, we conduct ethnographic studies, pro-
totype development, and empirical research. By designing and deploying several func-
tional prototypes in real-world production settings, this work investigates how to effec-
tively design cognitive assistants aligned with human and organizational needs to fa-
cilitate knowledge sharing in factories. We iteratively developed several CA prototypes
to extract useful information from (unstructured) natural language, dynamically update
knowledge bases with operators’ knowledge, and interact with factory operators to sup-
port their problem-solving and decision-making. The CAs feature context awareness ca-
pabilities by integrating live data from the production line and operator activity tracking
systems, as well as NLP technology (including LLMs). The dissertation offers insights
into the opportunities, design, and implementation challenges, usability, user experi-
ence (UX), and socio-technical implications of deploying CAs in manufacturing settings.
It also highlights the tensions between factory operators and management regarding en-
gagement in knowledge sharing and digitization of the factories.

This dissertation contributes to open science to the extent that privacy and confiden-
tiality agreements with our industrial partners and human participants allow1.

1https://doi.org/10.4121/c2b34533-233b-4145-afd9-f2e0ad997736
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SAMENVATTING

Moderne fabrieken vertonen weinig gelijkenis met de assemblagelijnen van een eeuw
geleden. Tegenwoordig kan een enkele persoon verantwoordelijk zijn voor het opzetten,
bedienen en onderhouden van een complexe keten van machines. Deze verschuiving
heeft het werk van operators cognitief veeleisender gemaakt, wat constante monitor-
ing en probleemoplossing vereist. Cruciaal voor het aanpakken van deze uitdagingen is
de effectieve samenwerking van menselijke operators bij het uitwisselen van ideeën en
kennis, van strategieën voor probleemoplossing tot oplossingen voor opkomende kwest-
ies. Echter, de verhoogde productiviteitseisen en ploegendiensten betekenen minder
mogelijkheden om deze kennis persoonlijk te delen en documentatiepraktijken krijgen
minder prioriteit. Hierdoor kampt de maakindustrie met een crisis in knowledge man-
agement.

Dit proefschrift onderzoekt de integratie van conversational AI assistants in produc-
tieomgevingen om kennisdeling onder fabrieksoperators te faciliteren. Gebruikmakend
van recente ontwikkelingen in Natural Language Processing (NLP), met name in Large
Language Models (LLMs), onderzoekt dit werk het ontwerpen en evalueren van conver-
sational AI assistants die efficiënt menselijke kennis op de fabrieksvloer vastleggen en
delen, terwijl ze tegemoetkomen aan de behoeften en zorgen van operators. De intro-
ductie van conversational AI assistants voor kennisdeling—hier aangeduid als Cognitive
Assistants (CA)—in fabrieksomgevingen belooft aanzienlijke voordelen, maar brengt ook
tal van uitdagingen met zich mee.

Door middel van een research-through-design voeren we etnografische studies, protot-
ype-ontwikkeling en empirisch onderzoek uit. Door het bouwen van verschillende pro-
totypes in echte productieomgevingen, onderzoekt dit werk hoe CAs effectief kunnen
worden ontworpen in overeenstemming met menselijke en organisatorische behoeften
om kennisdeling in fabrieken te faciliteren. We hebben verschillende CA prototypes on-
twikkeld om nuttige informatie uit text te extraheren, kennisbanken dynamisch bij te
werken met de kennis van operators, en te communiceren met fabrieksoperators om
hun besluitvorming te ondersteunen. De CA’s beschikken over context-awareness door
live data van de productielijn en operator tracking te integreren, evenals NLP technolo-
gie (inclusief LLMs). Het proefschrift biedt inzichten in de kansen, ontwerp- en impleme-
ntatie-uitdagingen, bruikbaarheid, User Experience (UX) en socio-technical implicaties
van het inzetten van CA’s in productieomgevingen. Het belicht ook de spanningen tussen
fabrieksoperators en management met betrekking tot betrokkenheid bij kennisdeling en
digitalisering van de fabrieken.

Dit proefschrift draagt bij aan open science voor zover privacy- en vertrouwelijkheid
met onze industriële partners en menselijke deelnemers dit toestaan1.

1https://doi.org/10.4121/c2b34533-233b-4145-afd9-f2e0ad997736
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2 1. INTRODUCTION

The era of factory workers performing mainly repetitive tasks is passing; they
are now operators of complex systems. In contemporary manufacturing settings
(see Figure 1.1), a single operator may be tasked with configuring, operating, and
maintaining an intricate network of machines [1]. This transition necessitates
continuous monitoring and problem-solving, markedly increasing the cognitive
demands on factory operators [2, 3]. Effective collaboration among operators
in sharing ideas and knowledge, from high-level problem-solving strategies to
solutions to emerging issues, is key to tackling these challenges [4]. However,
heightened productivity requirements and shorter shifts mean fewer opportunities to
share this knowledge face-to-face [5]. Additionally, efforts to document knowledge
are encouraged but not systematically executed [6]. Thus, effectively managing
organizational knowledge in factories is a critical challenge.

Figure 1.1: A factory operator solving a problem with one of the machines along a
detergent production line

An organization’s success hinges on leveraging the knowledge found within the
minds of its employees, customers, and suppliers—a process known as Knowledge
Management (KM) [7, 8]. The benefits of sharing knowledge at scale are diverse:
humans forget things, change jobs, and mentors are not always available. KM has
become increasingly important in recent years due to the lack of skilled workers to
replace retiring experts and the need for reskilling due to technological developments
and the green transition in industries like manufacturing [9]. One key area of
technological development is Artificial Intelligence (AI), which refers to computer
systems that exhibit human-like intelligence in tasks such as reasoning or language
understanding. Large Language Models (LLMs), trained on vast corpora of text data,
have recently emerged as a prominent example of AI systems that have the potential
to support diverse tasks from writing to decision-making [10]. In this work, we
focus on (LLM-powered) Cognitive Assistants (CA), conversational AI systems that
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support cognitive tasks such as knowledge sharing and learning. Recognizing the
labor crisis and the key role technology can play in mitigating it, the EU has recently
announced a fund of €65 billion to invest in skills to take advantage of technological
developments, such as ChatGPT, an LLM application (see Figure 1.2) [11].

Figure 1.2: The release of ChatGPT in November 2022 marked a significant
advancement in Natural Language Processing.

The importance of KM has motivated efforts to use AI technology, such as
expert systems built on knowledge bases, to support human decision-making. This
research field has over 60 years of history. Building expert systems involves
a knowledge engineering cycle, where “knowledge engineers” apply knowledge
elicitation techniques to human experts to formalize strategies and rules for the
expert system [12]. However, the success of expert systems was often hindered by
the challenge of creating and maintaining a high-quality knowledge base, known
as the knowledge acquisition bottleneck [13]. Human knowledge can be complex
and contextually linked, making it challenging to express and store. In dynamic
environments, knowledge can quickly become obsolete [14]. Additionally, systems
built to share knowledge face social challenges, such as the trade-off between
perceived benefit and effort for the knowledge sharer, resulting in behaviors such as
knowledge hiding [7]. Consequently, successfully implementing AI-driven Knowledge
Sharing (KS) must tackle challenges related to human effort, the ephemeral and
contextual nature of knowledge, and social barriers.

In recent years, Natural Language Processing (NLP) technologies, such as speech-
to-text models and conversational AI, have been used effectively in high-demand
contexts, such as generating transcriptions of medical interventions. However, using
NLP to extract knowledge from human texts was challenging due to the variability
of human language, such as inconsistencies in terms, pronoun usage, incomplete
sentences, or missing context [15–17]. Recent advancements in NLP, particularly
LLMs, have made it possible to effectively extract knowledge from unstructured texts,
as demonstrated by their ability to answer queries about long, complex texts. The
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key innovation is the way LLMs consider the context of a word by paying attention to
surrounding words [18]. As a result, NLP technologies can exhibit near-human-like
abilities in conversation and reasoning, potentially playing a central role in tackling
the challenges of knowledge acquisition for AI.

While effective implementation of conversational AI for knowledge acquisition
is rare, there are many examples of conversational AI (i.e., chatbots) being used
for information retrieval and decision support (e.g., [19–23]). Conversational AI
applications provide an interactive means to find answers to problems, similar to
how a human agent might help. In manufacturing, there are several examples of
conversational AI being used, for example, to train new employees [19], facilitate easy
information retrieval on the shop floor [20, 21], support diagnostics of machines [24],
or deliver instructions for assembly tasks [22]. These examples demonstrate the
potential of conversational AI to enable efficient and natural interactions with
operators in the shop floor environment. They also highlight the lack of knowledge
on the real-world utility for factory operators, associated risks, and challenges with
using conversational AI for knowledge sharing in manufacturing.

Introducing new technologies to support operators in manufacturing is challenging
due to several factors, such as the lack of unified IT systems [25], the high pace
of work [1], and resistance from operators to change [6], especially if additional
monitoring is involved [26]. Thus, it is important to consider these factors when
developing new systems, such as CAs, so that appropriate designs and mitigation
strategies can address them. For example, involving factory operators early in the
development process can help design systems that accommodate the high pace of
work and address the operator’s needs. Thus, when designing and deploying AI
systems in manufacturing, it is important to consider the socio-technical challenges
and employ human-centered design processes.

Maintaining a socio-technical perspective, this work employs a Research-through-
Design (RtD) approach to design and evaluate several iterations of CAs for factory
operators. The main purpose of the CA is to facilitate efficient and effective
knowledge sharing among factory operators to support their work operating,
maintaining, and fixing the complex production line. Our overarching research
aim is to answer the question: How can we design an effective conversational AI
knowledge sharing system for factory settings?. This is further broken down into
four sub-questions that represent the focus of the core chapters, namely:

RQ1 What are the opportunities and design challenges when deploying cognitive
assistants to support knowledge sharing between factory operators? (Chapter
2)

RQ2 How do modality, user training, and context experience affect the user
experience, usability, and interaction efficiency of cognitive assistants for
knowledge sharing in factories? (Chapter 3)

RQ3 What are the implications of using large language model-based conversational
AI for knowledge sharing among factory operators? (Chapter 4)
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RQ4 What are factory operators’ and management’s perceptions of the impact and
socio-technical risks and challenges of using cognitive assistants for knowledge
sharing? (Chapter 5)

By pursuing an answer to these questions, this dissertation offers knowledge,
methodological, and technical contributions, including design guidelines, working
prototypes validated and evaluated in ecologically valid setups, and insights into the
impacts, challenges, and risks of using CAs for factory operators. The remainder
of this introduction goes into more detail regarding the context of this work,
factory operations (1.1), the process of knowledge sharing (1.2), existing research on
Knowledge Sharing Systems (KSSs) (1.3), and underlying technologies for KSSs, such
as LLMs (1.4).

1.1. MODERN FACTORY CONTEXT: OPERATORS, KNOWLEDGE

NEEDS AND PROBLEMS
Modern manufacturing has been transformed by advanced digital technologies and
automation, known as Industry 4.0 or Smart Manufacturing. This shift has increased
the cognitive demands on factory operators and highlighted the need for effective
Knowledge Sharing (KS) mechanisms. This section examines the evolving role of
factory operators, the knowledge challenges they face, and the limitations of current
KS practices. We will also explore how Cognitive Assistants (CA) can address these
challenges, emphasizing the importance of a human-centered approach in their
design and implementation. By understanding these socio-technical dynamics, we
aim to identify strategies that enhance KS in manufacturing.

The Industry 4.0 paradigm is characterized by heightened connectivity, adjustability,
and automation, aiming to streamline production processes to achieve cost reduction,
enhanced quality, and better responsiveness to customer demands. A key feature of
this era is the broad implementation of digital technologies to improve productivity
and sustainability. Nevertheless, Industry 4.0 initiatives, while being primarily
technology-focused, have often overlooked the critical component of human
operators and their needs [27, 28]. Indeed, technologies should be aligned to
fit human workers and enhance work satisfaction [26]. Addressing this gap, the
emerging paradigm of human-centered manufacturing, or Industry 5.0, seeks to
reconcile the capabilities of humans and machines, supporting factory workers in
the increasingly knowledge-intensive manufacturing domain [28, 29].

In agile manufacturing, factories can rapidly switch between producing different
products depending on external factors such as supply and demand. The
complexity inherent in operating modern agile production lines—which comprise
many machines operating in conjunction—poses a significant challenge (see
Figure 1.4. Factory operators are no longer confined to monotonous manual tasks
but are engaged in more cognitively demanding activities, such as dynamically
adjusting machine settings, product-specific configurations, and solving problems
with complex systems [1, 2]. These production line systems are susceptible to
numerous potential failures and operate continuously amidst dynamic, noisy, and
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Figure 1.3: Filled detergent canisters exiting the filling and capping machine in an
agile factory.

high-stakes environments (see Figure 1.3). Consequently, even skilled operators find
their work mentally taxing [30]. Thus, providing operators with the knowledge and
information relevant to the situation and their expertise is a key challenge [2].

Despite the increasing use of digital technologies, the training and KS process
in manufacturing remains heavily dependent on direct human interaction [31].
Traditional approaches—where novices learn from seasoned workers through
extended one-on-one apprenticeships—though effective, are both time-consuming
and costly. The reliance on such methods presents a challenge, particularly
when experienced operators exit the workforce, taking with them invaluable
knowledge [32], alongside risks such as forgetting or experts not being available
when needed (see Figure 1.5). Coupled with the lack of skilled workers, this indicates
a critical knowledge management crisis in manufacturing. In the US alone, the
manufacturing sector will be short 2.1 million workers by 2030 due to skill gaps,
which is expected to cost the US economy $1 trillion per year [33]. However, current
practices to capture knowledge for training and KS purposes, including the attempt
to manually codify knowledge [34] and store it in IT databases [35], are limited in
scalability and sustainability because of how resource intensive the process is [5].
Furthermore, many factories lack the necessary IT infrastructure, have isolated data,
and independent digital systems [36]. In response to these challenges, there is a dire
need for a centralized, efficient, and scalable KS in the manufacturing environment.

While a knowledge management crisis might worry business owners or
governments, these concerns are far removed from the day-to-day concerns of
a factory operator. The operator’s primary job is to ensure the production line
runs effectively during their shift. For this, operators rely on their accumulated
knowledge, rarely resorting to manuals, although they may ask an experienced
colleague at times. Many factory operators are deeply proud of their expertise [31].
Besides the challenges of training new operators to replace retiring or leaving
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Figure 1.4: The main production steps on an agile production line for detergent
cans. The line can operate 24/7 with one or two human operators.

personnel, factory managers also recognize the significant disparity between the
production performance of existing operators. This disparity is unlikely to be
attributed to a single factor but a combination of factors such as intelligence,
skillfulness, motivation, training, or knowledge guarding. Emphasizing the social
and organizational tensions in the workplace, factory operators sometimes purposely
submit incomplete or inaccurate production data to ensure management does
not have an accurate representation of their performance [37]. Additionally,
some operators are intent on guarding their knowledge to maintain a position of
power [31]. These challenges underscore the importance of considering the social
and organizational context while designing a new tool, such as a CA. Therefore,
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Figure 1.5: The current knowledge flow in factories (depicted by arrows) and the
social and practical challenges for effective knowledge sharing.

system designers should consider the needs of the operators on the shop floor, both
practically for their work and socially as members of a team and larger organization.

In summary, traditionally, manufacturing has focused on automation to increase
productivity without considering the valuable contribution of human operators or
their needs [38]. The transition to a more human-centered perspective presents
various challenges and opportunities for Knowledge Management (KM) [39]. As
operations become increasingly knowledge-intensive and the lack of skilled workers
more severe, the need for effective, human-centric, and scalable knowledge-sharing
mechanisms becomes more critical. The subsequent discussion on KM strategies,
technological innovations, and socio-technical systems aims to identify solutions
to these challenges, leveraging the combined strengths of human intellect and
technological advancements.

1.2. KNOWLEDGE SHARING: STRATEGIES, TECHNOLOGY AND

SOCIAL FACTORS
Knowledge management (KM) is an interdisciplinary field that integrates concepts
from cognitive psychology, information sciences, educational psychology, business,
and manufacturing. This entails processes to acquire, manage, and share knowledge
within an organization to achieve a competitive advantage [8]. In practice, the core
tenet of KM is to record things that might be useful later [40]. The application of
KM in organizations can lead to significant improvements in efficiency, innovation,
and problem-solving capabilities [7]. However, designing an effective KM system to
realize these benefits, particularly in dynamic environments such as factories involving
complete socio-technical systems [41], operators may resist new digital tools [37], and
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documentation practices are often undervalued [16, 31, 42], remains a substantial
challenge.

In the following sections, we will outline the key processes surrounding Knowledge
Sharing (KS) when facilitated by a digital system such as a CA, namely, knowledge
acquisition, sharing, and application.

Knowledge acquisition involves eliciting knowledge, explicating it, and formalizing
it for later use [43]. Knowledge can be elicited once it has been created in
the mind of an employee. Eliciting involves extracting knowledge from domain
experts or sources, often through interviews, surveys, observation, or analysis of
existing documentation. Elicitation can uncover both explicit and tacit knowledge,
understanding not just what is known but also how it is applied in practice. In
this work, we focus on explicit knowledge that can be readily expressed in words as
opposed to tacit knowledge that can not [44].

Once knowledge has been elicited, it needs to be made explicit. Explication
involves articulating the knowledge clearly and understandably. This may involve
defining terms and organizing information into coherent structures. Explication
helps ensure that knowledge is comprehensible to others and can be effectively
communicated.

Finally, during formalization, knowledge is structured and represented in a formal
language or framework. Formalization makes knowledge more precise and facilitates
analysis and manipulation by digital systems. This might involve creating models,
rules, ontologies, or other formal knowledge representations. Formalization helps
facilitate (AI) reasoning and decision-making based on the captured knowledge.

Knowledge sharing is the process of transferring knowledge between individuals,
groups, or organizations [45]. Traditionally, this can be done through various
channels such as documentation, training sessions, workshops, seminars, meetings,
or digital platforms. While many of these strategies aim to stimulate face-to-face
KS, organizations are also interested in systems that formalize the knowledge. This
ensures that the knowledge persists beyond employees’ memory and facilitates
sharing at scale and asynchronously. In this work, we explore using CAs as an
intermediary to help efficiently share newly created knowledge.

Knowledge application is when knowledge is used to solve problems and make
informed decisions to profit the organization [46]. This involves analyzing the
situation, identifying relevant knowledge, and applying it effectively to address the
issue. In the context of this work, the CAs contribute primarily to identifying and
retrieving relevant knowledge. Analyzing the situation and taking action is still
largely up to the human operator.

1.3. DESIGNING KNOWLEDGE SHARING SYSTEMS
Designing KS systems requires consideration of a broad range of factors, often
intertwined with social and human elements. Organizations across various sectors
have developed their own dedicated KS systems. For instance, the ‘Inside IBM’
project used AI, information systems, and user-centered design to aggregate IBM’s
accumulated product support knowledge into a single system [47]. Siemens
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employs TechnoWeb for social collaboration, which leverages a combination of social
networking tools, collaborative platforms, and knowledge repositories to facilitate
the sharing and management of expertise across the organization [48]. TechnoWeb
integrates features such as discussion forums, expert directories, and document
sharing to create a dynamic and interactive environment for knowledge exchange.
NASA uses the Lessons Learned Information System (LLIS)1 to document and share
project experiences. LLIS employs a structured database approach, where lessons
are systematically categorized, indexed, and made searchable to ensure that critical
insights from past projects are easily accessible for future missions [49]. This system
includes detailed metadata tagging, cross-referencing of related lessons, and a review
process to validate the accuracy and relevance of the information. Furthermore,
the enhanced version of LLIS that the Goddard Space Flight Center uses employs
an ‘active’ push feature to recommend lessons that match the knowledge needs of
specific individuals. These diverse systems illustrate the various methods employed
to manage and leverage knowledge within organizations, ranging from searchable
lessons learned and social collaboration tools to active knowledge recommendations
and systematic documentation processes.

Several factors contribute to the success of KS systems, as exemplified by the
cases of Google, Toyota, and Xerox’s Eureka project described below. In the case of
Google, they emphasize psychological safety for KS [50]. Toyota—perhaps KM’s most
renowned manufacturing success story—employs network-level knowledge-sharing
processes. These processes effectively engaged members in sharing critical
knowledge, deterring free-riding behavior, and minimizing the obstacles to locating
and obtaining valuable knowledge [51]. The Eureka project at Xerox showcases the
successful use of technology to gather, validate, and share best practices across their
customer service engineers [52]. By involving customer service engineers throughout
the design process and encouraging local champions to support adoption and
feedback, Xerox contributed to the project’s success [53]. Ultimately, the Eureka
project is said to have saved Xerox $100 million [52, 53]. Overall, these cases highlight
the importance of minimizing the burden on knowledge contributors, ensuring high
knowledge quality, and involving end-users throughout the design process to address
their needs.

KS systems incorporating AI and Internet of Things (IoT) technologies are
transforming KS within manufacturing environments [19]. Yet, despite the promise
of these technologies to enhance KS systems, several socio-technical hurdles persist.
For instance, significant resources are required to develop and maintain knowledge
bases [54], and data quality issues often undermine efforts to automatically uncover
knowledge from existing unstructured issue reports [15–17]. Similar challenges have
faced the use of NLP in healthcare, such as IBM’s Oncology Expert Advisor in 2016,
which searched through ‘unstructured’ physician notes to help suggest treatments.
Yet, Watson’s NLP failed to effectively process the jargon, shorthand, and subjective
comments or pick up the nuances that human physicians could, demonstrating
the challenges in handling human-generated texts [55]. These challenges are
socio-technical because they involve both technical aspects, such as data quality

1https://llis.nasa.gov/—last accessed January 20, 2025

https://llis.nasa.gov/
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and the capabilities of NLP in processing it, and human aspects, such as the effort
put toward documentation, which inhibits the data’s utility for KS [42]. Tackling the
human aspect, there is a knowledge gap in designing KS systems that facilitate the
acquisition of human knowledge while balancing the (perceived) effort of knowledge
authoring such that factory operators are consistently engaged in contributing useful
knowledge.

1.4. CONVERSATIONAL AI FOR KNOWLEDGE SHARING

AMONG FACTORY OPERATORS
Knowledge sharing systems must support efficient and reliable interactions to provide
utility to factory operators while minimizing the perceived effort involved. In recent
years, conversational interfaces have enabled efficient communication between
users and digital systems in natural language, fundamentally transforming how
humans interact with technology. Unlike traditional graphical user interfaces that
require interaction through visual elements like buttons and menus, conversational
interfaces allow users to engage in dialogue using text or voice. These interfaces can
understand and respond to queries, execute commands, and provide personalized
assistance. This mode of interaction leverages Natural Language Processing (NLP)
techniques, making interactions more flexible and accessible. These interfaces
represent a key development in human-computer interaction, especially when
powered by state-of-the-art NLP, such as Large Language Models (LLMs).

Research into AI assistants in manufacturing has recently increased, taking
advantage of recent advancements in NLP and the proliferation of IoT to support
decision-making, operationally efficiency, and training [19, 27, 56–61]). In the
following sections, we discuss research on AI assistants in manufacturing, the use of
knowledge bases, knowledge acquisition from humans for KS, and the associated
socio-technical challenges.

1.4.1. AI ASSISTANTS IN FACTORIES

AI assistants are digital tools designed to support humans by completing tasks or
providing information. For example, IBM Watson, which became famous in 2011
when it won Jeopardy!—navigating a complicated game full of wordplay to search a
textual database for the correct answer and respond naturally [55]. In factories, AI
assistants working with an AI assistant form a socio-technical system consisting of
the operator, the operator’s tasks in the factory, and the technology enabling the
assistant [62]. AI assistants can help operators fix problems with the machines or
set them up optimally by enabling efficient information retrieval, remote machine
control, decision-support, and sharing knowledge [60, 63–65]. To enhance their
capabilities, AI assistants can be integrated into factory systems, such as control
and monitoring systems for production machines, scheduling systems, and sensors.
Some systems make use of the available data to perform predictive maintenance
using ML [66] or NLP to extract and represent knowledge from texts [67]. To interact
with operators, most AI assistants use conversational AI—a chat or voice interface—to
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provide efficient and natural ways for operators to communicate.

1.4.2. KNOWLEDGE-INTENSIVE AI ASSISTANTS

Knowledge-intensive AI assistants are a subset of AI assistants characterized by their
ability to utilize extensive knowledge bases and perform complex reasoning tasks.
The knowledge bases and rules that inform these assistants in manufacturing are
usually static, having been defined by a domain expert during development [19, 21,
68, 69]. Some systems use live data but are focused on presenting the status of
production systems and perform (limited) reasoning over the data [20, 70–73]. For
example, Casillo et al. [19] presents a chatbot for training new operators based on
a predefined curriculum, obtaining promising results. Baldauf et al. [73] deployed
smartwatches that notified operators of machine errors, citing the importance of
concise information display. Additionally, the chatbot demonstrated by Trappey et al.
[21] utilizes VR to deliver knowledge in response to Frequently Asked Questions
(FAQs). Overall, existing research on AI assistants focused on understanding how to
deliver knowledge or present (live) information to operators but not acquire knowledge
from operators.

1.4.3. COGNITIVE ASSISTANTS: ACQUIRING AND SHARING HUMAN

KNOWLEDGE

In the context of this dissertation, Cognitive Assistants (CAs) are an advanced
type of knowledge-intensive AI assistant that interacts conversationally to
acquire knowledge from humans, share it with other humans, and support
knowledge application. Cognition refers to the mental processes of acquiring and
comprehending knowledge [74], which the CA aims to support. To do so effectively,
a CA relies on several technologies, including dialogue management, NLP, context
awareness, databases, and ontologies. To maximize utility for factory operators,
CAs can be integrated with factory systems and operator workflows, making them a
cyber-physical system [31] (see Figure 1.6).

Acquiring knowledge using conversational AI and/or mobile devices has been
explored and shown to be promising. For example, Fenoglio et al. [75] introduced a
role-playing game involving virtual agents, human experts, and knowledge engineers
to refine knowledge graphs that were algorithmically generated. The authors raised
several important ethical concerns regarding the processing of personally identifying
data, deciding to avoid audio and video recordings, and other concerns regarding
misuse of employee monitoring. Hoerner et al. [58] built a digital assistance system
to support operator troubleshooting processes on the shop floor using captured
knowledge. While they allowed operators to suggest edits, knowledge engineers still
performed the initial knowledge capture process. In contrast, Hannola et al. [27]
deployed smartphone applications for factory operators to take notes and videos
of solutions to production line problems themselves, thus enabling other operators
to access newly created knowledge. While this work highlighted the potential of
facilitating KS through digital technologies, it did not investigate the application of
LLMs and/or conversational AI.
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Figure 1.6: The scope of this dissertation includes the factory context, operator and
cognitive assistant system

Examples outside of manufacturing demonstrated the successful use of conversa-
tional AI to crowdsource knowledge acquisition, namely, a game to elicit knowledge
from crowdworkers [76] and a context aware chatbot that simultaneously fulfills
information needs while acquiring new knowledge [77]. A key consideration for these
systems is ensuring the quality of acquired knowledge, thus employing rating or
validation mechanisms. Although these conversational AI systems were not deployed in
a manufacturing environment, they demonstrate the potential of using conversational
interactions to efficiently acquire knowledge.

1.4.4. SOCIO-TECHNICAL CHALLENGES FOR DEPLOYING COGNITIVE

ASSISTANTS IN FACTORIES

Work in factories is influenced by social aspects and organizational relations rather
than purely technical, deterministic activities [78], making introducing new tools
or workflow adjustments challenging [41]. Digital tools can facilitate KS among
operators; for instance, enabling operators to post comments under existing work
instructions [79]. However, these tools can have many unforeseen effects, face social
barriers, and raise ethical implications. For example, even introducing relatively
simple tools, such as a repair ticketing system, can shift the balance of control
towards or away from operators depending on who is given privileges to create,
view, and modify tickets [78]. Tools for decision support can also have adverse
effects if not designed appropriately with human cognitive limits in mind, such as
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information overload [5]. While decision support tools can benefit inexperienced
operators by providing guidance and allowing independent operation, they may be
redundant for experienced operators relying on their expertise (see Figure 1.7) [5].

Figure 1.7: A novice operator observes how an experienced operator solves a problem
after requesting help.

Furthermore, it is important to consider the context factors surrounding the
knowledge being shared [8], which is often overlooked when deploying (agential)
AI-powered systems [80]. These context factors include the organizational culture,
the psychological readiness of the workforce, and the existing social dynamics within
the team [31]. For instance, a system that does not account for the hierarchical
structure of an organization may inadvertently reinforce existing power imbalances,
leading to resistance from employees [37]. Similarly, neglecting the psychological
readiness of factory operators—such as feelings of losing control [2], trust in the
system, perceived usefulness [81], and levels of anxiety or resistance [82]—can result
in mistrust towards the new technology, thereby hindering its adoption.

Despite the recognition of these factors, there remains a significant gap in the
literature regarding the specific socio-technical elements that influence the successful
adoption of conversational AI KS systems. Specifically, there is a lack of real-world
studies examining adoption challenges for these technologies from the perspective of
factory operators. Addressing this gap is essential for developing systems that are not



1.4. CONVERSATIONAL AI FOR KNOWLEDGE SHARING AMONG FACTORY OPERATORS

1

15

only technologically advanced but also socially and psychologically aligned to the
needs of factory operators.

1.4.5. NATURAL LANGUAGE PROCESSING AND OTHER TECHNOLOGIES

THAT POWER COGNITIVE ASSISTANTS

While previous attempts to use AI for KS, namely expert systems, were held back
by the lack of context awareness, rigid knowledge representation, and one-way
knowledge transfer from expert to novice, newer NLP technologies and context
awareness can tackle these shortcomings [31]. Modern NLP technologies can provide
a more nuanced understanding of a factory operator’s knowledge, enhanced by
additional data streams such as machine error codes or human tracking. Thus
enabling efficient knowledge acquisition at the production line. Modern NLP
techniques for conversational AI fall under two paradigms, traditional intent- and
LLM-based systems, exhibiting trade-offs in adaptability and reliability, among other
aspects.

TRADITIONAL CONVERSATIONAL AI: INTENT-BASED SYSTEMS

Underpinning many modern conversational AI assistants are intent-based techniques
grounded in the principles of symbolic AI and rule-based processing. These
systems are designed to recognize and interpret user intents through predefined
patterns and commands [83, 84]. They rely heavily on structured knowledge bases
and decision trees, enabling them to respond to specific queries or execute tasks
based on recognized commands. While limited in flexibility and adaptability, this
approach provides a high degree of control and predictability in interactions, making
it suitable for applications where precision and rule adherence are important.
However, the rigidity of intent-based systems poses significant challenges, especially
in understanding nuanced phrasing [85]. Additionally, their rigidity can cause
problems in dynamic environments where human needs and contexts rapidly evolve.
Furthermore, they are time-intensive to build because the system’s behavior is largely
explicitly defined. In short, intent-based systems offer control and predictability at the
costs of intuitiveness, flexibility, and development and maintenance efforts.

STATE-OF-THE-ART CONVERSATIONAL AI: LARGE LANGUAGE MODEL-BASED SYSTEMS

In contrast to the rigid intent-based systems, Large Language Model (LLM)-based
systems can be more flexible. LLMs such as Llama32, Claude 3.5 Sonnet3, or
GPT-4-omni4(see Figure 1.8) can understand, generate, and interact with human
language at a highly sophisticated level. Built upon the transformer architecture,
which employs self-attention mechanisms, LLMs mark a significant step forward
from their predecessors, such as Recurrent Neural Networks (RNNs) [86]. Unlike
RNNs that process text sequentially and often struggle with long-range dependencies,
LLMs can analyze and generate text in parallel, allowing them to handle extensive

2https://llama.meta.com/llama3/—last accessed January 20, 2025
3https://www.anthropic.com/news/claude-3-5-sonnet—last accessed January 20, 2025
4https://openai.com/index/hello-gpt-4o/—last accessed January 20, 2025

https://llama.meta.com/llama3/
https://www.anthropic.com/news/claude-3-5-sonnet
https://openai.com/index/hello-gpt-4o/
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Figure 1.8: ChatGPT’s chat interface, the most prolific LLM application at the time
of writing.

context and complex language patterns efficiently [87–89]. This makes them more
powerful and versatile than intent-based systems, which are typically rule-based or
utilize simpler machine learning models focused on understanding specific user
intentions in limited contexts.

LLMs surpass the capabilities of intent-based systems in terms of adaptability
and depth of understanding, enabling more reliable and nuanced conversational
interactions [90]. These qualities are especially beneficial when using AI-based
systems, such as CAs, to support problem-solving and decision support for complex
systems, such as manufacturing production lines. The flip side of an LLM’s
adaptability is that its output is non-deterministic and cannot be fully trusted to be
accurate, for example, “hallucinated” responses that appear plausible but are not
faithful to the provided material [91]. In factories, hallucinated responses could
severely impact production performance, quality, and/or operator safety. Despite
these concerns, the potential benefits of LLM-based systems for supporting KS in
manufacturing are evident. The knowledge for operating complex agile production
lines is ephemeral and context-specific, and there is an abundance of unstructured
text-based documentation. Yet, these predictions are yet to be comprehensively
confirmed in the literature, necessitating system development and thorough evaluation
in the real-world investigating their utility for factory operators and associated risks
and challenges.

1.4.6. LARGE LANGUAGE MODEL-POWERED SYSTEMS IN

MANUFACTURING

Taking advantage of the advanced NLP capabilities of LLMs, factory operators may
benefit by harnessing the knowledge in their extensive corpus of text documentation,
such as work instructions or machine manuals, complemented by the ongoing
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addition of knowledge shared by operators. Although unstructured issue reports
were previously considered challenging for natural language processing due to issues
such as poorly structured text or inconsistent terminology [15, 16], advancements in
NLP such as LLMs can now effectively address these challenges.

Manufacturers are cautiously adopting Large Language Models (LLMs) while
addressing associated risks. For instance, Mercedes-Benz [92] are experimenting with
ChatGPT in vehicle production, enhancing error identification, quality management,
and process optimization. This AI-driven method allows quality engineers to simplify
complex evaluations and presentations of production data through dialogue-based
queries. Researchers are also investigating the use of LLM-powered tools in
knowledge-intensive manufacturing scenarios. Xia et al. [93] showcased how
in-context learning and the injection of task-specific knowledge into LLMs can
improve the planning and control of production processes. A systematic test
by Wang et al. [94] evaluated ChatGPT’s responses to 100 manufacturing-related
questions. They assessed the responses for correctness, relevance, clarity, and
comparability, highlighting areas for improvement such as low scores in critical
analysis, occasional non-factual responses, and dependency on query quality,
demonstrating the shortcomings of using foundational models for specific knowledge
domains.

While foundational LLMs do not contain context-specific knowledge—for example,
how to fix a machine in a specific factory—they possess extensive general
knowledge and reasoning abilities [88], enabling them to excel in processing complex
information [87], generate insights and reasoning [89]. Nevertheless, LLMs face two
key challenges in context-specific applications: (1) reliance on outdated information
from their pre-training data, and (2) potential inaccuracies in factual content,
a phenomenon termed “hallucination” [88, 95]. To mitigate these issues and
maximize the utility of LLMs in specialized, knowledge-intensive tasks, techniques
such as fine-tuning, chain-of-thought [96] few-shot prompting [97, 98], and Retrieval
Augmented Generation (RAG) [99] can be adopted. While all these techniques can
be used in conjunction to maximize utility, RAG is the only way to reliably add new
knowledge to an LLM-based system without training a new model from scratch—an
extremely resource-intensive process.

Instead of training a new model from scratch, RAG represents a low-cost,
transparent, and reliable mechanism that supports operators with information when
they request help with a problem. The RAG pipeline starts with retrieving relevant
information from a comprehensive corpus, including documents such as technical
manuals, issue reports, or knowledge graphs. Following retrieval, this information
is automatically integrated into the prompt for the LLM. Through this integration,
the LLM generates responses based on specific, contextual information from the
retrieved documents. Factory operators can trace the source of the information used
by the LLM, as the response is directly linked to the documents from which it was
generated. This allows for easier verification, enabling humans to cross-reference the
LLM’s response with the original documents to ensure accuracy and relevance. In
this way, RAG transforms the LLM into a more reliable tool, adapting its responses
to include specific, contextually relevant information.
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Thus, a CA with RAG-based decision-support combined with efficient (conversa-
tional) knowledge acquisition processes is a promising direction for enhancing KS in
manufacturing. However, there is a need to evaluate RAG-based CAs in the real-world
to evaluate their utility for factory operators.

1.4.7. RESEARCH OBJECTIVE

In summary, modern factories face significant challenges in KM despite advancements
in digital technologies and automation. Heightened productivity requirements and
fewer face-to-face interactions limit KS, and efforts to document knowledge are
inconsistent. Expert systems struggle with the knowledge acquisition bottleneck,
and human knowledge is complex and contextually linked, making it difficult to
store and quickly obsolete. NLP technologies, such as LLMs, show promise but
face challenges due to language variability and incomplete context in manufacturing
texts. Additionally, the adoption of new technologies is hindered by factors such as a
lack of unified IT systems, high work pace, and operator resistance, highlighting a
significant gap in understanding the socio-technical elements crucial for successfully
implementing conversational AI knowledge-sharing systems. Among this plethora of
relevant and concrete challenges, this dissertation addresses the following knowledge
gaps:

• Designing cognitive assistant systems for knowledge sharing: Investigating
how to design systems that enable the effective sharing of factory operator
knowledge within acceptable levels of effort for the operators (see Section 1.3).

• Evaluating LLM-based systems for knowledge sharing in manufacturing:
Assessing the need for real-world evaluations of LLM-based systems to
determine their utility for factory operators and to investigate associated risks
and challenges (see Section 1.4.6).

• Understanding socio-technical elements: Exploring the specific socio-technical
elements that influence the successful adoption of cognitive assistant for
knowledge sharing in manufacturing environments (see Section 1.4.4).

By addressing these gaps, this dissertation contributes to the fields of Human-
Computer Interaction (HCI), Computer-Supported Cooperative Work (CSCW), and
Knowledge Management (KM) by providing design guidelines and insights into the
impacts, challenges, and risks of using CAs for factory operators.

1.5. RESEARCH QUESTIONS AND APPROACH
Previous work has demonstrated numerous, often insurmountable, challenges when
successfully deploying AI-powered knowledge management systems in manufacturing
and elsewhere, such as the high authoring burden on experts and shortcomings of
traditional NLP technologies in handling unstructured texts. Informing the design
of a system to address this problem, we define the following overarching research
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question: How can we design an effective conversational AI knowledge sharing
system for factory settings?

To ground this research in real-world experiences and realistic technological
capabilities, we conduct most of the research in factories using functional prototypes,
enabling the collection of ecologically valid user evaluations. Considering that work
in factories is socio-technical rather than purely technical and deterministic [58,
78], we conduct our research in an exploratory, human-centered, and design-driven
manner, as discussed below.

1.5.1. APPROACH: RESEARCH-THROUGH-DESIGN

We adopt Research-through-Design (RtD) as our overarching methodological
framework. RtD is a practical approach that emphasizes iterative design and
prototyping. RtD allows us to engage with factory operators to learn more about
their needs and the factory operations context, foster creative solutions, and keep
track of design decisions and feedback. After creating the initial concepts informed
by ethnographic and contextual studies, we construct prototypes at increasing levels
of fidelity, culminating in fully functional CA systems integrated with the production
environment. Prototypes serve as interactive probes, revealing insights about user
interactions, system performance, and the socio-technical dynamics within the
manufacturing environment. These prototypes are tested in the field, directly within
the factory setting, allowing us to observe how factory operators interact with the
system, how it integrates into their workflow, and how effectively it supports their
work. Furthermore, testing in the field helps identify any unforeseen technical,
organizational, or social issues, providing a comprehensive understanding of the
system’s impact on the factory floor and challenges. This method aligns well with
our goal of learning what constitutes a successful CA that is attuned to the needs,
behaviors, and contexts of factory operators.

To inform the RtD process, we apply guidelines and tools from various
multidisciplinary fields, namely a combination of Socio-technical Systems Design
(STSD), Human-Centered Artificial Intelligence (HCAI), Human-Computer Interaction
(HCI), and Computer-Support Collaborative Work (CSCW).

STSD is an approach that emphasizes the integrated design of both the
social system (including the organizational structure, people, and processes) and
the technical system (comprising technology, machinery, and tools) within work
environments [3]. The objective of STSD is to enhance overall organizational
performance and worker satisfaction, although these may be at odds at times. This
approach recognizes that neither the technical nor the social system operates in
isolation; rather, they are interdependent and must be designed jointly to support
each other.

CSCW (Computer-Supported Cooperative Work) extends this perspective by
focusing on how collaborative activities and their coordination can be supported by
computer systems [100]. It examines the ways in which technology can facilitate
teamwork, communication, and collaboration among individuals and groups within
an organization. CSCW emphasizes the importance of designing systems that
support social interactions and collaborative processes, ensuring that technology
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enhances rather than hinders cooperative work. By integrating CSCW principles,
STSD can better address the complexities of modern work environments where
collaboration and communication are critical.

HCAI, on the other hand, supports the design of AI technologies that are designed
with human welfare as a central consideration [101]. It is about creating AI systems
that augment, rather than replace, human capabilities, ensuring that these systems
are transparent, explainable, and trustworthy. HCAI stresses the importance of
AI systems being adaptable to human needs and working effectively as part of
human-machine teams.

HCI is a broader field that studies how people interact with computers and designs
technologies that fit human contexts. It covers a wide range of topics, from usability
and user experience design to the social implications of technology. HCI is primarily
concerned with making technology accessible, usable, and beneficial to humans.

When addressing the challenge of designing CAs for factory settings, integrating
principles from STSD, HCAI, HCI, and CSCW can provide valuable perspectives
and approaches. STSD offers insights into the interplay of human, social, and
organizational factors, which can inform the design process. HCAI emphasizes the
importance of creating conversational AI technologies that augment human abilities,
aiming to develop systems that act as reliable, trustworthy assistants rather than
replacements for human expertise. HCI principles guide the design process to create
user-friendly, engaging systems that effectively fit the operators’ work context. CSCW
adds an additional layer by focusing on the collaborative aspects of work, ensuring
that the designed systems support teamwork, communication, and coordination
among workers. While these methodologies do not guarantee specific outcomes,
they offer frameworks and perspectives to support the development of well-rounded,
human-centered solutions that enhance both individual and collective performance
in factory settings.

1.5.2. PROJECT CONTEXT: FACILITATING FIELD RESEARCH AND

INTERNATIONAL COLLABORATIONS

This work occurred in the context of the COALA project “COgnitive Assisted agile
manufacturing for a LAbor force supported by trustworthy Artificial Intelligence”,
a European Commission Horizon 2020 research and innovation program project,
which allowed us to conduct extensive fieldwork at factories. We conducted most
of our field research at the four factories and vocational schools associated with
the COALA project. Our primary factory was in Enschede, The Netherlands, and
the rest near Milan, Italy. The access to working operators at factories enabled
us to conduct research with high ecological validity. Furthermore, the project
facilitated collaborations with our partners at BIBA (Bremer Institut für Produktion
und Logistik)5 on an open-source framework for speech-enabled conversational
assistants; partners at ANITI (Artificial and Natural Intelligence Toulouse Institute)6

on generating explanations for machine learning models; and partners at the

5https://www.biba.uni-bremen.de/—last accessed January 20, 2025
6https://aniti.univ-toulouse.fr/—last accessed January 20, 2025

https://www.biba.uni-bremen.de/
https://aniti.univ-toulouse.fr/
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University of Bremen7 for developing didactic concepts for training factory workers.
Overall, the access and collaborations possible through the COALA project supported
us in rigorously exploring the socio-technical perspective in the field and using
state-of-the-art technologies, improving our work’s ecological validity and societal
relevance.

1.5.3. RESEARCH QUESTIONS AND CHAPTER OVERVIEW

This dissertation comprises four central chapters (2-5), one for each research
question that explores a different aspect of the above-mentioned overarching
research question. The chapters cover the opportunities, design challenges, design
optimization, implications, and perceptions of CAs for factory operators (see
Figure 1.9). The last of these central chapters, Chapter 5, is a collection of
longitudinal insights, representing a comprehensive guide for future work on CAs for
KS in manufacturing. Chapter 6 rounds off this dissertation with a discussion of
the answers to the research questions, implications for practitioners and researchers,
reflections on the approach, and suggestions for future work.

Qualitative data from
all priors studies 

System
iteration

Chapter 2 Chapter 3 Chapter 4 Chapter 5

CA system

Knowledge

Field research Lab study User study in-​situ User study in-​situ

CA system

Knowledge
LLM CA
system

Knowledge
Knowledge

Informs design
of LLM-​based

CA

System design User Experience LLM integration Operator's View

Figure 1.9: Overview of how the chapters are positioned and how the knowledge
and technical contributions inform the work in subsequent chapters.
For example, the system evaluated in Chapter 3 is based largely on the
design proposed in Chapter 2, and the knowledge created from Chapter
2 and Chapter 3 is used to inform the system’s design in Chapter 4.
Lastly, Chapter 5 is a longitudinal perspective of the evaluations of all
prototypes, culminating in comprehensive design guidelines.

7https://www.uni-bremen.de/

https://www.uni-bremen.de/
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CHAPTER 2: SYSTEM DESIGN AND THE FACTORY CONTEXT

The application of CAs in factories is a critical evolution of knowledge management
systems made possible by recent advancements in NLP. Despite the recognized
potential, the design and deployment of these systems in complex environments like
factories present unique challenges. This observation leads us to our first research
question. RQ1: What are the opportunities and design challenges when deploying
CAs to support knowledge sharing between factory operators? To answer this
question, we conducted ethnographic studies at several factories, leading to a CA
design, usage scenarios, and identified challenges. Through several rounds of
co-design sessions with factory representatives, we designed a CA system to provide
human-centered knowledge management for factory workers. The proposed system
employs conversational interaction to collect information regarding issue resolutions
such that it can be represented in a knowledge graph; for example, event A causes
event B, and event A can be solved by performing action C.

As such, the resulting system design is the primary contribution. Additionally, we
contribute knowledge regarding promising usage scenarios for CAs during factory
operations and the human, technical, and ethical challenges involved. This chapter is
based on the following article: [102] S. Kernan Freire, S. S. Panicker, S. Ruiz-Arenas, Z.
Rusák, and E. Niforatos. “A Cognitive Assistant for Operators: AI-Powered Knowledge
Sharing on Complex Systems”. In: IEEE Pervasive Computing (2022), pp. 1–9. DOI:
10.1109/MPRV.2022.3218600.

CHAPTER 3: THE EFFECTS OF DESIGN AND EVALUATION DECISIONS ON USER

EXPERIENCE

Having identified the fundamental opportunities and design challenges in Chapter 2,
we now turn to building a better understanding of the impact of design choices and
tool introduction on user experience, leading to the second research question: RQ2:
How do modality, user training, and context experience affect the UX, usability,
and interaction efficiency of CAs for KS in factories? We developed a functional
CA and accompanying machine interfaces to conduct a controlled empirical study.
The participants included factory personnel, students, and HCI researchers. The
scientific contributions include new insights into the effects of modality, training,
and context expertise on interaction efficiency, UX, and usability. The most notably
significant effect we measured was that participants from the factory context were
significantly more positive regarding the usability and UX of the system compared
to laymen. Furthermore, we qualitatively analyzed user feedback to identify areas for
improvement. The analysis revealed a strong emphasis on enabling efficient and
reliable interactions between the CA and the factory operators.

Additionally, the chapter builds on the technical contribution from Chapter
2, incorporating context awareness from machine data provided by a simulated
production line. Lastly, we contribute knowledge through lessons learned and
design guidelines informed by the qualitative feedback collected from the user study
participants. The contents of this chapter are based on the following article: [103] S.
Kernan Freire, E. Niforatos, C. Wang, S. Ruiz-Arenas, M. Foosherian, S. Wellsandt, and
A. Bozzon. “Lessons Learned from Designing and Evaluating CLAICA: A Continuously
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Learning AI Cognitive Assistant”. In: Proceedings of the 28th International Conference
on Intelligent User Interfaces. IUI ’23. Sydney, NSW, Australia: Association for
Computing Machinery, 2023, pp. 553–568. DOI: 10.1145/3581641.3584042.

CHAPTER 4: HARNESSING STATE-OF-THE-ART NATURAL LANGUAGE PROCESSING

TECHNIQUES

Building upon the insights gained from optimizing the design of CAs, our
attention shifts towards exploring the capacity of Large Language Models (LLMs)
to further improve their usefulness. Chapter 4 introduces a CA system leveraging
LLMs. The system employs Retrieval Augmented Generation (RAG) to efficiently
respond to operator queries and supports knowledge authoring through a dynamic
issue reporting form using the 5-whys method [104], coupled with LLM-powered
knowledge validation. A field study in a detergent factory demonstrated the system’s
usability and utility.

The chapter addresses the research question: RQ3: What are the implications
of using LLM-based conversational AI for knowledge sharing among factory
operators? It explores the effectiveness of LLM-powered systems in extracting
knowledge from poorly structured documents, noting that some operators still prefer
human assistance when available. The chapter makes a system contribution of an
LLM-based CA for factory operators. Through a benchmarking study, we compare
various proprietary and open-source LLMs in handling manufacturing-specific
queries. This benchmarking highlights the narrowing performance gap between
open-source and proprietary models, offering insights into selecting suitable LLM
tools for knowledge management in manufacturing, considering performance,
privacy, and customization needs.

Overall, the chapter contributes to an understanding of the impact, opportunities,
and risks of LLM-based CAs for factory operators and provides a system design for
LLM-powered KS and interaction. The chapter is based on the following article: [105]
S. Kernan Freire, C. Wang, M. Foosherian, S. Wellsandt, S. Ruiz-Arenas, and E.
Niforatos. “Knowledge sharing in manufacturing using LLM-powered tools: user study
and model benchmarking”. In: Frontiers in Artificial Intelligence 7 (2024). ISSN:
2624-8212. DOI: 10.3389/frai.2024.1293084.

CHAPTER 5: CONTRASTING PERSPECTIVES OF OPERATORS AND MANAGERS REGARDING

CAS FOR FACTORY OPERATORS

While technological advancements can potentially transform knowledge-sharing
practices, the successful integration of CAs within factory settings hinges on a
deep understanding of the social and organizational context. With this in mind,
we formulate the final research question: RQ4: What are factory operators’ and
management perceptions of the impact and socio-technical risks and challenges
of using cognitive assistants for knowledge sharing? To investigate these issues, we
compiled comments and observations of factory operators and managers from over
two years of designing, deployments, and evaluations in two detergent factories. In
turn, we conducted a hybrid deductive and inductive thematic analysis [106, 107].
The analysis confirmed the need for systems like CAs and the potential benefits
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and apprehension regarding safeguarding knowledge quality, privacy issues, and user
adoption.

As such, this chapter presents knowledge contributions regarding the differing
perceptions of operators and their managers toward (LLM-powered) CAs, including
the expected impacts, risks, and design considerations. These insights, which
stem from a longitudinal study, are translated into design guidelines to facilitate
future development and research work. The contents of this chapter are based
on the following submitted article: [108] S. Kernan Freire, T. He, C. Wang, E.
Niforatos, and A. Bozzon. “Operators’ Perspectives on Conversational AI for Knowledge
Sharing: Challenges, Risks and Impact on Work”. Submitted: International Journal of
Human-Computer Interaction.

CHAPTER 6: DISCUSSION AND CONCLUSION

The final chapter synthesizes the findings from the previous chapters by answering
the main research questions, discussing implications for practitioners and researchers,
and reflecting on the approach and future work. This chapter emphasizes the
promising role of CAs in enhancing KS, thus improving the efficiency of problem-
solving on the production floor. However, it also highlights the necessity for designs
that prioritize human needs, organizational context, and ethical considerations,
incorporating the perspectives of all stakeholders involved.

The chapter discusses the implications of our findings, such as the importance
of maintaining high-quality knowledge and balancing the authoring burden on
humans. Addressing privacy considerations and the tensions between operators and
management are key to successful implementation. Reflections on our approach
underscore the importance of engaging factory operators in the design process and
the need for studies to investigate the long-term impacts.

Future work is outlined, focusing on refining LLM tools, conducting longitudinal
impact studies, and exploring the transferability of our findings to other contexts.
Developing frameworks for AI-powered KS to reconcile stakeholder values and
incentivize engagement will also be important.



2
THE CONCEPT OF A COGNITIVE

ASSISTANT FOR FACTORY

OPERATORS

In this chapter, we present the design of a cognitive assistant to improve knowledge
sharing among factory operators. Operating a complex and dynamic system, such
as an agile manufacturing line, is a knowledge-intensive task. It imposes a
steep learning curve on novice operators and prompts experienced operators to
continuously discover new knowledge, share it, and retain it. In practice, training
novices is resource-intensive, and the knowledge discovered by experts is not shared
effectively. To tackle these challenges, we designed an AI system that provides cognitive
augmentation to users of complex systems. We present a cognitive assistant that
provides on-the-job training to novices while acquiring and sharing (tacit) knowledge
from experts. Cognitive support is provided as dialectic recommendations for standard
work instructions, decision-making, training material, and knowledge acquisition.
These recommendations are adjusted to the user and context to minimize interruption
and maximize relevance. The chapter describes the cognitive assistant design, how it
interacts with users, its usage scenarios, and the challenges and opportunities in the
factory context.

The content of this chapter is derived from the work published in S. Kernan Freire, S. S. Panicker,
S. Ruiz-Arenas, Z. Rusák, and E. Niforatos. “A Cognitive Assistant for Operators: AI-Powered
Knowledge Sharing on Complex Systems”. In: IEEE Pervasive Computing (2022), pp. 1–9. DOI:
10.1109/MPRV.2022.3218600.
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2.1. INTRODUCTION

Agile manufacturing is driven by the proliferation of product customization and
on-demand production. Although it enables manufacturers to build high-standard,
consumer-based products and respond to varying demands, it requires highly
skilled personnel to operate agile production lines. To keep up with continuously
changing production demands, cope with fluid product requirements and intense
information processing, production-line operators need to adopt a working approach
that welcomes change. Operators should be empowered to perform customization,
allowing rapid adaptations, and providing operational flexibility while continuously
enhancing their skills.

One of the challenges many industries face is the sharing of knowledge among
operators, most notably tacit knowledge. Inherently, tacit knowledge is implicit
and not codified, making it harder for individuals and firms to capture and
assimilate [109]. Operators acquire tacit knowledge in their line of work to face
the challenges of agile manufacturing. This tacit knowledge is hardly generalized,
explained, or formalized for the standardization of manufacturing operations and
for the training of novice operators. Although many definitions of tacit knowledge
state that it cannot be verbally expressed, [110] consider that tacit knowledge can be
subdivided into inexpressible tacit knowledge and expressible tacit knowledge. This
categorization suggests that tacit knowledge has multiple dimensions in relation to
the ability to articulate it into words, recipes and formulas, trade secrets, rules of
thumb, and tricks [111].

Speed and effectiveness in training operators are another challenge in agile
manufacturing, particularly for novice operators and when standard operating
procedures are changed. Currently, factories rely heavily on word of mouth because
paper and digital materials are difficult to organize and often become outdated. This
results in high variations in operating quality, efficiency, and effectiveness. To tackle
these challenges, we propose using a cognitive assistant, a conversational AI system
for sharing knowledge. Thus, we pose the following dissertation research question:
What are the opportunities and design challenges when deploying cognitive
assistants to support knowledge sharing between factory operators? (RQ1). In this
chapter, we introduce a mobile-based cognitive assistant that enables the transfer
of expert knowledge to novice operators. Our cognitive assistant supports voice
and text interaction and is accessed by a mobile device that operators can carry
around the production line (Figure 2.1). Infrastructure stereoscopic cameras enable
context-aware features (i.e., anonymous human tracking) to optimize the interaction
with the cognitive assistant in a privacy-aware fashion.

We developed our solution in collaboration with multiple agile manufacturing
partners, namely two detergent factories (The Netherlands and Italy), a fabric
factory (Italy), and a fabric operator training school (Italy). The operators in
detergent factories operate a production line comprised of numerous types of
machines, from robot arms that stack boxes on a pallet to filling machines that
inject detergent into canisters. The fabric operators operate loom machines that
are comprised of two main parts: the weft and warp sides. The production
activities in these factories are notorious for imposing a high cognitive workload on
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Figure 2.1: An operator interacting with the cognitive assistant by voice and graphical
user interface

their operators. An ever-changing selection must be produced that requires unique
machine configurations, troubleshooting, and optimization techniques.

In the context of detergent production, even the characteristics of the components
of a product can change abruptly (e.g., viscosity), requiring new machine settings
and/or techniques. Operators work in shifts; they are remarkably busy, and existing
knowledge-sharing methods (e.g., drafting a short report after an 8-hour shift) are
time-consuming and error-prone. In such challenging manufacturing contexts, the
ability to share new knowledge rapidly and accurately is essential yet non-trivial.
The contributions of this chapter can be summarized as follows:

1. We present the system design of a cognitive assistant to acquire and share
knowledge with factory operators.

2. We identify promising usage scenarios of cognitive assistants in supporting
factory operators.

3. We provide a deeper understanding of the opportunities, challenges, and risks
associated with using cognitive assistants by factory operators.

2.2. COGNITIVE ASSISTANTS FOR KNOWLEDGE SHARING
Since 1965, efforts have been made to acquire knowledge and store it in a Knowledge
Base (KB) such that it could be used by AI systems to support human operators.
Expert systems, or one of their modern counterparts, cognitive assistants, support
humans in knowledge-intensive tasks, such as operating an agile manufacturing
line. These AI systems are referred to as knowledge-based systems since they
rely on a KB to support their users. Traditionally, the KBs on which these AI
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systems rely are static; they are defined by developers in collaboration with domain
experts or scraped from existing databases. This is not surprising as the process of
manually acquiring knowledge is resource intensive, a phenomenon known as the
knowledge-acquisition bottleneck [54]. Using a static KB has various shortcomings:
(1) knowledge changes over time; (2) the process of creating an exhaustive KB is
resource-intensive; (3) it is difficult to update when gaps in the KB are identified;
and (4) the KB misses important contextual information.

Recently, researchers have made considerable progress toward efficiently building
and maintaining KBs for AI systems. For example, active learning from datasets [112],
crowdsourcing the process [113], extracting knowledge from online forums [114], and
interactively learning from (expert) users. All aforementioned solutions are promising,
and all four could be integrated into a single system. However, knowledge is more
than simple rules. As Davenport et al. [115] define it, “knowledge is a fluid mix of
framed experience, values, contextual information, and expert insights that provide
a framework for evaluating and incorporating new experiences and information. It
originates in and is applied in the minds of knowers.” To acquire human knowledge
using AI, some contextual information can be collected autonomously, such as the
location of the operator (Figure 2.2); however, understanding the operators’ reasoning
process will be difficult without talking to them, for example, via a chatbot [116].
Interestingly, recent research has shown that factory operators provide much richer
information, including explanations of their actions, when conversing with a voice
assistant compared to sharing their knowledge on paper [117].

Figure 2.2: Stereoscopic camera view to track the operator’s location and activity.
Operators are tracked as 18-point skeleton frames thus protecting their
privacy

Recent research on tacit knowledge in manufacturing has shown the immense
value tacit knowledge can bring [118]. We now know that tacit and explicit
knowledge exist on a continuum and that tacit knowledge can be converted into
explicit knowledge [119]. Although our understanding of tacit knowledge has grown,
it remains resource-intensive to effectively collect and share. In the manufacturing
industry, researchers have manually extracted tacit knowledge using human motion
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capture, videos, and field interviews with experts and beginners [120]. However,
this process requires skilled analysts to perform. Data analysis techniques can be
used to identify tacit knowledge and store it in databases [121, 122]. Granted, these
techniques do not provide operators with the opportunity to describe how or why
they are doing things, nor do they offer a way to share their knowledge. To solve
some of these challenges, a cognitive assistant could facilitate the sharing of tacit
knowledge in a factory through dialectic interactions [123].

2.3. COGNITIVE ASSISTANT ARCHITECTURE
The cognitive assistant provides human-centered support to the operators on the
production line; it “understands” how to collaborate effectively due to its context
awareness, knowledge graph, user profile, and ability to continually learn (Figure 2.3).
Context awareness is provided by a data stream from machines and stereoscopic
cameras tracking the operator’s location and activity. The Zed2 stereoscopic cameras1

are positioned along the production line to provide full coverage. The stereolabs
computer vision model2 converts the camera stream into 18 XYZ points, providing an
accurate and anonymous representation of the operator’s skeleton (see Figure 2.2).
To protect the operator’s privacy, the live camera feed or skeleton data cannot be
accessed by factory employees—only the cognitive assistant and researchers.

The live data streams from the machines provide the cognitive assistant with
information on the machine’s settings and status. This data is mapped to a
knowledge layer that enables the cognitive assistant to identify relevant knowledge
for users. Furthermore, by tracking context and production performance, it can
predict when operators are using novel knowledge to reach higher performance
(i.e., the best practices). In turn, the cognitive assistant can initiate an exploratory
dialog with the operator to acquire (tacit) knowledge about these best practices.
Any knowledge that is acquired is stored in the knowledge graph in relation to the
context of its use. A knowledge graph represents a network of real-world entities
(e.g., machine components, events, products) and their relationships (e.g., causes, is
part of). This enables the cognitive assistant to recommend and explain the acquired
knowledge if a comparable situation recurs. For example, if an operator would ask
for help with a foaming product, the cognitive assistant might respond with the
following information: “I found the following causes for the described problem: high
pressure, blocked nozzle and low product viscosity. I suggest the following solutions:
reduce pressure and clean the nozzle filter. I found the following work instruction on
the topic: <URL>”

The cognitive assistant uses the following inputs for its recommendations: operator
position, operator activity, knowledge graph, live machine data streams (e.g., machine
settings and status). In turn, the cognitive assistant delivers the following output(s):
task descriptions (e.g., work instruction steps), advice (e.g., suggesting potential
causes or solutions to a problem), best practices (e.g., best settings for a product),
media (e.g., video training material) and knowledge requests (e.g., why did the

1https://www.stereolabs.com/products/zed-2—last accessed January 20, 2025
2https://www.stereolabs.com/docs/body-tracking—last accessed January 20, 2025

https://www.stereolabs.com/products/zed-2
https://www.stereolabs.com/docs/body-tracking
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Figure 2.3: Cognitive assistant architecture, interactions, and a magnified view of its
knowledge graph

operator change the settings).

2.3.1. KNOWLEDGE REPRESENTATION

Knowledge representation (KR) methods organize relevant information in a specific
domain in a structured way, allowing its use by intelligent systems, and reasoning
programs [124]. Web-based services, software applications, robots, and human
users make use of the represented knowledge through queries, to perform a
task or provide a service. There are multiple types of knowledge representation
methods. These methods can be categorized according to the type of knowledge
they illustrate, namely declarative, procedural, situational, or strategic [125].
These categories can be mapped onto the explicit-to-inexpressible tacit knowledge
spectrum. While explicit knowledge is already documented and easily expressible,
inexpressible tacit knowledge acquisition requires the implementation of specialized
knowledge-acquisition methods.

Declarative knowledge describes concepts and their semantic relationships.
Machine component descriptions, issue description, root cause, and problem
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solution are examples of this type of knowledge in the manufacturing context. A lot
of declarative knowledge can be extracted from existing factory documentation.

Procedural knowledge describes the procedures and methods to complete an
action. Know-how on machine configuration and problem-solving procedures fits
into this category of knowledge. Procedural knowledge contains expressible tacit
knowledge, such as a description of steps, and inexpressible tacit knowledge, such
as the “craft” operators develop through experience. Some explicit procedural
knowledge may already be documented by factories and can be used by the cognitive
assistant. The cognitive assistant can update existing procedural knowledge through
dialogues with operators (e.g., by asking “what did you do?”) and by observing their
actions (e.g., operator tracking).

Situational knowledge is higher-level knowledge. It determines when and where
to use the knowledge available in the specific domain of application. An example
of this knowledge is the selection of methods, a solution, or a specific formula for
problem solving. The ability of an operator to know when to use knowledge also
contains expressible and inexpressible tacit knowledge. The cognitive assistant can
acquire this knowledge through dialogues, data analysis, graph analysis and other AI
techniques.

Strategic knowledge describes the reasons why a method or solution is selected.
This last category may involve intuition and generalization, i.e., knowledge that
is challenging for humans to explain and challenging for AI to acquire. In the
manufacturing context, an operator uses strategic knowledge to adapt the solution
for one problem to another similar problem. Strategic knowledge is strongly related
to inexpressible tacit knowledge, therefore, the most challenging to acquire. The
cognitive assistant can obtain this knowledge through exploratory dialogues (e.g., by
asking why an operator did something), data analysis, graph analysis, and other AI
techniques.

Our solution implements a knowledge graph (a declarative knowledge method)
as an integrator element to connect procedural and situational knowledge methods
in a coherent way. The knowledge graph describes and relates the main concepts
associated to the manufacturing line through nodes and links, including production
phase, machine components, product components, machine and product states,
events, causes, and operator actions, among others (Figure 2.3). This representation
allows connecting machine components with events, and actions to solve problems,
enabling the cognitive assistant to navigate through the knowledge graph to get the
most suitable recommendation for the operator. The “operator actions” nodes allow
the user to process descriptions and the best practices describing the know-how
of the operators. Action-type nodes provide procedural knowledge, while their
relationships with events, and machine components derive situational knowledge
needed to determine when to implement such a solution.

We use Neo4j3, one of the leading graph database platforms, to host the KB that
powers our cognitive assistant. Neo4j also allows for performing graph analytics,
through the Neo4j Graph Data Science (GDS) library. GDS is a set of preloaded graph
algorithms that contribute to the description of complex structures to unveil hidden

3https://neo4j.com/—last accessed January 20, 2025

https://neo4j.com/
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patterns. Some of the analyses that can be performed through GDS are centrality,
community detection, similarity, path-finding, prediction of topological links, and
node embeddings. Centrality algorithms are used to determine the importance of
different nodes in a graph. This algorithm can be implemented to identify the
machine/product components that are prone to present more events (potential
faults), the most popular solutions in the network, and the root causes that lead to
more events, among others.

Pathfinding algorithms aim to find the shortest path between two or more nodes.
This algorithm has great potential to determine the shortest procedure to solve an
event and the shortest explanation of a cascading event. Community detection
determines how groups of nodes are clustered and their tendency to break apart.
This algorithm enables the cognitive assistant to identify interrelated events whose
relationship has not yet been determined, as well as to gauge rare states and events
(i.e., entities that are not connected to the rest of the network) that are depicted as
“islands” on the knowledge graph.

Similarity algorithms are widely used in recommendation systems to assess the
similarity between a pair of nodes. This analysis is used in the cognitive assistant
context to extrapolate solutions and recommendations from one node to its pair,
in cases in which the latter lacks information. The cognitive assistant can use the
machine data streams to determine the overall performance production. A new
best practice can be identified by comparing current performance with historical
data. In turn, the cognitive assistant can collect any available data on best practice
using context awareness and conduct a short interview with the operator to acquire
relevant expressible tacit knowledge. In addition, it can use data analysis techniques
to reveal inexpressible tacit knowledge.

2.4. HUMAN-ASSISTANT INTERACTION
The cognitive assistant’s main user interface is a mobile app that supports interaction
by voice, text (Figure 2.5), touch, graphically, and camera. This provides high
adaptability; the voice interface can be used with a headset for hands-free and
gaze-free interaction, and the user can take out the mobile device to look at an
image or click on a link when necessary (see Figure 2.4).

The duration of the interactions is minimized, as the cognitive assistant can use
its contextual awareness (operator location, activity, and machine data streams) to
acquire important information and accelerate user interaction. This also facilitates
intelligent conversation breakdown recovery. For example, if it is not clear which
specific component the user is referring to, the cognitive assistant can infer the
correct one based on the context (e.g., the operator’s location).

2.4.1. LEAN INFORMATION EXCHANGE

The cognitive assistant suggests responses for the user based on the context and
previous conversation steps. For example, when an operator starts to describe an
issue, it suggests additional symptoms for the operator to check. In addition, it can
use the operator’s location to pre-fill information about the location(s) of an issue.
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Figure 2.4: A conversation where an image of a loom part is displayed and then, the
operator asks how to perform a fisherman’s knot. The CA responds with
a link to a video.

This feature aims to make dialogues more efficient by narrowing down possible
conversation steps and encouraging the use of standardized vocabulary. Dialogues
for training operators towards standardized terminology not only enables usage of
synonyms of technical terms, but it also harmonizes vocabularies used by various
stakeholders across the factory. The long-term goal is to train operators to provide
high-quality data for further analysis, and to evaluate the progress of on-the-job
training.

2.4.2. LEAN TIMING FOR ENGAGING OPERATORS

Anonymous position and activity tracking enables the cognitive assistant to engage
operators in issue reporting at a suitable time. Operator tracking (e.g., activity
recognition) enables the cognitive assistant to detect opportune moments to report
various types of issues and facilitate user interaction. The goal of this feature is
to reduce the cognitive workload for operators by attempting to achieve balance
between prompting the operator to recall necessary information and providing
step-by-step documentation of issues in small snippets, parallel to performing
issue handling actions. Additionally, it aims to reduce over-reliance on operators’
organic memory to report an issue by supporting operators with dialogues that
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Figure 2.5: An detergent production line operator requests filling settings for a
product

enable on-the-spot documentation, parallel to issue handling and production-line
configuration activities.

2.4.3. TRANSPARENT PROCESSING OF USER SUGGESTIONS

A context analysis we performed at the factories revealed that operators were
unhappy about how their suggestions for improvements were handled as they did
not receive any progress updates. The cognitive assistant provides the needed
transparency by creating GitLab4 support tickets for the operators. Consequently,
operators can track the status of suggestions. This provides a central, transparent
platform for operators to collectively track and discuss improvements to the
knowledge base, the cognitive assistant, and the production line.

4https://about.gitlab.com—last accessed January 20, 2025

https://about.gitlab.com
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2.5. USAGE SCENARIOS

2.5.1. ACTIVE DOWNTIME

Operators are exceptionally busy keeping the production line running smoothly
and handling issues. However, there are moments during a shift when the line is
stopped and they must wait for other departments to perform tasks they depend
on (e.g., technical support, quality control or logistics). During this period, the
cognitive assistant can alert operators to recent updates and to standard operating
procedures, recommend time-consuming training material, or provide an update on
the knowledge they have provided (e.g., if it has been approved and how frequently it
has been used). The cognitive assistant can keep track of what training the operator
has already received to avoid repeated suggestions or identify when a refresher may
be necessary.

2.5.2. MACHINE RECONFIGURATION

As operators reconfigure the production line, the cognitive assistant can provide
recommendations relevant to the current step, for example, if the operator is
standing next to the detergent filling machine during the clean phase, it can
recommend the best practice for cleaning procedures or provide warnings regarding
recent problems other operators have been facing. It can also answer simple
questions the (novice) operators have about a task. If (novice) operators do not
know how to request specific knowledge (e.g., they do not know the correct jargon),
the cognitive assistant can aid them purely based on the context. The cognitive
assistant will use the operator’s position, activity, and machine status to provide a
relevant recommendation.

2.5.3. ISSUE HANDLING

During issue handling, the cognitive assistant can provide suggestions for
investigating actions, potential causes, and solutions to the issue. It can also
collaborate with the operator to identify the root cause of a problem by using the
5-Whys approach, a proven agile manufacturing technique [126]. Even if the issue
does not exactly match one in its knowledge base, it can use similarity models
to find knowledge about similar situations that may be applicable. To prevent
issues from occurring, the cognitive assistant can use machine learning models
and acquired operator knowledge to alert operators in advance. Furthermore, the
cognitive assistant can support the operators in efficient documentation of the issue
and use the opportunity to acquire their knowledge.

2.5.4. SUGGESTIONS FOR IMPROVEMENTS

Operators can suggest improvements to the knowledge base, the interaction with
the cognitive assistant, and the production line when it suits them. In addition,
the cognitive assistant uses (machine learning) models to identify deviations from
the best practices and applications of tacit knowledge. This enables the cognitive
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assistant to proactively acquire new best practices and, if necessary, interview the
operators to capture their insights and thought processes.

2.6. DISCUSSION

2.6.1. USER INTERACTION

Interacting with the cognitive assistant by voice or text can be cumbersome and,
to a certain extent, detrimental to actual operator performance. Input modality
is paramount not only for operator’s performance, but also for UX levels. In
turn, satisfactory UX levels will be key to promoting the adoption of the cognitive
assistant. Thus, the device that hosts the cognitive assistant becomes its embodiment
and defines the interaction between the operator and the cognitive assistant. On
the one hand, voice input is known to be error prone, and its performance will
only deteriorate in noisy environments such as on a production line. On the
other hand, typing text to interact with the cognitive assistant may not always be
practical due to operator’s equipment (e.g., gloves), or an activity that requires both
hands to perform (e.g., adjusting the carousel torque while under the filler). In the
detergent manufacturing environment, noise levels can reach 80 db(A) and operators
are pressed for time. Therefore, we trained the cognitive assistant to understand
keywords for several common features and suggest user responses as buttons to
minimize interaction time and misunderstandings.

2.6.2. KNOWLEDGE MANAGEMENT

Factory management is interested in using cognitive assistants to identify best
practices, share them and ensure that all operators follow them. However, expert
operators are proud of their unique ways of operating and may resist standardization.
Sometimes, during conversation, the experts omit important information, either,
because they find it too obvious, are not aware of the importance of the omitted
information, or intentionally, to keep competitive advantage, status, or power [127].
Typically, the management wishes to maintain control over what the best practice is,
i.e., approve any new knowledge acquisitions. However, this might inhibit the speed
of knowledge sharing. Peer assessment of new best practices using operator ratings
could benchmark and accelerate the speed of knowledge sharing among operators.
Peer assessment could also be used to maintain the accuracy of the knowledge base
over time, as best practices will inevitably change. Another challenge is how to
handle the cold start problem, namely, that the cognitive assistant needs to learn
from operators before it can provide assistance. Understandably, users may reject the
cognitive assistant if it was introduced as a blank slate. Therefore, we initiated the
cognitive assistant with knowledge we manually acquired by interviewing operators
and processing existing documentation.

2.6.3. OPERATOR SAFETY

Activities performed on the production line, near or with heavy machinery, entail
the inherent risk of serious injury or even death. Spontaneous interaction with the
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cognitive assistant could distract the operator and cause physical harm. We believe
the context-aware component of the cognitive assistant can minimize the risk of
operator injury. The cognitive assistant not only tracks the physical location of the
operator on the production line, but also recognizes their activity (e.g., operating a
hydraulic press). In the case of operating heavy equipment, the cognitive assistant
should suppress its proactive prompting to prioritize the operator’s safety over the
potential to capture a new best practice. Here, detecting opportune moments to
interact with the operator is not just a sought-after functionality, but an essential
safety feature.

2.6.4. ETHICAL CONSIDERATIONS

An AI-powered system such as the cognitive assistant naturally raises many ethical
concerns. For example, the long-term effects of an AI cognitive assistant on the
operators, who use it daily for on-the-job training, have not been explored before.
Here, we intend to help operators learn by forming a synergistic relationship between
the operator and the cognitive assistant. However, we may be providing the “path
of least resistance” to operators where they uncritically follow and over-rely on
the instructions of the cognitive assistant. Learning-assessment tasks periodically
delivered via the cognitive assistant (e.g., multiple choice questions) could help
evaluate the actual expertise levels of the operators. The rich data streams necessary
to the cognitive assistant can be misused by the management to intrude operators’
privacy and violate their rights (e.g., excessive tracking). Data management plans,
policies, and methods that protect and respect users’ privacy and rights, respectively,
are foundational in the dawning of Industry 5.0. Finally, it is important to consider
how the authors of knowledge could be attributed and whether (monetary) incentive
schemes are ethical.

2.6.5. LIMITATIONS

The cognitive assistant presented in this chapter was designed in collaboration
with factory personnel, including operators, technicians and managers from three
factories. However, as our access to the factories and the operators was arranged
and mediated by the factory management, this may have affected how free the
operators were to speak. Indeed, many of the assumptions that we based our design
choices on, such as the performance difference in operators being caused by poor
knowledge sharing practices, originate from management. Thus, the design and
context we present in this chapter is skewed toward that of the management. In
Chapter 5 we investigate the differences between the management and operator’s
perspectives in depth. Regarding the effectiveness of the system presented in this
chapter, it remains to be tested with operators and managers. As such, this chapter
represents a promising cognitive assistant design based on a context analysis of the
agile manufacturing context.
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2.7. CONCLUSION
We presented a cognitive assistant that supports agile manufacturing operators by
orchestrating the sharing of (tacit) knowledge from experts to novices. Cognitive
aid is provided through dialectic recommendations for standard work instructions,
decision-making, training material, and knowledge acquisition. We emphasize the
importance of designing cognitive assistants in alignment with human-centered
principles, addressing the needs of operators for knowledge management, safety,
and privacy. In Chapter 3, we will explore the effects of factors such as interaction
modality and training on the user experience of cognitive assistant systems,
developing more comprehensive design guidelines.
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LESSONS LEARNED FROM USER

EVALUATIONS OF A COGNITIVE

ASSISTANT

Building on the design for a cognitive assistant and usage scenarios presented
in Chapter 2, we conducted an extensive user study with a functioning assistant
system. We introduce CLAICA, a Continuously Learning AI Cognitive Assistant that
supports factory operators of agile production lines. CLAICA learns from (experienced)
operators, formalizes new knowledge, stores it in a knowledge base, along with
contextual information, and shares it when relevant. We conducted a user study
with 83 participants who performed eight knowledge exchange tasks with CLAICA,
completed a survey, and provided qualitative feedback. Our results provide a deeper
understanding of how prior training, context expertise, and interaction modality
affect the user experience of cognitive assistants. Furthermore, we collected qualitative
feedback on system usability, areas for improvement, challenges, risks, and potential
impact on the shop floor. We draw on our results to elicit design and evaluation
guidelines for cognitive assistants that support knowledge exchange in fast-paced and
demanding environments, such as an agile production line.

The content of this chapter is derived from the work published in S. Kernan Freire, E. Niforatos,
C. Wang, S. Ruiz-Arenas, M. Foosherian, S. Wellsandt, and A. Bozzon. “Lessons Learned from
Designing and Evaluating CLAICA: A Continuously Learning AI Cognitive Assistant”. In: Proceedings
of the 28th International Conference on Intelligent User Interfaces. IUI ’23. Sydney, NSW, Australia:
Association for Computing Machinery, 2023, pp. 553–568. DOI: 10.1145/3581641.3584042.
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3.1. INTRODUCTION

Operating a complex machine, such as a production line, can be a daunting task
for an inexperienced operator, requiring extensive job training. Currently, training
and knowledge sharing rely heavily on human interaction, where novices are often
paired with experienced operators and receive a lot of one-on-one guidance for an
extended period. However, this approach can be time-consuming and expensive,
and expert operators may not have the capacity to share all relevant knowledge.
Moreover, the departure of experienced operators or their retirement can result in
a loss of valuable (tacit) knowledge, making it challenging to train new operators.
Additionally, instruction materials is often inaccessible or outdated, inhibiting its
use. As a result, training new operators is highly resource-intensive and requires a
considerable amount of time [30].

Recently, intelligent products, systems and services are transforming how
technicians share knowledge in manufacturing environments [19]. However, older
systems are based primarily on predefined knowledge bases, which cost a significant
amount of resources to develop and maintain [54]. Previous studies attempted to
automatically uncover knowledge using NLP in existing maintenance reports, but
many data quality problems were discovered [16]. Others came to the conclusion
that technicians frequently provide informal descriptions of issues, which results in
discrepancies and errors in the data; certain maintenance data, such as the actual
root cause of a problem, are not always collected; and once the data is collected, it
is often not used for a subsequent diagnosis [42]. Thus, the poor quality of reports
inhibits (AI-facilitated) knowledge sharing between operators, requiring a more
effective and user-friendly method of recording and sharing knowledge between
factory operators [117].

We developed CLAICA (Continuously Learning Artificial Intelligence Cognitive
Assistant) to support operators by providing on-the-job training and knowledge
sharing. The CLAICA prototype can interact through a conversational user interface
in a web browser across mobile and desktop devices. Its primary function is to learn
best practices from (expert) operators and share this with others. In addition, it
can recommend existing task instructions and training. The knowledge it acquires
is stored in a continuously growing knowledge graph. It has several key advantages
over a human mentor for novices; namely, (1) it is always available, (2) it will never
forget information, and (3) it has direct and real-time access to production-line
data. These advantages are critical in a modern agile production line, where a small
number of human operate a complex connected system and many different products
are produced, each of which requires specific setups. CLAICA’s context awareness is
powered by direct access to live production-line data (e.g., machine status, sensor
data, error codes) that enables it to streamline interactions with users (e.g., it can
detect what product is being produced without having to ask the user) and to help
match the current situation to knowledge stored in its knowledge base.

To evaluate CLAICA’s performance and its potential to enhance on-the-job training
and knowledge sharing in factories, we conducted a comprehensive laboratory
study involving 83 participants. We were guided by two primary objectives: firstly,
to learn more about the effects of several factors on the user experience of the
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system, and secondly, to collect usability feedback from participants to learn more
about the design requirements for cognitive assistants in factories. Expanding on
the primary aim, our research question is: How do modality, user training, and
context experience affect the UX, usability, and interaction efficiency of cognitive
assistants for knowledge sharing in factories? (RQ2) The study participants
performed eight knowledge exchange tasks with CLAICA related to representative
manufacturing activities, such as requesting cognitive assistance to solve a specific
problem and sharing new machine settings. The contributions of this Chapter can
be summarized as follows:

1. We showcase how a cognitive assistant can exchange knowledge with operators
about operating an agile production line.

2. We provide a deeper understanding on how context expertise, modality, and
training affect the task performance, perceived workload, usability, and user
experience of cognitive assistants.

3. We elicit requirements and design guidelines for future cognitive assistants
beyond the manufacturing domain.

3.2. BACKGROUND

3.2.1. HUMAN-CENTERED MANUFACTURING

A key paradigm for modern production is the broad adoption of digital tools to
increase, for example, productivity and sustainability. Thoben et al. concretized
this paradigm with research challenges and application examples for Industry 4.0
and smart manufacturing [128]. The latter are two initiatives to systematically detail
and implement this paradigm in manufacturing. While Industry 4.0 originated
in Germany, smart manufacturing emerged in the United States. Countries
such as Japan, Korea, and China created similar initiatives. These initiatives
are largely technology-focused and do not adequately account for human needs,
involvement, and collaboration with AI systems [28]. The next paradigm addresses
this shortcoming through human-centric manufacturing, called Industry 5.0 [28,
29]. Müller reports the findings of an expert group regarding technologies
contributing to more human-centric manufacturing [129]. They include, among
others, individualized human-machine interaction technologies accounting for the
strengths of humans and machines. Also, using AI to assist humans in understanding
causalities in complex and dynamic systems. Romero et al. introduced similar
ideas stressing the importance of socially sustainable manufacturing [130]. They
proposed the vision of Operator 4.0, which focuses on trusting and interaction-based
relationships between humans and machines. Eight types of operators illustrate how
technology could enhance human capabilities and skills.

Meanwhile, agile manufacturing enables product customization and on-demand
production to respond quickly to customer needs and market changes. Moreover,
because of the low cost of Internet of Things (IoT), IoT devices have gained popularity
in manufacturing settings to optimize business workflows and processes, improve
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safety and improve research and development. Nevertheless, such devices also
generate unprecedented volumes of sensor data, necessitating operators’ constant
attention and dramatically increasing the incurred cognitive load. Interestingly,
working in an agile connected production line is a real challenge for inexperienced
operators. Even for experienced operators, operating an agile production line is
a knowledge-intensive task that requires enormous cognitive resources [30]. For
example, a single operator may need to operate and fix numerous machines along
a production line simultaneously while also (re)optimizing the setup for more than
100 different products. Therefore, systems that could reduce cognitive demands and
allow quick feedback are needed to effectively support operators personally.

3.2.2. COGNITIVE ASSISTANTS

Unlike systems designed to replace humans in specific tasks (e.g., industrial robots),
cognitive assistants strive to complement human abilities to accomplish complex
tasks, such as aiding life-long education and machine operation [131–133]. In
addition, such assistants often outperform human capacities for communication
and memory in various ways, such as simultaneously providing dependable and
repeatable communication between numerous users [131, 132]. To achieve the
aims mentioned above, cognitive assistants should support efficient human-machine
interfacing via natural language processing, interpretation of gestures, perception,
vision, and sounds, augmented reality to provide additional layers of information,
and others [131, 132]

Of these, the most widely used interaction method for cognitive assistants
is conversational agent-based natural language communication, which involves
natural language understanding, generation, and dialog for implementation [131].
Conversational agents engage with people using natural language, which could
perform labor-intensive jobs at low cost in a variety of industries, such as customer
service, healthcare, education, e-banking, and personal assistants [84]. For example,
recent work has proven conversational agents to be an effective educational
tool for communicating breast cancer risk and suggested medical guidelines to
women, leading to a significant increase in breast cancer genetics knowledge [134].
Furthermore, advances in context awareness make it possible to improve a
conversational agent’s usefulness. For example, acquiring more accurate knowledge
about city locations by asking questions when users are there [77] or inferring context
from user utterances to provide more relevant tourist recommendations [135]. A
virtual assistant called Amber was proposed by Kimani et al. using a sensing
framework that could record users’ faces, speech, and app usage to aid users with
job prioritization, provide reminders, and inhibit social media diversions [136].

Conversational agent-based cognitive assistants have also shown promise in
supporting one’s cognitive processing. Le and Wartschinski [133] developed LIZA,
a cognitive assistant to enhance users’ reasoning and decision-making abilities. By
holding a conversation with test subjects to help them solve common heuristic
and bias problems, LIZA helped test subjects to improve their reasoning skills and
achieve significantly higher learning gain [133]. Numerous application scenarios
have also been proposed in which cognitive assistants have positive cognitive effects.
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From education and training, such as by employing lifelong learning to retrain adult
operators to meet shifting technological demands, to elderly care by facilitating
interaction with those suffering by cognitive decline [131].

3.2.3. COGNITIVE ASSISTANTS IN MANUFACTURING

Industrial applications for AI assistants—similar to Alexa1, Google Assistant2, or
Siri3—are an emerging research topic. These prototypes emerged in different
research communities with different names (e.g., intelligent (virtual/personal)
assistants, digital assistants, software robots, or simply chatbots). AI assistants
in manufacturing can bear significant benefits [137]. These include, for instance,
central access to heterogeneous information systems, the delegation of tasks, and
gaze-free and hands-free interactions during work. Furthermore, AI assistants can be
used for cognitive support, such as training operators [102] and adjusting machine
parameters [138]. When used to support cognitive processes such as learning and
reasoning, we refer to cognitive assistants.

Most of the literature regarding cognitive assistants in manufacturing focuses
on knowledge and information delivery, for example, context-aware assistance
(e.g., [139]), recommendations for predictive maintenance (e.g., [140]), decision
support based on business analytics of shop-floor data (e.g., [141, 142]). For instance,
Rodriguez et al. [143] present a mixed reality assistance system to support real-time
assembly operations. They evaluated the operation context through a recognition
system that determines the completion of each assembly step to derive the next
instruction. Belkadi et al. [144] proposes a context-aware knowledge-based system
aiming to support manufacturing operators. They integrate knowledge management,
context management, and simulation management modules to support the decision
making of the operators in real-time. As for Rodriguez et al. [143], context
management gets contextual information to understand the current user’s situation
and implements simulation techniques to anticipate the effect of the operator
decisions. Büttner et al. [145] implemented a hand-tracking algorithm to identify
wrong-picking actions and errors in the assembly process. Tao et al. [61] implements
wearable device sensing and environmental sensing to capture operator activity in
the workplace to guide them in the execution of their tasks, and Josifovska et al.
[146] integrates a context manager module which includes a Digital twin of a
human that simulates specific human abilities and preferences to enable assistance
system adaptation. Longo et al. [147] demonstrated an AI assistant integrated
into an augmented reality application to train machine operators. Their prototype
provides information about safety measures, potential hazards, machine status and
operations, and quality control procedures. Besides, it instructs users on lubrication,
greasing, cleaning, checking, and restoring hydraulic pressure or fluids and lube for
maintenance.

Researchers have used several approaches to evaluate the effect of instruction
delivery on operators’ mental workload and its effectiveness. Funk et al.

1https://www.alexa.com/about—last accessed January 20, 2025
2https://assistant.google.com/—last accessed January 20, 2025
3https://www.apple.com/siri/—last accessed January 20, 2025

https://www.alexa.com/about
https://assistant.google.com/
https://www.apple.com/siri/
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[139] evaluated the workload effect associated with the delivery of instructions
on assembly work by monitoring biosignals (such as heart rate, galvanic skin
response, electroencephalography, and electromyography) and indicators such as
task completion time and error rates. Likewise, Kosch et al. [148] evaluated
the cognitive workload produced by in situ projections during the execution of
manual assembly tasks. They implemented electroencephalography (EEG) to monitor
cognitive workload and compared the results with those obtained by traditional
paper-based instructions. In line with the above-mentioned approaches, Funk
et al. [149] proposed a standardized experiment design for evaluating the effect of
interactive instructions in heterogeneous assembly tasks.

Existing literature has also explored acquiring knowledge from operators, but to a
significantly lesser extent. This could be partially attributed to the less immediate
benefits; however, we argue that the ability to continuously learn is necessary for
the long-term success of AI assistants on the shop floor. Fenoglio et al. [75] propose
a system for capturing explicit and tacit knowledge (through best practices) from
experienced operators in industrial domains. They implement a role-playing game
where a virtual agent interacts with human experts and knowledge engineers to
extract and represent knowledge in an iterative way. Despite this system providing
means to capture tacit knowledge, it requires the intervention of a human agent,
as they argue that it is impossible to capture tacit knowledge with an algorithmic
technique. Likewise, Soliman and Vanharanta [150] suggests a model for knowledge
creation and retention through artificial intelligence. However, there is no practical
application of the model reported in literature, and Hoerner et al. [58] propose a
digital assistance system to support operator troubleshooting processes on the shop
floor. For this purpose, a method to capture and structure expert’s tacit knowledge
was developed. However, this method is not executed by the digital assistant. It is
performed by human experts who are in charge of extracting and representing the
obtained knowledge and delivering it as input to the system.

However, and to the best of our knowledge, no existing conversational AI
assistant captures (tacit) knowledge from experienced operators with the purpose
of structuring it, storing it, and re-sharing it with novices in real-time and on the
shop floor. CLAICA eases the learning curve for novice operators by serving as a
dialectic mediator among novices and experienced operators. Even for experienced
personnel, CLAICA provides multiple opportunities to rehearse and test acquired
knowledge and skills, while constantly discovering and formalizing new knowledge
or knowledge that has been overlooked (e.g., tacit knowledge).

3.3. CLAICA: CONTINUOUSLY LEARNING AI COGNITIVE

ASSISTANT
The primary goal of CLAICA is to enable knowledge exchange between shop floor
operators. It continuously learns by acquiring knowledge from operators through
dialectic interactions, allowing it to efficiently share up-to-date knowledge. In
addition, it can recommend existing work instructions and perform information
retrieval tasks. Furthermore, operators can provide feedback on the knowledge they
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receive to improve recommendations over time. What sets CLAICA apart from the
state-of-the-art is its ability to efficiently acquire knowledge from operators on the
shop floor without human involvement and store it in a knowledge graph along
with contextual information. However, knowledge managers may still be needed
to perform quality control by approving, reviewing, and removing elements of
knowledge. Ultimately, CLAICA aims to reduce the burden on “knowledge engineers”
and improve knowledge sharing.

3.3.1. CO-DESIGNING CLAICA
CLAICA was developed in close collaboration with an industrial company, a detergent
producer. Their ambitions for the assistant are to result in faster training of
new operators and higher Overall Equipment Effectiveness (OEE) [151], that is, the
percentage of manufacturing time that is truly productive. During the early design
phase of CLAICA, we conducted semi-structured interviews and focus groups with
operators and management at two detergent factories. We explored three main
topics, namely what opportunities are there to support machine operators with a
cognitive assistant, what wishes do factory employees have regarding the (interactive)
capabilities of the assistant, and what challenges the assistant might face from a user
acceptance perspective. We interviewed six machine operators, two maintenance
technicians, two shift leaders, four engineers, and one factory director. We
pinpointed the following opportunities: (1) identify the best practices of operators,
elicit this knowledge, and share it with others, (2) make existing work instructions
more easily accessible, (3) help operators identify the root cause of problems, (4)
provide operators with access to machine data anywhere on the production line,
and (5) create high-quality issue reports. The operators were primarily interested
in receiving ubiquitous access to machine data, while their supervisors were also
concerned with facilitating knowledge sharing among operators, providing access
to instructions, and creating better issue reports. The shift leaders suggested that
operators, even experts, could benefit from suggestions; however, the operators
themselves disagreed. We noted that the operators were very proud of their skills
and proud that they did not need instruction material. However, they thought
that novice operators could benefit from easy access to up-to-date documentation.
Existing documentation resides in paper and digital form, but is poorly structured
and frequently outdated. As such, novice operators are trained almost exclusively
by experienced operators on-the-job. Due to the complexities of operating an agile
production line, this process is lengthy and, therefore, costly. Furthermore, it is risky
from the company’s perspective, as a lot of valuable (tacit) knowledge will be lost
when experienced operators leave.

We collected 100 issue descriptions on one of the production lines over three days.
We asked the operators to verbally describe the location, symptoms, and cause of
each issue as it occurred. The operators used a mono headset during data collection
(see Figure 3.1).

We analyzed the resulting reports to identify opportunities and challenges for
CLAICA. We observed that operators used different terms and acronyms when
describing the same machines (e.g., depa, palletizer, depalletizer). In addition, the
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Figure 3.1: An operator describing a problem with the production line

production line breaks down frequently (up to 30 times in an eight-hour shift), and
the operators are under intensive time pressure. As a result, many problems go
undocumented. Once we built a working prototype, we presented it to the operators
(see Figure 3.2) to elicit further feedback.

Figure 3.2: An operator using CLAICA at the production line

The insights from the interviews, the focus groups, and the collection of issue
descriptions resulted in the following design requirements for CLAICA.

• It must provide accurate cognitive support to novices

• It must interact efficiently and reliably
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• It must support user feedback

• It must continuously learn from its (expert) users

• There must be incentives for (expert) users to share their knowledge (this
responsibility is shared with the company)

• It must reduce the reliance on expert operators for training and supporting
novices

• It must be transparent about what data it collects and how it provides
recommendations

• It must be able to handle divergent phrasing and misunderstandings gracefully

3.3.2. SYSTEM DESIGN

CAPABILITIES

CLAICA employs a Conversational User Interface (CUI) as its primary means of
interacting with users, a knowledge graph for storing its knowledge, and a cognitive
engine for processing and integrating all the information streams (see Figure 3.3).
CLAICA can collect information about the context autonomously (e.g., machine
states). As such, the context awareness provided by the live production data enables
CLAICA to streamline interaction, minimize its duration, and input burden (e.g., by
auto-filling some of the information for the user).

Natural
Language

Understanding

Dialogue
Management

Knowledge
Graph

Interface

Knowledge
Graph

Back-end DatabaseFront-end

Cognitive
Engine

User

Chat Interface

CLAICA

Simulation

Figure 3.3: CLAICA’s architecture (below) and the simulation (above)

CLAICA can continuously learn from operators in the following scenarios.
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1. A operator shares how they diagnosed and solved an issue. Upon classifying
the operator’s intent to provide an issue report, CLAICA will start requesting
information from the user. Each issue report is split into three sections,
namely symptoms, cause, and solution. CLAICA asks the operator to provide a
description of each of these in text. While processing the operator’s response,
CLAICA attempts to extract several named entities such as any machine
components (e.g., nozzle 23), machine component states (e.g., overheated),
product components (e.g., label) and product component states (e.g., crooked),
error codes, and operator actions. If CLAICA is unable to extract at least one
machine component associated with the symptom of the issue, it asks the
operator to specify one manually. Furthermore, it uses its context awareness to
suggest additional entries as buttons in the CUI, such as machine error codes.
Finally, the operators’ descriptions, extracted entities, and context information
are stored in the knowledge graph.

2. A operator shares machine settings for a product. In this scenario, CLAICA uses
its machine integration to collect some of the information automatically, for
example, which product is being produced and with what settings. However,
it still asks the operator for confirmation and the option to specify something
manually. Additionally, CLAICA asks the user for comments on the settings, for
example, if they are safe or risky. In turn, this information is stored in the
knowledge graph.

3. A operator rates existing machine settings. Upon receiving recommended
machine settings from CLAICA, operators are encouraged to rate them from 1
to 5. CLAICA takes these ratings into account when recommending the settings
to other works. In addition, a rating of 1 will automatically triger the settings
to be retracted and flagged for review by a knowledge manager.

In addition, CLAICA can provide knowledge in the following scenarios.

1. A operator asks for help. When a operator asks for help, CLAICA asks them to
describe the situation. It attempts to extract several named entities, such as
machine component(s) and their states. In turn, it uses these entities to search
its knowledge graph for the most relevant existing solutions and/or documents
and recommends these to the operator.

2. A operator asks for machine settings for a product. When the user requests
machine settings, CLAICA checks which product is being produced and asks for
user confirmation. Then, it searches its knowledge base for the highest-rated
settings for that product and presents it (see Figure 3.4).

3. A operator asks how to perform a specific task. CLAICA’s knowledge base also
includes existing documentation on how to perform several tasks. The operator
can ask for them explicitly, for example, "how do I perform a prerun?" (see
Figure 3.5).
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Figure 3.4: A user requests filling machine settings for a product

ASSISTANT FRAMEWORK

We use an open-source conversational AI assistant framework, Rasa4, to build
CLAICA (see Figure 3.3. We use Rasa due to its flexibility and performance; it can
easily be customized for specific use cases and connected to additional components,
such as knowledge bases. This includes adding custom Python scripts (Cognitive
Engine), adjusting the NLP pipeline, and using custom entity extractors, such as
Duckling5 (e.g., to extract pressure values from user utterances). The NLU, dialogue
management uses several base features that have universally applicable intents and
conversation patterns, for example, greeting and restarting the assistant. Additionally,
we have added features that contain specific training data, domain descriptions, and
custom actions for CLAICA. The Cognitive Engine, also known as the custom actions

4https://rasa.com/—last accessed January 20, 2025
5https://duckling.wit.ai/—last accessed January 20, 2025

https://rasa.com/
https://duckling.wit.ai/
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Figure 3.5: Task instructions for a prerun

server, is the place where all incoming streams of information, such as machine
data, user-provided information, and knowledge base, are handled, analyzed, and
responded to. It also contains the logic to ensure all the relevant information is
collected from user’s during knowledge acquisition (e.g., during an issue, CLAICA
needs to collect the machine component ID, symptom, cause and applied solution).
We run a Rasa X server that supports a browser-based chat interface (see Figure 3.4).
It also provides a browser-based interface to review user conversations and apply
improvements.
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CONTINUOUSLY GROWING KNOWLEDGE BASE

The knowledge base is a Neo4j6 knowledge graph, also known as a semantic web.
It can be queried by the assistant using GraphQL7 resolvers. A knowledge graph is
a type of data representation that uses nodes and edges to map relationships and
information between entities. It helps machines, like CLAICA, to “understand” the
meaning and context of data, providing a more structured and interconnected view
of information. For CLAICA, we define a description of an issue symptom as an
“event” node that will have a “caused by” relationship to another event that describes
the cause. In turn, the symptoms event will have a “solved by” relationship to a
solution node. Each of the event nodes can have relationships with other entities,
such as machine components and their states. This gives CLAICA a robust way to
find relevant information (e.g., a solution), to a situation described by the operator.

SIMULATING THE PRODUCTION LINE

Testing an intervention, such as a cognitive assistant, in a detergent factory and in
situ is challenging due to the potential for dangerous and costly operating errors.
Problems can arise from incorrect recommendations and the cognitive load or
distractions imposed by interactions with the assistant. Furthermore, since the target
audience for the assistant is new employees, the pool of available test participants
is small and unreliable. Therefore, we created a detergent factory simulation to
evaluate the assistant in the lab before introducing it in the wild. The simulation
features several GUIs that connect to a model in the back-end. These include
GUIs where users can control the most important machines on the production
line, namely the detergent container filling machine (Figs. 3.6) and the detergent
container weight checker machine (Fig. 3.7).

The front-end was built using Node-RED8, which connects to a PostgreSQL9

database and machine models written in Python10. It supports several simple tasks
related to the preparation of machines for production, as well as more complex
optimization and problem-solving tasks. The graphical user interfaces (GUIs) are
browser-based and designed to be accessed on a tablet or laptop. To simulate a real
factory scenario as closely as possible, we examined the set-up found in a detergent
factory and modeled our lab set-up on it. For example, for the GUI, we matched
the information displayed, the user controls, their physical height, and the distance
between them. The production line simulator was validated through several focus
group sessions with factory employees ranging from shop floor operators to process
improvement engineers.

6https://neo4j.com/—last accessed January 20, 2025
7https://graphql.org/—last accessed January 20, 2025
8https://nodered.org/—last accessed January 20, 2025
9https://www.postgresql.org/—last accessed January 20, 2025

10https://www.python.org/—last accessed January 20, 2025

https://neo4j.com/
https://graphql.org/
https://nodered.org/
https://www.postgresql.org/
https://www.python.org/
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Figure 3.6: The simulated user interface for the filling machine

3.4. STUDY AND METHODOLOGY

We conducted a between-subjects user study with 83 participants to evaluate user
performance, usability, user experience and perceived workload when interacting
with CLAICA. The user study took approximately one hour and consisted of
the following three parts: a demonstration of the (simulated) production line, a
demonstration of the assistant, and a user test. The user test involved performing
eight knowledge exchange tasks with CLAICA. These included information retrieval
(e.g., “Find instructions on how to perform a prerun”), knowledge sharing, and
requesting cognitive support. Note that the participants only interacted with the
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Figure 3.7: The simulated user interface for the weight checker machine

assistant; they did not have to perform any actions with the (simulated) production
line. Participants then completed a survey, including a NASA Task Load Index
questionnaire (NASA-TLX) [152], a User Experience Questionnaire (UEQ) [153], and
a System Usabilty Scale (SUS) questionnaire [154]. At the end of the study, we posed
several open-ended questions to initiate a discussion and obtain qualitative feedback
from our participants.

3.4.1. RESEARCH QUESTIONS

In this chapter, we sought to answer the following dissertation research question:
How do modality, user training, and context experience affect the UX, usability,
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and interaction efficiency of CAs for knowledge sharing in factories?(see RQ2).
This research question for this chapter is broken down into three parts and discussed
below.

RQ2.1 How does prior training affect user performance, perceived workload, user
experience and perceived usability when using CLAICA?
When introducing a new tool or system like CLAICA to end users, its
introduction will probably include some training on what it can do and
how to use it. Managers would like to set expectations and manage the
change process with care. To ensure adoption, managers should highlight the
perceived usefulness of a system, especially the improvements that it may
bring to efficiency [155]. Furthermore, training could help users become more
effective with the new system. We plan to provide training to end users when
CLAICA is deployed in situ; therefore, we would like to evaluate the effect of
providing training or not (“trained” vs. “untrained” participants). As we expect
users will need time to learn how to interact with CLAICA, we think that
the trained group will be able to interact more efficiently with CLAICA and,
therefore, have a better use experience.

RQ2.2 How does context expertise affect user performance, perceived workload, user
experience and perceived usability when using CLAICA?
Due to the challenges of conducting studies with real end-users, many
researchers opt to recruit participants locally (e.g., students or colleagues). The
same is true for companies developing new products - access to end users can
be difficult for many reasons, for example, confidentiality [156]. Therefore, it is
valuable to understand how context expertise affects the user experience of AI
assistants such as CLAICA (“operator” vs. “layman” participants). We do not
expect context expertise will help users interact with CLAICA more efficiently;
however, we think that it may affect the subjective user experience as they
understand the implications of CLAICA in the context better.

RQ2.3 How does the modality of interaction with CLAICA affect user performance,
perceived workload, user experience and perceived usability?
From the formative study interviews with end users, we learn that they
currently use a fixed computer to access instructions and create issue reports.
However, the production line can be long, so having to walk back to the
computer takes time and may be a barrier to its use. Furthermore, they may
not remember all the details of an instruction when they return to the relevant
machine on the production line. Regardless, the laptop’s larger screen and
keyboard might help users retrieve and provide information faster and we use
it as a baseline to compare against (“smartphone” vs. “laptop”). Previous
research has shown that typing on computers is faster, but that smartphones
can benefit more from suggested words [157]. Therefore, we expect that the
laptop group will be able to perform tasks faster and have a better user
experience.
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3.4.2. PARTICIPANTS

We recruited 83 participants (44 male, 34 female, three “other” and four “preferred
not to say”) with age ranges from 18 to 64. Most of the participants (n = 50)
were 17–29 years old, followed by the 30–39 age bracket (n = 16). All participants
were able to communicate clearly in written and spoken English. The participants
were recruited from the following four groups: factory employees (n = 12), external
Human-Computer Interaction (HCI) researchers (n = 16), local HCI researchers
(n = 18) and master’s students (n = 37).

3.4.3. PROCEDURE

Before commencing a user trial, participants were asked to read and sign an
informed consent form that had been approved by an ethical board. Participants
were randomly but equally split between the “smartphone” group and the “laptop”
group. Next, participants were shown a short video introduction to the context
of manufacturing and AI assistants. We then presented a three-minute video to
introduce the (simulated) production line. The first part of the video introduced
the detergent production line, a few of the operator’s primary tasks and the
machines we included in the simulation (filling machine and weight checker). Then,
participants were shown how we simulated the filling machine (see Figure 3.6) and
the weight checker (see Figure 3.7). Following the first video, the participants were
given three minutes to write down comments on the realism of the simulation
and how it could be used and improved. Participants were asked to write their
comments as digital post-it notes. Then, the participants from the “trained” group
were shown a five-minute training video demonstrating the capabilities of the
assistant and how to use it. Again, they were given three minutes to write their
comments. The “untrained” group, who performed the study at another time and
place, was asked to write down comments on a related topic. Therefore, we
ensure a comparable total experiment time and workload. The participants in the
“smartphone” group were asked to interact with CLAICA using a web browser on
their smartphone, while the participants in the “laptop” group used a web browser
on their laptop. Then 10 minutes were given to complete eight assigned knowledge
exchange tasks with CLAICA. Participants were asked to interact naturally in English.
Immediately after completion, they were instructed to complete several surveys,
namely NASA-TLX, SUS, UEQ, demographics (age, gender, occupation, years of
experience in occupation), and personal factors related to chatbot experience. After
completing the survey, we moderated a 10-minute discussion on their experience
using the assistant and opportunities for improvements.

3.4.4. MEASURES

We measured the following quantitative objective variables: Task completion time,
Task completion rate (yes/no), Conversation turns between user and CLAICA, User
utterance length (words), Conversation breakdowns (when CLAICA cannot classify
the user’s intent), and User typing errors. The task completion time was automatically
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calculated by the Qualtrics11 survey using the time difference between the first and
last click on the task instruction page. The chat logs were extracted from an SQL
Tracker Store 12 using SQL queries and a Python script. We then semi-automatically
extracted participant IDs to match the chats to the survey responses. Quantitative
objective variables related to the interactions were automatically calculated using a
Python script. We used the Enchant 13 library to identify user typos and checked the
assistant’s failure response “/restart” to count conversation breakdowns. For the sake
of brevity, we omit these metrics in this chapter.

We measured the following quantitative subjective variables: workload using the
NASA-TLX, usability using the SUS, and user experience using the UEQ. We collected
the following demographics and personal factors: Age, Gender, Occupation, Years
of experience in occupation. In addition, we collected the following self-reported
factors related to chatbots and technology: prior experience with chatbots and
tech-savviness. We asked the following questions with likert scales as a response: “I
am familiar with chatbot technologies,” “I use chatbots frequently,” “I consider myself
an advanced technology user,” and “I am eager to try new technologies,” and “I am
good at solving technical problems.” The first four of these questions have been used
in prior work on chatbot breakdown strategies [158, 159].

3.4.5. QUALITATIVE ANALYSIS

The last part of the user study consisted of asking the participants several
open-ended questions to gather detailed insights from users about their experience
executing tasks with the assistant. The questions were as follows: “How did you
experience the assistant?”, “What worked and what didn’t?” and “How could it be
improved?”. After completing the tasks and filling our the survey, the participants
were given 5 minutes to write digital post-it notes on a Miro board 14. A total of 148
text entries were collected. We performed a content analysis to investigate the user
responses. [160] define content analysis as “the process of developing a representative
description of text or other unstructured input”. We used two subjective coders, who
read the data multiple times and then followed a mixture of emergent coding and a
priori coding to create the key categories. The first and second level are based on
a priori coding to clean and sub-categorize the data according to this study’s goals.
Comments were not processed further if they were not directly relevant to answer
the research questions.

3.5. RESULTS
To decide on our statistical methods, we first performed all the necessary pre-tests,
such as Shapiro-Wilk tests of normality and Levene’s tests of homogeneity of variance.
We omit the pre-tests for brevity. Depending on the statistical test at hand, we report
averages and standard deviations (parametric), or median values (non-parametric).

11https://www.qualtrics.com/—last accessed January 20, 2025
12https://rasa.com/docs/rasa/tracker-stores/—last accessed January 20, 2025
13https://abiword.github.io/enchant/—last accessed January 20, 2025
14https://miro.com/whiteboard/—last accessed January 20, 2025

https://www.qualtrics.com/
https://rasa.com/docs/rasa/tracker-stores/
https://abiword.github.io/enchant/
https://miro.com/whiteboard/


3.5. RESULTS

3

57

We started our analyses by computing correlations between personal factors (e.g.,
demographics and prior experience with chatbots), as they can confound the
relationship between the independent and dependent variables. We found the
following two significant correlations: age is positively correlated with SUS score
(r (81) = .238, p < .05) and self-reported technical problem-solving skills are positively
correlated with completion rate (r (83) = .308, p < .05). These correlations indicate that
(a) the older our participants were, the higher their usability ratings about CLAICA,
and (b) the higher the self-reported problem-solving skills, the more probable it is for
our participants to successfully complete a knowledge exchange task with CLAICA.
We then investigated if there were any significant differences between the median age
and technical problem-solving skills of the groups. A Mann-Whitney U test showed
that there is a significant difference in the median age category between the layman
group (Mdn = 1) and operator group (Mdn = 4 /mi d U = 80.500, p < .001), between
the untrained group (Mdn = 2) and the trained group (Mdn = 1 | U = 311.500, p < .05),
but no significant difference between the median age category of the smartphone
group (Mdn = 1) and laptop group (Mdn = 1 | U = 775.500, p = .746). Regarding
self-reported technical problem-solving skills, a series of Mann-Whitney U tests
did not reveal any significant differences between the laymen (Mdn = 4) and the
operators (Mdn = 4)(U = 379, p = .519), or between the untrained (Mdn = 4) and
the trained group (Mdn = 4)(U = 391.500, p = .336), or between the smartphone
(Mdn = 4) and the laptop group (Mdn = 4)(U = 791.500, p = .596).

3.5.1. EFFECTS OF PRIOR TRAINING

At first, we investigated whether receiving instructions (training) on what a cognitive
assistant can do would have any effect on user performance, expressed as overall
task completion times and task completion rates. However, a non-parametric
Mann-Whitney U test displayed no significant difference in the median overall
task completion times between untrained (Mdn = 423.463) and trained participants
(Mdn = 370.165 |U = 302, p = .099). Similarly, a non-parametric Mann-Whitney U test
displayed no significant difference in the median overall task completion rate between
untrained (Mdn = 6.5) and trained participants (Mdn = 7 | U = 389.500, p = .332).
These findings indicate that prior training on how to use CLAICA did not
significantly affect task performance when using CLAICA (RQ2.1).

Next, we investigated if prior training on CLAICA impacts perceived workload
(NASA-TLX) and usability (SUS). An independent-samples t-test revealed a significant
difference in the average NASA-TLX scores between the untrained (M = 35.651,SD =
18.261) and the trained group (M = 46.058,SD = 13.080 | t (69) = −2.590, p < .05)(see
Figure 3.8).

Similarly, an independent-samples t-test revealed also a significant difference
in the average SUS scores between the untrained (M = 59.559,SD = 19.946) and
the trained group (M = 45.046,SD = 17.324 | t (69) = (2.905, p < .01, see Figure 3.9).
Contrary to our expectations, the trained group reported significantly higher
workload and significantly lower usability than the untrained group did after
completing knowledge exchange tasks with CLAICA (RQ2.1).

Last, we explored whether previous training influences user experience (UX) as
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Figure 3.8: NASA-TLX score versus training
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Figure 3.9: SUS score versus training

reported by our participants using the six dimensions of the UEQ. A series of
independent-samples t-tests revealed significant differences between the two groups
reflected in the average scores of attractiveness (untrained: M = .392,SD = .854
vs. trained: M = −.133,SD = .848 | t (69) = (2.905, p < .05), perspicuity (untrained:
M = .853,SD = 1.284 vs. trained: M = −.133,SD = .848 | t (69) = (2.905, p < .01),
efficiency (untrained: M = .7647,SD = 1.191 vs. trained: M = .046,SD = .874 |
t (69) = (2.905, p < .01), and dependability (untrained: M = .471,SD = .824 vs. trained:
M = .130,SD = .867 | t (69) = (1.430, p = .157), but not in the average scores of
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stimulation (untrained: M = .088,SD = .824 vs. trained: M = −.301,SD = .822 |
t (69) = (1.702, p = .093) and novelty (untrained: M = .1765,SD = .822 vs. trained:
M = −.181,SD = .972 | t (69) = (1.395, p = .167). For an overview, see Figure 3.10.
These findings indicate that prior training in using CLAICA impacted negatively UX
notions such as perceived attractiveness, perspicuity, efficiency, and dependability,
but did not affect perceived stimulation and novelty (RQ2.1).
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Figure 3.10: UEQ scores versus training

3.5.2. EFFECTS OF CONTEXT EXPERTISE

Next, we investigate if and how context expertise—being a operator vs. being
a layman—affects task performance, perceived workload, usability, and UX when
using a cognitive assistant such as CLAICA. Two non-parametric Mann-Whitney U
test revealed significant differences in the median overall task completion times
(operator: Mdn = 502.985 vs. layman: Mdn = 380.775 | U = 261, p < .05) and in the
median overall task completion rates (operator: Mdn = 7.5 vs. layman: Mdn = 7
| U = 333, p = .211) between the two context-expertise groups (see Figure 3.11).
Interestingly, laymen performed better than operators in knowledge exchange
tasks when using CLAICA (3.4.1). A follow-up non-parametric Mann-Whitney U
test did not reveal significant differences in the median NASA-TLX scores between
operator (Mdn = 37.88) and layman (Mdn = 45.45) participants (U = 334.5, p = .236).

However, an independent-samples t-test revealed a significant difference in
the average SUS scores between operator (M = 74.167,SD = 14.706) and layman
(M = 48.521,SD = 18.896) participants (t (81) =−4.470, p < .001)(see Figure 3.12). The
mean SUS score from the operator and layman groups is equivalent to a “good” and
“poor”/“ok” grade, respectively [161] or the 70th and 10th percentile, respectively
[162]. Note that these equivalent scores predate widespread user testing of chatbots
and may be unreliable [163]. These findings suggest that laymen did not experience
CLAICA as more cognitive demanding than operators in completing knowledge
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Figure 3.11: Task duration versus context expertise

exchange tasks. However, operators rated CLAICA significantly higher than laymen
in terms of usability. (RQ2.2).
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Figure 3.12: SUS score versus context expertise

Finally, we investigated whether and how context expertise has an impact on UX
as reported by our participants using the six dimensions of the UEQ. A series of
independent-samples t-tests revealed significant differences between the two groups
reflected in the average scores of attractiveness (operator: M = 1.305,SD = .887
vs. layman: M = −.007,SD = .872 | t (81) = −4.808, p < .001), perspicuity (operator:
M = 1.458,SD = .851 vs. layman: M = .176,SD = 1.207 | t (81) = −3.525, p < .001),
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efficiency (operator: M = 1.416,SD = .807 vs. layman: M = .218,SD = .999
| t (81) = −3.937, p < .001), dependability (operator: M = 1.208,SD = .744 vs.
layman: M = .211,SD = .863 | t (81) = −3.765, p < .001), stimulation (operator:
M = 1.333,SD = .807 vs. layman: M = −.207,SD = .833 | t (81) = −5.949, p < .001),
and novelty (operator: M = .854,SD = 1.245 vs. layman: M = −.095,SD = .926 |
t (81) =−3.117, p < .05). For an overview, see Figure 3.13. These findings indicate
that context expertise plays a substantial role in UX when using a cognitive
assistant such as CLAICA (RQ2.2).
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Figure 3.13: UEQ aspects versus context expertise

3.5.3. EFFECTS OF INTERACTION MODALITY

Then, we investigated if and how the interaction modality participants used
(smartphone vs. laptop) had any impact on user performance, perceived workload,
user experience and perceived usability. The aim here is to compare between
a popular interaction modality (smartphone) and an established one (laptop)
in how they influence information exchange with cognitive assistants such as
CLAICA. From the outset, two non-parametric Mann-Whitney U tests displayed no
significant differences in the median overall task completion times (smartphone:
Mdn = 385.981 vs. laptop: Mdn = 379.522 /mi d U = 765, p = .827) and in
the median overall task completion rates (smartphone: Mdn = 7 vs. laptop:
Mdn = 7 | U = 736.500, p = .296). These findings indicate the interaction modality
(smarthphone vs. laptop) had no effect on task performance when executing
knowledge exchange tasks with a cognitive assistant such as CLAICA (3.4.1). In the
same guise, two follow-up independent samples t-tests did not unveil any significant
differences in the average NASA-TLX (smartphone: M = 41.646,SD = 17.420 vs.
laptop: M = 43.859,SD = 12.663 | t (61.410) = −.643, p = .523) and in the average
SUS (smartphone: M = 53.333,SD = 25.663 vs. laptop: M = 51.383,SD = 15.462 |
t (53.994) = .403, p = .688) scores between the two interaction modality groups. These
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findings suggest that interaction modality (smartphone vs. laptop) does not bear
a substantial impact on perceived workload and reported usability when using a
cognitive assistant such as CLAICA to perform knowledge exchange tasks (RQ2.3).

Last but not least, we inquired into if and how interaction modality has
influences UX as reported by our participants using the six dimensions of the
UEQ. However, a series of independent-samples t-tests and Mann-Whitney U tests
displayed no significant differences between the two groups as reflected in the
average and median scores of attractiveness (smartphone: M = .153,SD = 1.121
vs. laptop: M = .206,SD = .880 | t (81) = −.241, p = .810), perspicuity (smartphone:
M = .361,SD = 1.495 vs. laptop: M = .362,SD = 1.029 | t (59.110) = −.002, p = .998),
efficiency (smartphone: M = .542,SD = 1.157 vs. laptop: M = .2766,SD = .973
| t (81) = 1.133, p = .260), dependability (smartphone: M = .333,SD = 1.023 vs.
laptop: M = .372,SD = .832 | t (81) = −.192, p = .849), stimulation (smartphone:
Mdn = 0.250 vs. laptop: Mdn = 0.0 | U = 821, p = .818), and novelty (smartphone:
M =−.208,SD = .992 vs. laptop: M = .234,SD = 1.021 | t (81) =−1.981, p = .051). These
findings show that interaction modality (smartphone vs. laptop) has no effect
on UX when using a cognitive assistant such as CLAICA to perform knowledge
exchange tasks (RQ2.3).

3.5.4. QUALITATIVE INSIGHTS

We conducted a content analysis to create a structured representation of the
comments received from our participants. At the first level, two coding categories
were created: conversational AI perspective and UI perspective. At the second
level, for the conversational AI perspective, text inputs were categorized according
to the main technical components of the assistant which was built using the
Rasa framework; such as NLU component, dialog management component, and
external data bases. Two other categories include the assistant’s functionalities
and UX directly bound to the assistant. Comments related to the UI perspective
were categorized into second-level aspects such as interaction modes, input modes,
accessibility, general UX bound with the UI interactions, and message visualization.
The comments were then further refined through emergent coding, as shown in
Figure 3.14 and 3.15.

We identified 34/148 comments on the limited abilities of the NLU in understanding
divergent phrasing resulting in conversational breakdown (NLU fallback). Four
participants (n = 4) found the applied repair strategy and restart option to recover
from the breakdown ineffective. Five participants (n = 5) wished they could talk
to the assistant by using keywords instead of complete sentences. Participants
expressed interest in the prospect of using CLAICA; One operator excitably asked
“when will it be able available in the app store”(W13) and “the ease of use and quick
access to information are great” (W13). Seven participants (n = 7) voiced concerns
regarding safeguarding the quality of acquired knowledge and how to select the most
appropriate recommendations as the knowledge base grows. Eleven participants
(n = 11) stated that CLAICA might not be realistic or complex enough to be adopted
in the manufacturing use case. One participant (n = 1) said “seemed to work well for
the prescribed tasks on the whole. Hard to relate this to real ‘life on the floor’, where
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Figure 3.14: Results of the content analysis performed on participants’ comments
about the user interface (UI) perspective

presumably numerous kinds of errors (not all related to the machine) might occur.”
(L103) Another participant stated that “operator should fix the issue or contact a
supervisor if they cannot fix it, before they talk with chatbot” (L13).

3.6. DISCUSSION
One of CLAICA’s major strengths is its ability to continuously learn from (expert)
users; however, there are several hurdles that CLAICA must overcome to be effective.
Many of these were raised by the participants; namely, (1) that its knowledge base
was currently too limited, (2) how to ensure (long-term) accuracy, and (3) how to
prevent information overload. As CLAICA can learn, its knowledge base does not
need to be (quasi)complete before introduction; however, it would probably promote
user acceptance if it could provide some level of assistance straight away. Therefore,
we populated it with information about 100 previous problems that were solved by
operators and a few product settings. We considered this sufficient for this user
study; however, we aim to collect more before deploying it on a production line. We
have already introduced a rating and approval mechanism that allows continuous
feedback and flagging of inaccurate information. We may also consider prompting
expert users to review information that CLAICA suspects is outdated (e.g., by its
age or low rating). To tackle information overload, we rank the information in the
knowledge base by several factors (e.g., rating and age) and only display the top



3

64 3. LESSONS LEARNED FROM USER EVALUATIONS OF A COGNITIVE ASSISTANT

Figure 3.15: Results of content analysis performed on participants’ comments about
the conversational AI perspective

three to the users. However, we plan to use similarity algorithms on the knowledge
graph to make this ranking more intelligent, for example, by suggesting knowledge
about similar problems. Based on our experience designing and evaluating CLAICA,
we created a set of design guidelines for future cognitive assistants.

3.6.1. DEPRIORITIZE TRAINING WHEN USERS ARE TECHNOLOGICALLY

ADEPT

The main advantage of conversational agents lies in that user interaction is greatly
facilitated by the use of natural language. That said, we theorized that to perform
knowledge exchange tasks with a cognitive assistant such as CLAICA, prior training
should be necessary to fully realize its potential. However, our results showed that
the trained group found the workload (NASA-TLX) to be higher, usability (SUS) lower,
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and attractiveness, perspicuity, and efficiency UEQ also lower. All other measures
were found to be not significantly different between the trained and untrained
groups. This is remarkable, as providing training for the assistant did not result in
higher overall task completion rates or faster task completion time. Perhaps users
that received training tried to remember what they had seen in the training session.
In turn, this may have resulted in experiencing a higher workload, lower perceived
usability and worse UX than the untrained participants did. Alternatively, the training
may have set their expectations too high and they were disappointed when CLAICA
failed to understand their utterances, resulting in inefficient and unclear exchanges.
Future work is necessary to deep-dive and reliably pinpoint the cause of this effect.

3.6.2. TEST WITH DIVERSE USER GROUPS TO ACCOUNT FOR VESTED

INTEREST

Social desirability is a type of response bias and describes the tendency of
people to present themselves in a generally favorable manner [164]. Typically,
one would assume that the social desirability bias would manifest equally in
the operator and layman participant groups, thus canceling itself out. operators
rated CLAICA’s usability (SUS) and user experience (UEQ) significantly higher than
laymen. This result could be explained by the following factors: First, operators
may (unconsciously) compare CLAICA with systems in their workplace that have
poor usability and UX; second, operators are positively biased toward CLAICA as
it was designed to help them and their colleagues (vested interest); and third,
older operators might be more likely to be impressed by new technology. In
fact, we found a significant correlation between age and SUS scores and there
was a significant difference between the median age of the operators and laymen
group. This may (partially) explain the difference in SUS scores between operators
and laymen. Although there were no significant differences in perceived workload
(NASA-TLX) scores or overall task completion rates, operators took significantly
longer to complete the tasks. Although the operators group had experience with
factory production lines, this clearly did not help them interact more efficiently with
CLAICA. In fact, it appears to be detrimental. Maybe the operators took longer
because they were on average older and had worse digital competencies. These
findings have implications for studies that use laymen to test systems for a specific
group of end-users. Namely, that context expertise did not help the user interact
more efficiently with the assistant, help them complete more tasks, or reduce
workload. However, context expertise positively affected subjective usability and UX.

3.6.3. INTENT SHORTCUTS OVERRIDE INTERACTION MODALITY TYPES

The interaction modality (smartphone or laptop) appeared to not significantly affect
any of the measures. This is unexpected, as the participants who used a laptop to
interact with CLAICA could probably type faster [157], had a larger screen at their
disposal, and in theory should have completed the knowledge exchange tasks faster.
Perhaps the speed-typing advantage on laptops was counteracted by the availability
of auto correct on the participants’ smartphones and, perhaps more importantly, by
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CLAICA’s use of buttons/shortcuts. Alternatively, it is also possible the time required
for the typing did not constitute a significant part of the duration of the task.
Considering that there appears to be no benefit to using a laptop over a smart, we
suggest interacting with cognitive assistants like CLAICA on a smartphone, as many
operators already carry one around in their pocket, and it can be used at whatever
location is relevant to the required cognitive assistance or knowledge sharing.

3.6.4. SALVAGE CONVERSATIONAL BREAKDOWNS AND SUPPORT

SINGLE-WORD INPUT

We grouped the comments of our participant into the following two categories:
Conversational AI and UI. The effectiveness of CLAICA’s NLU was the most prominent
subtopic, for example, how well CLAICA could understand user intents and handle
fallback. This is not surprising considering the challenges AI has in understanding
natural language and the limited training examples (20-50 examples per intent) we
used to train CLAICA. Regarding the divergent phrasing of user utterances, additional
training data (e.g., from this user study) can be used to improve its accuracy. As it is
important to test frequently and early with users, we cannot avoid NLU breakdowns;
however, having a robust fall-back mechanism (e.g., offering the top three intent
predictions) can soften the impact on UX.

Five participants, including factory operators who wanted to have short
interactions, suggested providing a better NLU for keywords (that is, utter a single
word to indicate intent). However, training an NLU model to classify intents purely
based on a keyword may reduce its accuracy if the same keyword could be associated
with several intents. Nevertheless, using keywords for frequently used features may
work well, as we recognize that this is natural for humans and can save time.

3.6.5. USE SUGGESTED RESPONSES TO STREAMLINE INTERACTION

In contexts where users frequently use the same assistant (e.g., at a workplace or
home), it is more reasonable to expect users to learn specific commands to invoke
a feature. Indeed, several participants also mentioned that there was a learning
curve in interacting with CLAICA as fully natural language did not always work.
Nevertheless, many participants were positive about the interactive efficiency they
could achieve once they learnt how to make themselves understood by CLAICA, for
example, through the use of its shortcut buttons or specific phrasing. These buttons
enabled faster responses and gave users hints as to what response was expected
from them. Considering their success, we will continue to implement them and
explore how to make the suggestions more intelligent and informative.

3.6.6. ETHICAL CONSIDERATIONS

The use of a system such as CLAICA raises several ethical concerns. First, we do
not know what the long-term effects of using CLAICA may be. CLAICA can help
share knowledge among operators; however, they can become overly dependent on
its recommendations. Perhaps CLAICA could ask open questions to operators to
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invoke critical thinking. Second, the real-time data that CLAICA uses can be used by
management to infringe on operators’ privacy rights. Therefore, it is important that
managers (or other operators) cannot use CLAICA to track people’s performance or
interactions without their knowledge. As such, guidelines and policies to protect and
respect user privacy and rights, such as data management plans, are fundamental
to Industry 5.0. Finally, it is not clear who owns the knowledge that operators
share with CLAICA. One could claim that the knowledge acquired from the operators
and formalized by CLAICA, becomes company property. In turn, by sharing their
knowledge, operators effectively reduce their (perceived) value. Therefore, it is
important that CLAICA or their employer employs reciprocal strategies. For example,
the factory collaborating with the development of CLAICA has introduced a monetary
reward system for operators who shared the most high-quality knowledge over a
month period.

3.6.7. LIMITATIONS

This study focused on the task performance, usability, and user experience through
several interactions with CLAICA; however, participants did not have to act on the
exchanged information or share their own knowledge. Furthermore, the interactions
were performed in the lab (“in vitro”) as opposed to an actual production line.
Therefore, the results reflect a part of CLAICA’s UX. Assessing the UX of CLAICA “in
vivo” will be the focus of future studies. To keep the duration of the user study
to a reasonable duration (about an hour), we informed test participants that they
could begin completing the survey after spending ten minutes trying to complete
the assigned tasks. Although the vast majority of participants completed the tasks
in less than ten minutes, several participants took longer, including multiple factory
operators (see Figure 3.11). Considering that this affected all groups and that the
sample size for the factory was relatively small (n = 12), we decided not to remove
these data points. We found a correlation between age and SUS. This may partially
explain the difference in SUS for the context expertise dimension; however, we
believe the difference in age between the groups to be indicative of the reality
in factories. That is, many operators are >50 years old and have poorer digital
competencies than many of the younger laymen we recruited for the study. Finally,
we conducted the study in six user trials with two different moderators and en
masse. First, conducting the study in a group setting may affect the results, as
participants may feel pressure to finish faster than their peers or learn from each
other. We tried to minimize this effect by asking participants not to converse with
each other, anonymizing the results, and collecting the task performance measures
automatically so that participants did not have to indicate when they were done.
Second, differences in how the sessions were conducted, such as the wording or
demeanor of the moderators, could also affect the results. We believe we minimized
the effects sufficiently by following a script for the instructions and using the same
slides, task instructions, and video material for the user trials.
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3.7. CONCLUSION
We presented CLAICA, a continuously learning AI cognitive assistant that supports
agile manufacturing operators by exchanging knowledge and providing quick access
to instructional material. CLAICA is the product of a co-design process with factory
operators and the focus of a user study with 83 participants. Our findings contribute
to a deeper understanding of how prior training, context expertise, and interaction
modality affect the user experience of cognitive assistants. Drawing on our findings,
we elicit design and evaluation guidelines for cognitive assistants that support
knowledge exchange in cognitively demanding tasks and challenging environments
(e.g., an agile production line).

In this chapter, we evaluated CLAICA alongside a simulated environment and
text-only interaction, observing the shortcomings of traditional natural language
processing, such as frequent misunderstandings and the inefficiencies of text-only
interaction. To mitigate some of these problems, we will explore the potential of
integrating large language models (LLM) in cognitive assistants in Chapter 4.



4
INTEGRATING LARGE LANGUAGE

MODELS IN COGNITIVE ASSISTANTS

To overcome the understanding limitations of traditional intent-based conversational
AI, such as the cognitive assistant system presented in Chapter 2, we investigated how
to take advantage of recent advances in natural language processing (NLP), namely
large language models (LLM). This chapter introduces a Large Language Model-based
system designed to retrieve information from the extensive knowledge contained in
factory documentation and knowledge shared by expert operators. The system aims to
efficiently answer queries from operators and facilitate the sharing of new knowledge.
We conducted a user study at a factory to assess its potential impact and adoption,
eliciting several perceived benefits, namely, enabling quicker information retrieval and
more efficient resolution of issues. However, the study also highlighted a preference
for learning from a human expert when such an option is available. Furthermore,
we benchmarked several proprietary and open-sourced Large Language Models (LLMs)
for this system. GPT-4, representing a state-of-the-art LLM at the time of writing,
consistently outperformed its counterparts, with open-source models trailing closely,
presenting an attractive option given their data privacy and customization benefits. In
summary, this work offers insights and a system design for factories considering using
LLM tools for knowledge management in factories.

The content of this chapter is derived from the work published in S. Kernan Freire, C. Wang,
M. Foosherian, S. Wellsandt, S. Ruiz-Arenas, and E. Niforatos. “Knowledge sharing in manufacturing
using LLM-powered tools: user study and model benchmarking”. In: Frontiers in Artificial
Intelligence 7 (2024). ISSN: 2624-8212. DOI: 10.3389/frai.2024.1293084.
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4.1. INTRODUCTION
Human-centric manufacturing seeks to harmonize the strengths of humans and
machines, aiming to enhance creativity, human well-being, problem-solving abilities,
and overall productivity within factories [165–167]. Despite these advancements, a
significant challenge persists in effectively managing and utilizing the vast knowledge
generated within these manufacturing environments, such as issue reports and
machine documentation [168]. This knowledge is crucial for optimizing operations,
yet it remains largely untapped due to the difficulties in processing and interpreting
the disconnected, sometimes unstructured, technical information it contains [169].

Traditionally, leveraging this knowledge has been cumbersome, with operators
choosing to use personal smartphones over official procedures [170] and AI unable
to handle the complexity of the data [16]. However, recent Large Language
Models (LLMs) like GPT-4 show promise in addressing these challenges. LLMs can
effectively interpret, summarize, and retrieve information from vast datasets [99]
while concurrently aiding the capture of new knowledge [171]. These capabilities
could significantly support operators in knowledge-intensive tasks, making it easier
to access relevant information, share new knowledge, and make informed decisions
rapidly.

In response to the challenge that factories face in sharing knowledge among
operators, we developed a CA to leverage factory documents and issue analysis
reports to answer operators’ queries. Besides answering queries on existing
documentation, the tool facilitates the analysis and reporting of new issue solutions.
Despite the promising capabilities of LLMs, their application in manufacturing is
not straightforward. The specific, dynamic knowledge required in this domain
poses unique challenges [172]. For instance, a foundational LLM may have limited
utility in a factory setting without significant customization, such as fine-tuning
or incorporating specific context information into its prompts [94]. Additionally,
the practical and socio-technical risks and challenges of deploying LLMs in
such environments remain largely unexplored—factors that are key to successfully
implementing human-centered AI [101]. Concerns include the accuracy of the
information provided, the potential for “hallucinated” answers [173], and the need
for systems that can adapt to the highly specialized and evolving knowledge base of
a specific manufacturing setting [172]. This CA demonstrates the feasibility of using
LLMs to enhance knowledge management in manufacturing settings. To understand
its effectiveness and potential, we conducted a user study in a factory environment,
evaluating the system’s usability, user perceptions, adoption, and impact on factory
operations.

This work also addresses the lack of specific benchmarks for evaluating LLMs
in manufacturing. We benchmarked several LLMs, including both closed and
open-source models, recognizing that the standard benchmarks1 primarily focus on
general knowledge and reasoning. As such, they may not adequately reflect the
challenges of understanding manufacturing-specific terminology and concepts. This
benchmarking focused on their ability to utilize factory-specific documents and

1https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard—last accessed January
20, 2025

https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
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unstructured issue reports to provide factual and complete answers to operators’
queries.

In summary, this chapter explores the intersection of LLM technology and
knowledge management in the manufacturing industry. It discusses the development
and evaluation of an LLM-powered tool designed for manufacturing environments
and presents findings to inform future efforts to use this technology in similar
settings. The contributions of this Chapter can be summarized as follows:

1. We present the system design of an LLM-powered cognitive assistant to acquire
and share knowledge with factory operators.

2. We provide a deeper understanding of the opportunities, challenges, and risks
associated with using LLM-powered cognitive assistants by factory operators.

3. We present a benchmark of LLMs for retrieval augmented generation on
manufacturing content.

4.2. BACKGROUND
In this section, we address the topic of industry 5.0, LLM-powered tools for
knowledge management, benchmarking LLMs, and the research questions informing
this work.

4.2.1. HUMAN-CENTERED MANUFACTURING

Industry 5.0, the latest phase of industrial development, places human beings
at the forefront of manufacturing processes, emphasizing their skills, creativity,
and problem-solving abilities [165]. Human-centered manufacturing in Industry
5.0 focuses on providing a work environment that nurtures individuals’ creativity
and problem-solving capabilities [174]. It encourages workers to think critically,
innovate, and continuously learn. With machines handling repetitive and mundane
tasks, human workers can dedicate their time and energy to more complex and
intellectually stimulating activities. This shift could enhance job satisfaction and
promote personal and professional growth, as workers could acquire new skills and
engage in higher-level decision-making [165, 175]. Emphasis on human-machine
collaboration and the continuous emergence and refinement of technology increases
the need for adequate human-computer interaction [176]. One of the approaches to
address this topic is using conversational AI to assist humans in manufacturing [177].

4.2.2. LLM-POWERED KNOWLEDGE MANAGEMENT TOOLS

Training Large Language Models (LLMs) on numerous, diverse texts results in the
embedding of extensive knowledge [88]. LLMs can also adeptly interpret complex
information [87], general reasoning [89], and aiding knowledge-intensive decision-
making. Consequently, researchers have been exploring applying LLM-powered tools
in domain-specific tasks [178–180].

Despite their potential benefits, the responses generated by LLMs may have two
potential issues: (1) outdated information originating from the model’s training
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date, and (2) inaccuracies in factual representation, known as “hallucination” [88,
95]. To address these challenges and leverage the capabilities of LLMs in
domain-specific knowledge-intensive tasks, several techniques can be used, such
as chain-of-thought [181], few-shot prompting [97, 98], and retrieval augmented
generation [99].

Using few-shot prompting to retrieve information across diverse topics, Semnani
et al. [182] introduced an open-domain LLM-powered chatbot called WikiChat.
WikiChat utilizes a 7-stage pipeline of few-shot prompted LLM that suggests
facts verified against Wikipedia, retrieves additional up-to-date information, and
generates coherent responses. They used a hybrid human-and-LLM method to
evaluate the chatbot on different topics for factuality, alignment with real-worth
truths and verifiable facts, and conversationality. This compound metric scores
how informational, natural, non-repetitive, and temporally correct the response
is. Their solution significantly outperforms GPT-3.5 in factuality, with an average
improvement of 24.4% while staying on par in conversationality. Others have explored
the capabilities of LLMs in domain-specific tasks such as extracting structured
data from unstructured healthcare texts [183], providing medical advice [184],
simplifying radiology reports [185], Legal Judgement Prediction from multilingual
legal documents [186], and scientific writing [187].

Researchers are cautiously investigating the applications of LLMs in manufacturing.
Xia et al. [93] demonstrated how using in-context learning and injecting task-specific
knowledge into an LLM can streamline intelligent planning and control of production
processes. Mercedes-Benz [92] used ChatGPT to enhance quality management
and process optimization in vehicle production. Wang et al. [94] conducted a
systematic test of ChatGPT’s responses to 100 questions from course materials and
industrial documents. They used a zero-shot method and examined the responses’
correctness, relevance, clarity, and comparability. Their results suggested areas for
improvement, including low scores when responding to critical analysis questions,
occasional non-factual or out-of-manufacturing scope responses, and dependency
on query quality. Although Wang et al. [94] provides a comprehensive review of
ChatGPT’s abilities to answer questions related to manufacturing; it did not include
the injection of task-specific knowledge into the prompts.

To improve the performance of an LLM for domain-specific tasks, relevant context
information can be automatically injected along with a question prompt. This
technique, known as Retrieval Augmented Generation (RAG), involves searching a
corpus for information relevant to the user’s query and inserting it into a query
template before sending it to the LLM [99]. Using RAG also enables further
transparency and explainability of the LLM’s response. Namely, users can check
the referenced documents to verify the LLM’s response. Factories will likely have
a large corpus of knowledge available in natural language, such as standard work
instructions or machine manuals. Furthermore, factory workers continually add to
the pool of available knowledge through (issue) reports. Until recently, these reports
were considered unusable by AI natural language processing due to quality issues
such as poorly structured text, inconsistent terminology, or incompleteness [16].
However, the leap in natural language understanding that LLMs, such as ChatGPT,
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have brought about can overcome these issues.

4.2.3. EVALUATING LARGE LANGUAGE MODELS

Large Language Model evaluation requires the definition of evaluation criteria,
metrics, and datasets associated with the system’s main tasks. There are two types
of LLM evaluations: intrinsic and extrinsic evaluation. Intrinsic evaluation focuses
on the internal properties of a Language Model [188]. It means the patterns and
language structures learned during the pre-training phase. Extrinsic evaluation
focuses on the model’s performance in downstream tasks, i.e., in the execution of
specific tasks that make use of the linguistic knowledge gained upstream, like code
completion [189]. Despite extrinsic evaluation being computationally expensive, only
conducting intrinsic evaluation is not comprehensive, as it only tests the LLMs
capability for memorization [190]. We will focus on extrinsic evaluation as we are
primarily interested in the performance of LLM-based tools for specific real-world
tasks.

Extrinsic evaluation implies assessing the systems’s performance in tasks such
as question answering, translation, reading comprehension, and text classification,
among others [191]. Existing benchmarks such as HellaSwag [192], TriviaQA [193],
and MMLU [194], among others, are widely reported in the literature for
comparing language models. Likewise, domain-specific Benchmarks for tasks such
as medical [195], fairness evaluation [180], finance [196], robot policies [197], and
3D printing code generation [198] can also be found. Experts also evaluate the
performance of large-language models (LLMs) in specific downstream tasks, such as
using physicians to evaluate the output of medical specific LLMs [195].

LLM benchmarks range from specific downstream tasks to general language
tasks. However, to our knowledge, LLM models have not been benchmarked for
answering questions in the manufacturing domain based on context material, a
technique known as Retrieval Augmented Generation [99]. Material such as machine
documentation, standard work instructions, or issue reports will contain domain
jargon and technical information that LLMs may struggle to process. Furthermore,
the text in an issue report may pose additional challenges due to abbreviations, poor
grammar, and formatting [16]. Therefore, as part of this work, we benchmarked
several LLM models on their ability to answer questions based on factory manuals
and unstructured issue reports. Furthermore, we conducted a user study with factory
operators and managers to assess the potential benefits, risks, and challenges. We
defined the following dissertation research question, “What are the implications
of using LLM-based conversational AI for knowledge sharing among factory
operators?” (RQ3), which can be broken down into the following research questions:

RQ3.1 What are the perceived benefits, challenges, and risks of using Large Language
Models for information retrieval and knowledge sharing for factory operators?

RQ3.2 How do Large Language Models compare in performance when answering
factory operators’ queries based on factory documentation and unstructured
issue reports? We consider performance as the factuality, completeness,
hallucinations, and conciseness of the generated response.
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4.3. LLM-BASED SYSTEM FOR INFORMATION RETRIEVAL

AND KNOWLEDGE SHARING IN FACTORIES

We built a fully functional system to assess the potential of using LLMs for
information retrieval and knowledge sharing for factory operators. Benefiting from
LLMs’ in-context learning capabilities, we use this to supply an LLM with information
in the form of factory manuals, and issue reports relevant to the user’s question, a
technique known as Retrieval Augmented Generation (RAG) [99], see Figure 4.12. As
noted by [89], training LLMs using a prompt packed with query-related information
can yield substantial performance enhancement. Users can ask questions in the chat
box by typing or using voice input. The response is displayed at the top of the page,
and the document chunks used for the answer can be checked at the bottom (see
Figure 4.2).

Figure 4.1: The steps of Retrieval Augmented Generation (RAG) from user query to
response

TOOL DEPENDENCIES

The tool was constructed utilizing two innovative technologies—Gradio [199] and
LlamaIndex3. Gradio, a tool developed by Abid et al. [199], serves as the backbone
for both our front and back ends. Primarily used to simplify the development and

2The system presented here is registered at the TU Delft patent department as eIDF 2023E00075 NL
3https://www.llamaindex.ai/—last accessed January 20, 2025

https://www.llamaindex.ai/
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Figure 4.2: The main chat interface. The “relevant document sections” part is blurred
for confidentiality as it shows the title of a company’s document and its
content.

distribution of machine learning applications, Gradio allows the quick creation of
intuitive, user-friendly web interfaces for machine learning models.

Additionally, we use LlamaIndex, created by [200], for retrieving the context
material in response to the user queries and handling the queries to the LLM.
LlamaIndex, initially known as GPT Index, is a cutting-edge data framework designed
for the efficient handling and accessibility of private or domain-specific data in LLMs
applications.

Since the factory documents can be long, they may overflow the LLM’s context
window or result in unnecessary computational demand. To overcome this, we
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segment the materials into manageable chunks, each comprising approximately 400
tokens. This method effectively incorporates the materials into the LLM prompt
without compromising the conversation flow. Following the segmentation, each
document chunk is processed through LlamaIndex using the OpenAI Embedding
API4. Utilizing the “text-embedding-ada-002” model, LlamaIndex transforms each
chunk into a corresponding embedding vector. These resulting vectors are then
securely stored, ready for future retrieval and use.

KNOWLEDGE BASE CONSTRUCTION

Our experiment incorporates two distinct types of domain-specific data: factory
manuals and shared knowledge from factory workers. Factory manuals outline
information on machine operation, safety protocols, quality assurance, and more.
These resources, provided by factory management teams, initialize the knowledge
base for each specific factory. The materials come in various formats, including PDF,
Word, and CSV files.

In addition to the factory manuals, we integrate issue analysis reports from factory
workers. This information is gathered from the production line, utilizing the 5-why
process, an iterative root-cause analysis technique [201] (see Figure 4.3). The 5-why
technique probes into cause-and-effect relationships underlying specific problems by
repeatedly asking “why?” until the root cause is revealed, typically by the fifth query.
This process enables us to gather real-world issues encountered on production lines,
which may not be covered in the factory manuals. Upon entering all required
information, including one or more “whys”, the operator presses “check”, triggering
a prompt to the LLM that performs a logical check of the entered information and
checks for inconsistencies with previously reported information. The operator can
revise the entered information and submit it as is. Then, the submitted report will be
added to a queue for expert operators to check before it is added to the knowledge
base.

PROMPT CONSTRUCTION

To retrieve the document data relevant to specific user queries, we employ the same
embedding model, “text-embedding-ada-002” to generate vector representations
of these queries. By leveraging the similarity calculation algorithm provided
by LlamaIndex, we can identify and retrieve the top-K most similar segmented
document snippets related to the user query. This allows us to construct pertinent
LLM queries. Once the snippets are retrieved, they are synthesized into the query
template based on those used by LlamaIndex5 as shown in Figure 4.4.

However, considering our data originates from two distinct sources—factory
manuals and shared problem solving knowledge—we have decided to segregate
these into two separate LLM queries. This approach is designed to prevent potential
user confusion from combining data from both sources into a single query.

4https://api.openai.com/v1/embeddings—last accessed January 20, 2025
5https://docs.llamaindex.ai—last accessed January 20, 2025

https://api.openai.com/v1/embeddings
https://docs.llamaindex.ai
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Figure 4.3: The issue analysis interface for describing a problem, root-cause and
solution. When the operator clicks on ‘Check’, we use an LLM prompt to
check the logic of the entered information and check for consistency with
existing knowledge.

4.4. USER STUDY IN THE FIELD

We conducted a user study on the system to uncover perceived benefits, usability
issues, risks, and barriers to adoption. The study comprised three tasks: to ask the
system several questions as if they were operators, to fill in a “yellow tag” (issue
analysis report) based on a recent issue and request a logical check, and finally, to



4

78 4. INTEGRATING LARGE LANGUAGE MODELS IN COGNITIVE ASSISTANTS

You are an assistant that assists detergent production line
operators with decision support and advice based on a knowledge

base of standard operating procedures , single point lessons (
SPL), etc. We have provided context information below from
relevant documents and reports .

------------------------------------------------------------
[ Retrieved Document Snippets ]

------------------------------------------------------------

Given this information , please answer the following question :
[Query]

If the provided context does not include relevant information
to answer the question , please do not respond .

Figure 4.4: Retrieval augmented generation prompt template.

upload new documents to the system. After each task, they were asked to provide
feedback. Then, after completing all tasks, the participants were posed several
open questions about the system’s benefits, risks, and barriers to adoption. Finally,
demographic information, such as age, gender, and role, was requested.

4.4.1. PARTICIPANTS

We recruited N = 9 participants from a detergent factory, of which n = 4 were
managers (P1-4), and n = 5 were operators (P5-9). Of the nine participants, n = 3
were women, and n = 6 were men. Participant age was distributed over three
brackets, namely n = 2 were 30-39, n = 4 were 40-49, and n = 3 were 50-59.

4.4.2. QUALITATIVE ANALYSIS

An inductive thematic analysis [202] of the answers to the open questions resulted
in six themes discussed below.

• Usability The theme of usability underlines the system’s ease of use and the
need for clear instructions. Users mentioned the necessity for a “user-friendly”
(P2) interface and highlighted the importance of having “more instructions and
more details need to be loaded” (P1) to avoid confusion. This indicates a desire
for intuitive navigation that could enable workers to use the system effectively
without extensive training or referencing external help. The feedback suggests
that the system already works well, as reflected in statements like “Easy-to-use
system” (P3) and the system “works well” (P7).

• Access to information Users appreciated the “ease of having information at
hand” (P1), facilitating immediate access to necessary documents. However,
there is a clear call for improvements, such as the ability to “Include the
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possibility of opening IO, SPL, etc. in .pdf format for consultation” (P3). This
theme is supported by requests for direct links to full documents, suggesting
that while “the list of relevant documents from which information is taken
is excellent” (P4), the ability to dive deeper into full documents would
significantly enhance the user experience.

• Efficiency Users value the “greater speed in carrying out some small tasks”
(P3). However, there are concerns about the system’s efficiency when it does
not have the answer, leading to “wasting time looking for a solution to a
problem in case it is not reported in the system’s history” (P3). Statements
like “quick in responses” (P3) contrast with the need for questions to be “too
specific to have a reliable answer” (P7), indicating tension between the desire
for quick solutions and the system’s limitations.

• Adoption Users highlight several factors affecting adopting the new system. It
includes challenges such as “awareness and training of operators [might hinder
adoption]” (P3) and the need for “acceptance by all employees” (P4), which
indicates that the system’s success is contingent on widespread user buy-in.
The generational divide is also noted: “That older operators use it [on what
may hinder adoption]” (P7) suggests that demographic factors may influence
the acceptance of new technology.

• Safety Users express apprehension that “if the responses are not adequate,
you risk safety” (P1), emphasizing the critical nature of reliable information in
a factory setting. Moreover, the demand for updated and specific information
underlines the importance of the system’s content being current and detailed
to maintain operational safety standards, as stated by P9: “If it is updated and
specific, it can help me”.

• Traditional versus Novel There is a noticeable preference for established
practices among some users. For instance, “It’s faster and easier to ask an
expert colleague working near me rather than [the system]” (P8) captures
the reliance on human expertise over the assistant system. This tension is
further demonstrated by the sentiment that “Operators may benefit more from
traditional information retrieval systems” (P9), suggesting a level of skepticism
or comfort with the status quo that the new system needs to overcome.

4.5. LARGE LANGUAGE MODEL BENCHMARKING
In our benchmarking experiment, we evaluated various proprietary and open-source
LLMs, including OpenAI’s ChatGPT (GPT-3.5 and GPT-4 from July 20th, 2023),
Guanaco 65B and 35B variants [203] based on Meta’s Llama (Large Language Model
Meta AI) [204], Mixtral 8x7b [205], Llama 2 [206], and one of its derivatives,
StableBeluga2 [207]. This selection represents the state-of-the-art closed-sourced
models (e.g., GPT-4) and open-source models (e.g., Llama 2). We included the
(outdated) Guanaco models to demonstrate the improvements in the open-source
sphere from March 2023 to July 2023.
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We used a web UI for LLMs6 to load and test the Mixtral 8x7B, Guanaco models,
and the StableBeluga2. The models were loaded on a pair of Nvidia A6000s with
NVlink and a total Video Random Access Memory (VRAM) capacity of 96 GB. The
65B model was run in 8-bit mode to fit in the available VRAM. We used the
llama-precise parameter preset and fixed zero seed for reproducibility. Llama 2 was
evaluated using the demo on huggingface7.

To rigorously assess the models, we prepared 20 questions of varying complexity
based on two types of context material: formal operating material and informal
issue reports. The model prompt was constructed using the above template (4.4).
Ultimately, the difficulty of a question is a combination of the question’s complexity
and the clarity of the source material. Simple questions include retrieving a single
piece of information clearly stated in the context material, for example, “At what
temperature is relubrication necessary for the OKS 4220 grease?”. Conversely, difficult
questions require more reasoning or comprise multiple parts, for example, “What
should I do if the central turntable is overloaded?” which has a nuanced answer
dependent on several factors not clearly articulated in the context material.

In addition to measuring response length in words, we defined several metrics to
qualitatively score the responses to measure their utility for factory operators, similar
to prior work that evaluated a medical LLM [195] and general knowledge [182].
These metrics are factuality, completeness, and hallucinations, as defined below:

• Factuality: Responses align with the facts in the context material.

• Completeness: Responses contain all the information relevant to the question
in the context material.

• Hallucinations: Response appears grammatically and semantically coherent
but is not based on the context material.

The following scoring protocol is applied: one is awarded for a completely
factual, complete, or hallucinated response. In contrast, a score of 0.5 is awarded
for a slightly nonfactual, incomplete, or hallucinated response (e.g., the response
includes four out of the five correct steps). Otherwise, a score of zero is
awarded. Therefore, wrong answers are penalized heavily. If the model responds
by saying it cannot answer the question and does not make any attempt to do
so, it is scored zero for factuality and completeness, but no score is given for
hallucination. As such, the final score for hallucination is calculated as follows:
corrected score = score

20−number of unanswered questions ×100
As shown in Figure 4.5 and Table 4.1, GPT-4 outperforms other models regarding

factuality, completeness, and lack of hallucinations but is closely followed by
StableBeluga2 and GPT-3.5. The Guanaco models, based on Llama 1, perform
significantly worse. The conciseness of the responses showed a similar pattern,
except that StableBeluga2 produced the shortest answers (58 words), followed closely
by Mixtral 8x7B (66 words) and GPT-4 (69 words).

6https://github.com/oobabooga/text-generation-webui/tree/main—last accessed January 20,
2025

7https://huggingface.co/meta-llama/Llama-2-70b-chat-hf—last accessed January 20, 2025

https://github.com/oobabooga/text-generation-webui/tree/main
https://huggingface.co/meta-llama/Llama-2-70b-chat-hf
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Table 4.1: Model Benchmarking Scores (out of 100) and Average Response Length

Model Factuality Completeness Hallucinations Words
GPT-4 97.5 95 0 69
StableBeluga2 95 92.5 7.5 58
Mixtral 8x7B 92.5 92.5 2.5 66
GPT-3.5 90 90 5 89
Llama 2 77.5 82.5 13 128
Guanaco 65B 55 39.5 65 131
Guanaco 33b 27.5 27.5 65.6 190
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Figure 4.5: Benchmark of seven LLMs for generating answers based on factory
materials.

4.6. DISCUSSION

4.6.1. GPT-4 IS THE BEST BUT OPEN-SOURCE MODELS FOLLOW

CLOSELY

GPT-4 performs best across all measures but is closely followed by StableBeluga2,
Mixtral 8x7B, and GPT-3.5. Compared to GPT-4, the cost per input token for
GPT-3.5 is significantly lower8. However, the higher costs of GPT-4 are partially
counteracted by the shorter response length. GPT-3.5 (and Llama 2) tended to be

8https://openai.com/pricing#language-models—last accessed January 20, 2025

https://openai.com/pricing#language-models
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wordier and include additional details that were not directly requested, whereas
GPT-4, StableBeluga2, and Mixtral 8x7B generated more concise responses.

The latest generation of open-source models, such as Mixtral 8x7B and Llama
2 variants, such as StableBeluga2, demonstrates a clear jump forward relative to
their predecessors based on Llama-1, which were more prone to hallucinations and
exhibited poorer reasoning abilities over the context material. While open-source
models like StableBeluga2 and Mixtral 8x7B do not score as high as GPT-4, they
ensure better data security, privacy, and customization if hosted locally. This can be
a crucial consideration for companies with sensitive data or unique needs.

4.6.2. THE TOOL IS BENEFICIAL BUT INFERIOR TO HUMAN EXPERTS

Users appreciate the system’s functionality and see it as a tool for modernizing
factory operations and speeding up operations. They are keen on improvements to
be made for better user experience and utility, especially in the areas of content,
feature enhancements, and user training. However, they express concerns about
potential safety risks and the efficacy of information retrieval compared to consulting
expert personnel. While these concerns are understandable, the tool was not
designed to replace human-human interactions; instead, it can be used when no
human experts are present or when they do not know or remember how to solve a
specific issue. This would come into play during the night shift at the factory where
we conducted the user study as a single operator operates a production line, leaving
limited options for eliciting help from others.

4.6.3. LIMITATIONS

We used the same prompt for all LLMs; however, it is possible that some of the
LLMs would perform better with a prompt template developed explicitly for it.
Furthermore, we matched the settings of the LLMs (e.g., temperature) as closely as
possible across all the tested models; however, the same settings across model types
were not completely equivalent, and in the case of Llama 2, we did not have access
to the presets as we did not host it locally.

The study’s design did not include a real-world evaluation involving end users
operating the production line, as this was considered too risky for our industry
partner. Such an environment might present unique challenges and considerations
not addressed in this research, such as time pressure. However, by involving
operators and managers and instructing them to pose several questions based on
their actual work experience, we could still evaluate the system and collect valid
feedback.

Our benchmarking procedure involved 20 questions, and a singular coder assessed
the responses. This introduces the potential for bias, and the limited number of
questions may not cover the full spectrum of complexities in real-world scenarios.
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4.7. CONCLUSION
This work was driven by the need to overcome the limitations of traditional
intent-based conversational AI systems in managing the vast and often unstructured
knowledge within manufacturing environments. By leveraging recent advances in
large language models (LLMs), we aimed to create a system that efficiently supports
operators in their knowledge-intensive tasks, enhancing overall productivity and
decision-making.

The results demonstrated GPT-4’s superior performance over other models
regarding factuality, completeness, and minimal hallucinations. Interestingly,
open-source models like StableBeluga2 and Mixtral 8x7B followed close behind.
Additionally, the user study highlighted the system’s user-friendliness, speed, and
logical functionality. However, improvements in the user interface and content
specificity were suggested, along with potential new features. Benefits included
modernizing factory operations and speeding up certain tasks, though concerns
about safety, efficiency, and inferiority to asking human experts were raised. In
the following chapter, we explore these concerns and benefits in more depth while
highlighting the differing perspectives of operators and their managers.





5
FACTORY OPERATOR PERCEPTIONS

OF COGNITIVE ASSISTANTS

In Chapter 4, we evaluated an LLM-powered cognitive assistant (CA) in a factory,
receiving both positive feedback and areas of concern from factory personnel. In the
studies presented in Chapter 2, 3 and 4, we have observed tensions between operators
and management regarding the need for CA, how they should be deployed, and their
potential impact in the real world. In this chapter, we investigate these topics, paying
close attention to the differences between the operator and manager perspectives.
Thus, this chapter addresses the gap in the literature regarding the factory operator’s
perspective on deploying AI-powered knowledge management systems in factories.

Our investigation, which spans over two years and four variations of CAs, examined
their usability and effectiveness in real world and lab settings. While we focused on
evaluating with factory operators—who are responsible for setting up, operating, and
fixing complex production systems—we also involved other stakeholders, including
managers and maintenance technicians. Based on the qualitative feedback we
collected during the deployments of CAs at two factories, we conducted a thematic
analysis to investigate the perceptions, challenges, and overall impact on factory
operation work and knowledge sharing. Therefore, this chapter presents a summative
and longitudinal study providing comprehensive insights gathered over multiple years.

Our results indicate that while CAs have the potential to significantly improve
efficiency through knowledge sharing and quicker resolution of production issues, they
also introduce concerns around workplace surveillance, the types of knowledge that
can be shared, and shortcomings compared to human-to-human knowledge sharing.

This chapter is based on a manuscript currently under review: S. Kernan Freire, T. He, C. Wang,
E. Niforatos, and A. Bozzon. “Operators’ Perspectives on Conversational AI for Knowledge Sharing:
Challenges, Risks and Impact on Work”. Submitted: International Journal of Human-Computer
Interaction.
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5.1. INTRODUCTION
Recent advances in Natural Language Processing (NLP), such as Large Language
Models (LLM) like GPT-4 [208], have drastically increased the potential of cognitive
assistants (CA) to support knowledge-intensive work. A foundational LLM can offer
various functions, such as answering general knowledge questions, refining text,
and checking logic. Additionally, the information contained in the base models
can be extended by providing it with context material, a process called Retrieval
Augmented Generation (RAG) [99]. LLMs are capable of more sophisticated, flexible,
and human-like reasoning than previously possible with AI. These attributes could
help overcome issues with agential AI during work support, such as not considering
the social and context aspects of knowledge sharing [80, 101].

Recent technological advances, such as significantly improved natural language
understanding (NLU) and AI reasoning demonstrated by LLMs (e.g., GPT-4 [208]),
have enabled the development of more intelligent cognitive assistants (CA). However,
their application in factories is in its infancy. Working on a production line can
be noisy, high-stakes, and dynamic. As such, it is a challenging environment
to introduce CAs, as shown by the challenges other digital technologies have
faced (e.g., Augmented Reality) [209]. Prior work has explored the barriers and
challenges associated with making the step toward smart manufacturing in general
(e.g., [210–212]), but not CAs for knowledge sharing on the shop floor, nor thorough
real-world deployments integrating the latest technology advancements such as
LLMs. This chapter addresses this gap.

Over a period of two years, we deployed CAs in four phases, ranging from
technology probes simulated by researchers to voice assistants connected to a live
production line to LLM-powered chatbots. Using feedback from system evaluations
and responses from semi-structured interviews, we present findings from a hybrid
deductive/inductive thematic analysis of operators’ and management’s perceptions
of CAs conducted at two factories. Fortunately, unlike prior work [213], we could
evaluate our prototypes and interview many operators without managers present.
As such, this work explores the socio-technical and practical factors surrounding
deploying CA systems in the factory context from both the operator’s and managers’
perspectives, leading to the following dissertation research question: What are
factory operators’ and management perceptions of the impact, and socio-technical
risks and challenges of using CAs for knowledge sharing? (RQ4).

Through our investigation, we aim to contribute a better understanding of
cognitive assistant deployment in manufacturing, providing a foundation for the
design and implementation of future conversational AI knowledge sharing tools that
are both effective and sensitive to the socio-technical context of operating complex
systems in factories. Our contributions can be summarized as follows:

1. We provide a deeper understanding of the opportunities, challenges, and risks
associated with using (LLM-powered) cognitive assistants by factory operators
from both operator and management perspectives.

2. We provide a deeper understanding of the tensions between factory operators
and management regarding technology-facilitated knowledge sharing.
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3. We present design guidelines for effective (LLM-powered) cognitive assistants
in manufacturing settings.

5.2. BACKGROUND AND RELATED WORK
This section provides an overview of current research in Knowledge Management
(KM) in manufacturing and the utilization of technology, specifically cognitive
assistants, to enhance knowledge sharing in organizational settings. It discusses the
challenges and advancements in KM practices, the significant role of technological
interventions in facilitating knowledge acquisition, dissemination, and application,
and the socio-technical aspects that influence implementing these systems in
manufacturing environments.

5.2.1. TECHNOLOGY FOR KNOWLEDGE MANAGEMENT

Organizational knowledge management (KM) involves leveraging the knowledge of
employees, customers, and suppliers [7]. This entails processes to acquire, manage,
and share knowledge within an organization to achieve a competitive advantage [8].
In practice, the core tenet of KM is to save information, we might need it later [40].
For this work, cognitive assistants were deployed to support knowledge sharing
between factory operators.

Successful technology use for a KMS is demonstrated in Xerox’s Eureka project
from the 1980s [53]. They developed a remotely accessible system to store and
retrieve service call reports from their customer service engineers [53], saving the
corporation $100 million [52]. Xerox’s EUREKA development team involved the
customer service engineers throughout the development process, inspiring local
“champions” to push for change, resulting in a shift in corporate culture. This echoes
factors that have been found to lead to successful KM initiatives, such as identifying
a distinct group with a particular need for knowledge [214], a well-defined and
committed approach to knowledge management [215], along with the backing of
top management and the necessary technical and organizational frameworks [216].
As such, KM requires a concerted effort, supported by technology, and is deeply
intertwined with social factors.

While Eureka was an early example of an online knowledge base, expert systems
were the first widely used AI systems to reason over a knowledge base to support
human decision-making. Using AI assistants for KM has progressed significantly
from early expert systems in the 1970s, such as Dendral [217] and MYCIN [218],
which were designed to answer questions in specific domains based on rules defined
by domain experts. In recent years, the improvements in natural language processing
and deep learning have given rise to more sophisticated AI assistants, such as IBM’s
Watson [219] and systems using LLMs (e.g., GPT-4 [208]). These AI-powered systems
can handle a wide range of tasks by understanding and generating human-like text.

Foundational LLMs do not contain context-specific knowledge—for example,
how to fix a machine in a specific factory—they possess extensive general
knowledge and reasoning abilities [88], enabling them to excel in processing
complex information [87], generate insights and reasoning [89]. While an LLM
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can be trained from the ground up for a specific domain, such as medicine,
this is typically cost-prohibitive for individual organizations. Even so, using a
domain-specific LLM would have two key challenges: (1) reliance on outdated
information from their pre-training data, and (2) potential inaccuracies in factual
content, a phenomenon termed “hallucination” [88, 95]. To mitigate these issues and
maximize the utility of LLMs in specialized, knowledge-intensive tasks, techniques
such as fine-tuning, chain-of-thought [96] few-shot prompting [97, 98], and retrieval
augmented generation (RAG) [99] can be adopted. RAG involves retrieving relevant
information from a knowledge base before generating an appropriate response for a
human. RAG is an efficient way to harness the advanced NLP and reasoning abilities
of LLMs to answer people’s questions on domain-specific topics without needing to
train a new model from scratch. Furthermore, the availability of source material—the
information retrieved from the knowledge base—improves transparency and enables
fact-checking. As such, foundational LLMs used in conjunction with knowledge
bases hold significant potential to enhance organizational KM.

5.2.2. AI ASSISTANTS FOR FACTORY OPERATORS

Recent technological advancements, particularly in natural language processing
(NLP), has driven research into AI assistants for factory operators. These systems
aim to enhance decision-making, operational efficiency, and training [19, 27, 56–61].
Despite the initial lack of focus on social and human aspects [27], the Industry
5.0 paradigm has brought human well-being to the forefront [220, 221]. Factory AI
assistants are part of a socio-technical system that includes the operator, their tasks,
and the enabling technology [62]. These assistants aid in problem-solving, machine
setup, information retrieval, remote control, decision support, and knowledge
sharing, often through conversational AI interfaces [60, 63–65]. Integration with
factory systems like control and monitoring systems, scheduling systems, and sensors
enhance their capabilities, with some employing machine learning for predictive
maintenance [66] and NLP for knowledge extraction [67]. However, the knowledge
bases informing these assistants are typically static, defined by domain experts [19,
21, 68, 69], with limited live data usage focused on presenting production status
and performing basic reasoning [20, 70–73]. Examples include AI assistants for
operator training [19], smartwatches for error notifications [73], and VR-enabled
consultation systems [21]. While these systems effectively deliver knowledge and
present information, they often overlook acquiring knowledge from operators.

5.2.3. COGNITIVE ASSISTANTS: ACQUIRING AND SHARING HUMAN

KNOWLEDGE

In the context of this dissertation, cognitive assistants are an advanced type of AI
assistant that interacts conversationally to acquire knowledge from humans, share
it with other humans, and support its application. Cognition refers to the mental
processes of acquiring and comprehending knowledge [74], which the CA aims to
support. To do so effectively, a CA relies on several technologies, including dialogue
management, NLP, context awareness, databases, and ontologies. While deploying
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CAs at a production line appears novel, we discuss notable works that evaluated
(parts of) the underlying technologies and techniques in the following sections.

Acquiring knowledge using conversational AI and/or mobile devices has been
explored and shown to be promising. For example, Fenoglio et al. [75] introduced a
role-playing game involving virtual agents, human experts, and knowledge engineers
to refine knowledge graphs that were algorithmically generated. The authors
raised several important ethical concerns regarding the processing of personally
identifying data, electing to avoid audio and video recordings, and other concerns
regarding misuse of employee tracking. Other examples outside of manufacturing
demonstrated the successful use of conversational AI to crowdsource knowledge
acquisition, namely, a game to elicit knowledge from crowdworkers Balayn et al.
[76] and a context-aware chatbot that simultaneously fulfills information needs
while acquiring new knowledge [77]. A key consideration for these systems is
ensuring the quality of acquired knowledge, thus employing rating or validation
mechanisms. Although these conversational AI systems were not been deployed in a
live production environment, they demonstrate the potential of using conversational
interactions as an efficient means to acquire knowledge.

The system presented by Hannola et al. [27] is closely related to our systems,
except for the lack of conversational AI. It comprises a mobile application to take
notes and videos of solutions to production line problems, enabling others to learn
from newly created knowledge [27]. While most operators liked the system, there
were exceptions, citing feelings of being controlled, lack of available knowledge,
and difficulties typing reports. The authors concluded that documenting solutions
immediately on the shop floor was ideal, noting the importance of minimizing the
documentation workload. Additionally, the original knowledge contributor is openly
credited so that operators can consider this in their decision making process or
initiate a conversation regarding the solution. Overall, the operators believed the
system helped increase performance and the quality of their work, indicating the
potential of supporting knowledge sharing through mobile devices on the shop floor.

5.2.4. SOCIO-TECHNICAL CHALLENGES

While many KMS have been deployed in manufacturing, the human potential for
knowledge sharing and the associated social factors have been largely overlooked [27].
Work in factories is affected by social and organization factors rather than purely
technical, deterministic activities [78, 222]. While it is clear that digital tools
can facilitate knowledge sharing among users, for example, by enabling factory
operators to post comments under existing work instructions to facilitate discussion
about best practices [79], these tools can have many unforeseen social effects
and barriers. For example, introducing relatively simple tools, such as a machine
repair ticketing system, can shift the balance of control towards or away from
operators depending on who is given privileges to create, view, and modify
tickets [78]. Furthermore, operators omitted their valuable informal knowledge when
asked to create learning material collaboratively in favor of the standard working
procedures [223]. Additionally, requiring operators to use smartphones to document
their work can be perceived as controlling [27]. Thus, these factors emphasize the
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importance of considering social factors when introducing new digital knowledge
sharing practices, which are generally overlooked when designing AI assistant
systems [80].

To tackle the complex social challenges discussed above, it is crucial to look
beyond the technical aspects when developing AI tools for knowledge sharing.
Although not social in nature, considering human-computer interaction factors such
as avoiding information overload and ensuring the information needs are met on
an individual level are also key [5]. Indeed, recent work on assistance systems
for sharing tacit knowledge in factories that had focused on technological aspects
emphasized the importance of comprehensively evaluating the social, psychological,
and organizational implications [58]. The crucial importance of socio-technical
factors is what motivated us to holistically reflect on the feedback we received from
operators and managers while deploying cognitive assistants, culminating in this
longitudinal study.

5.3. REAL-WORLD CASE STUDIES IN FACTORIES

5.3.1. APPROACH AND CONTEXT

We conducted a hybrid deductive/inductive thematic analysis of 251 comments
collected from operators and factory management over two years of CA evaluations
at two factories in two European countries. The factories manufactured detergents
on production lines that could rapidly switch between over a hundred detergent
types depending on customer demand. The factories operated 24/7 with three
eight-hour shifts per day, and each production line was typically manned by two
operators. The operators reconfigure, operate, and resolve issues with the production
lines, all knowledge-intensive tasks, especially considering the frequent production
and quality issues. We evaluated four CAs of varying levels of sophistication
and functionality, from technology probes simulated by researchers to CA systems
connected to a live production line, allowing us to explore many facets of the
operators’s experiences. This research was approved by the factory workers’ councils
and our institution’s human research ethics committee.

5.3.2. SYSTEMS, PROTOCOLS, AND PARTICIPANTS

The development of the CAs used in this study was initiated according to objectives
set by the factory management: to increase production performance and reduce
training time by supporting (tacit) knowledge sharing amongst operators and
training operators to follow standardized procedures. The factory management had
observed significant disparities between operator shift performance, poor adherence
to standard working procedures, and inefficient human-human knowledge sharing
practices. Despite the top-down initiation of the project, we involved the operators
throughout the development and evaluation of the system to ensure that we were
also meeting their needs and values. The evaluated functions are listed in Table 5.1
and details of the N=40 participants in Table 5.2. In the following sections, we
describe four phases of data collection, including the capabilities of the CAs, data
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collection protocols, and participant information.

No. Capability Ph. 1 Ph. 2 Ph. 3 Ph. 4
1 Speech input ✓ ✓ ✓
2 Speech output ✓ ✓
3 Text input ✓ ✓ ✓
4 Text output ✓ ✓ ✓
5 Capture issue handling knowledge ✓ ✓ ✓ ✓
6 Share issue handling knowledge ✓ ✓ ✓
7 Automatic validation of captured knowledge ✓
8 Human approval of captured knowledge ✓
9 Capture product knowledge ✓ ✓

10 Rate captured product knowledge ✓ ✓
11 Approve shared product knowledge ✓ ✓
12 Share product knowledge ✓ ✓
13 Graph machine data for systematic reflection ✓
14 Machine vision for context-aware dialogue ✓ ✓
15 Upload new documents to the knowledge base ✓
16 Answer predefined FAQs ✓ ✓
17 Provide relevant standard work instructions ✓ ✓
18 Answer queries using factory documentation ✓
19 Real-time explainable machine settings advice ✓

Table 5.1: CA capabilities evaluated per phase.

PHASE ONE: TECHNOLOGY PROBE DURING PRODUCTION LINE OPERATIONS

In preparation for the first evaluation phase (Jan. 2021 – May 2021), we asked
the operators (n=2) and their managers (n=2) to describe the current knowledge
management practices at the factory. Together, we defined the information needed to
represent an operator’s knowledge regarding issue handling, namely, the symptoms,
machine component(s) associated with the symptom, type of issue, location, current
task, solution, and root cause analysis. During the first phase of evaluations, we
used a technology probe [224] to evaluate the user experience of using a CA for
capturing knowledge at the production line.

Over three days in May 2021, we asked factory operators to share how they solved
issues with a CA being simulated by a researcher. Participants used a Bluetooth
headset to interact verbally whilst at the production line. The researcher simulated
the CA using a protocol representing state-of-the-art NLU and dialogue management.
The protocol followed a form-filling conversation during which the operator was
asked to describe the issue according to the abovementioned representation. If
the operator missed specific information or used pronouns (e.g., it) to describe
components, the researcher would ask for clarification. Data was collected over three
days, and six (N=6) male operators participated. Additionally, the user study was
partially observed by two managers and a technician. Throughout the user study,
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Table 5.2: Participant Data
No. Role Factory Phase Test duration (min) Prior Phases Gender

1 Operator 1 1 60-180 No Male
2 Manager 1 1 0 No Male
3 Operator 1 1 60-180 No Male
4 Manager 1 1 0 No Male
5 Operator 1 1 60-180 No Male
6 Operator 1 1 60-180 No Male
7 Technician 1 1 0 No Male
8* Mixed 1 2 10 No Mixed
21 Manager 1 3 15-30 Phase 2 Male
22 Operator 1 3 15-30 No Male
23 Technician 1 3 15-30 No Male
24 Operator 1 3 15-30 No Male
25 Operator 1 3 15-30 No Male
26 Manager 1 3 15-30 Phase 2 Male
27 Manager 2 4 15-30 No Female
28 Manager 2 4 15-30 No Female
29 Manager 2 4 15-30 No Male
30 Manager 2 4 15-30 No Female
31 Operator 1 4 15-30 No Male
32 Operator 1 4 15-30 No Male
33 Manager 1 4 15-30 Phase 2,3 Male
34 Operator 1 4 15-30 No Male
35 Manager 1 4 15-30 Phase 1,2,3 Male
36 Operator 2 4 15-30 No Male
37 Operator 2 4 15-30 No Male
38 Operator 2 4 15-30 No Male
39 Operator 2 4 15-30 Phase 3 Male
40 Operator 2 4 15-30 Phase 1 Male

researchers recorded observations by the managers and operator feedback regarding
the operators’ experiences and challenges during interactions with the CA, resulting
in 18 (nc =18) comments relevant to using CAs in factories. Key findings from
the user study include the negative impact of factory noise on voice interaction,
discomfort from wearing headsets for prolonged periods, and the need for shorter
interactions when eliciting information from operators.

PHASE TWO: CA WITH A SIMULATED PRODUCTION LINE

Having learned the importance of efficient and reliable interactions from the first
phase of evaluations, we developed a CA that used live data from a simulated
production line and human location tracking using stereoscopic cameras1 for context

1https://www.stereolabs.com/products/zed-2–last accessed January 20, 2025.

https://www.stereolabs.com/products/zed-2
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Figure 5.1: Headset used at the production line for data collection during phase 1

awareness. A computer vision model converted the camera stream into 18 XYZ points
representing an anonymous operator skeleton. We built a section of a production
line in the lab, including human-machine interfaces and a computational model that
simulated the machine’s behavior to develop the location tracking capabilities in a
stable environment (see Figure 5.2). Then, we installed the stereoscopic cameras at
the factory. Context awareness enabled the text-based CA to facilitate efficient user
interactions by prefilling user responses as buttons depending on their proximity to
machines. For example, during knowledge sharing about issue handling or machine
setup, the CA would use the live data to suggest error codes or machine components
and ask the operator to confirm. In addition to enabling conversational shortcuts,
we reduced the required information for an issue report, giving the operators more
freedom to choose how detailed the report needs to be.

As voice interaction was unreliable due to factory noise and frequent use of
factory-specific jargon, we opted to develop a text-only CA for phase two (see
Figure 5.3). The CA was built using version 1.0.6 of RasaX2, an open-source
framework for building context-aware conversational agents. The assistant used an
action server to connect to additional services, most importantly a Neo4j3 knowledge
graph for storing the captured knowledge.

We conducted three focus group sessions, totaling 11 (n=11) factory operators
and managers, two (n=2) of which identified as female, and nine (n=9) as male.
The sessions consisted of the following four activities: watching a video presenting
the simulated production line, a video presenting the CA and how to use it, a
structured user test that involved completing eight tasks with the CA, and finally, a
semi-structured user test where participants were free to experiment with the CA,

2https://legacy-docs-rasa-x.rasa.com/docs/rasa-x/1.0.x/–last accessed January 20, 2025.
3https://neo4j.com/–last accessed January 20, 2025.

https://legacy-docs-rasa-x.rasa.com/docs/rasa-x/1.0.x/
https://neo4j.com/
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Figure 5.2: A simulated “weight checker” user interface that was connected to the
assistant during phase 2. Each bar represents the weight of a canister that
was filled with detergent. The “weight checker” weighs each canister and
stops the production line if the weight falls below a specified threshold.

evaluating its capabilities in supporting operators. The tasks for the user test focused
on retrieving and providing information to the CA aided by live data from the
simulation but did not require the participants to act upon the retrieved information;
for example, we instructed the participants to “Find instructions on how to perform
a prerun”, “Record the current filling machine settings” and “Ask for help with this
problem: ‘Symptom: The filler is foaming. Error code: 33. Product: 7508226.”’) At the
end of each activity (e.g., after completing all eight tasks), participants were asked to
write post-it notes on their experience and how it could be improved. Additionally,
we facilitated group discussions for which a second researcher took notes. The
anonymously collected (post-it) notes resulted in 55 (nc =55) comments that were
relevant to this study. We excluded comments that were not directly related to the
CA, for example, if they were solely related to the realism of the production line
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Figure 5.3: The context-aware chat interface used during phase 2.

simulation. The participants from phase two are referenced collectively as P8* as we
did not track comments to individuals.

PHASE THREE: CA WITH PARTIAL LLM INTEGRATION CONNECTED TO THE

PRODUCTION LINE

During this phase, we evaluated a CA capable of voice and text interaction with access
to live machine data from the production line. In addition to context-aware user
interactions, the data was used to generate statistics and graphical representations of
the production line performance and operator operations. The objective was to use
these visualizations to support work practice reflections and knowledge discovery.
Additionally, the CA used an LLM-powered RAG function to answer user queries
using the GPT-3.5 API (version gpt-3.5-turbo-03014) and a corpus of shared operator
knowledge. The CA, which used the Rasa framework5, was accessible via an Android

4https://platform.openai.com/docs/models/gpt-3-5–last accessed January 20, 2025.
5https://rasa.com/docs/rasa/–last accessed January 20, 2025.

https://platform.openai.com/docs/models/gpt-3-5
https://rasa.com/docs/rasa/
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application on a smartphone based on the Mycroft companion app6(see Figure 5.4.

Figure 5.4: Smartphone user interface for phase 3 and 4

At this stage, we demonstrated the capabilities of the CA to five (n=5) operators
and three (n=3) managers. All participants identified as male. The operators were
given the opportunity to use the CA at the production line as they saw fit (e.g., to
record and retrieve information about recent issues), whereas the managers were
asked to complete five tasks in an office setting. We asked the managers to complete
the following tasks as if they were operators: save and retrieve machine parameters
and associated tips, save and retrieve a solution to a problem, generate production
statistics for the past 12 hours, and finally, pose a question about a problem using
the LLM-powered response generator. Following this, we conducted semi-structured

6https://github.com/MycroftAI/Mycroft-Android–last accessed January 20, 2025.

https://github.com/MycroftAI/Mycroft-Android
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interviews regarding their perceptions of its knowledge sharing capabilities, user
interactions, benefits, risks, and suggestions for improvements. We extracted relevant
statements from the interviews, resulting in 60 (nc =60) comments for this study.

PHASE FOUR: LLM-POWERED CONVERSATIONAL AI

During the final evaluations, we tested the LLM-powered functions exclusively, using
the gpt-3.5-turbo-0613 model API7, LlamaIndex8 for the response generation and
Gradio9 for the frontend (see Figure 5.5).

Figure 5.5: The chat tab of the LLM-powered CA from phase 4

The LLM-powered system introduced the following new functions: RAG for user
queries based on a database of operating documentation and submitted root-cause
analysis reports; a digital form for submitting root-cause analysis reports; automatic

7https://platform.openai.com/docs/models/gpt-3-5–last accessed January 20, 2025.
8https://docs.llamaindex.ai/en/stable/–last accessed January 20, 2025.
9https://www.gradio.app/–last accessed January 20, 2025.

https://platform.openai.com/docs/models/gpt-3-5
https://docs.llamaindex.ai/en/stable/
https://www.gradio.app/
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validation of submitted root-cause analysis reports; human validation of submitted
root-cause analysis reports; and a function to upload new operating documentation.
We evaluated the LLM-powered CA with three (n=3) operators and one (n=1)
manager from the first factory, and four (n=4) managers and five (n=5) operators
from the second factory. The evaluation in the first factory was conducted in
person at a production line, with one researcher coordinating the evaluation and
conducting the interview and a second researcher recording audio and taking notes.
Conversely, the evaluation in the second factory was conducted asynchronously
without the presence of a researcher. The operators and managers from the second
factory were provided with an online survey that specified the tasks and open-ended
questions that were used to extract the comments. The tasks for both factories
aimed to evaluate the knowledge capture and sharing capabilities of the CAs with
recent issues from their work. For example, we instructed the participants to ask for
help with recent problems they faced on the production line. Similarly, we asked
them to record a solution and their thought process for a problem they recently
faced. After completing the tasks, the open-ended questions for both factories
included the following topics: the perceived benefits, risks, adoption barriers,
operator-management relations, and suggestions for improvements, resulting in 118
(nc =118) comments.

5.3.3. HYBRID DEDUCTIVE/INDUCTIVE THEMATIC ANALYSIS

After several rounds of qualitative data collection over two years, we conducted
a hybrid deductive/inductive thematic analysis with two independent coders as
described by Fereday and Muir-Cochrane [106] and recently applied by Martinez-
Maldonado et al. [225]. The analysis was conducted based on 251 (nc =118)
comments we extracted from interviews, survey answers, and post-it notes that
were collected during phases one through four. All comments related to the user
experience, social, technical and organizational factors of the CA deployments at
the factories were included. Conversely, unintelligible comments were excluded.
Complex statements comprising multiple standalone arguments or observations were
divided into separate comments to facilitate sorting and analysis. If the other part(s)
of the original statement provided relevant context for the divided comment, this
was included in regular brackets.

For the thematic analysis, the first level involved a deductive approach to define
themes closely related to the research questions and literature review, resulting in
the following six themes: (1) Impact on Work Experience, (2) Optimizing Knowledge
Sharing, (3) Adoption and Change Management, (4) Privacy, Safety, and Ethics, (5)
Usability and User Experience and (6) Technical and Operational issues. The second
level followed an inductive approach to identify subthemes by two independent
coders. Finally, the subthemes were collaboratively revised to reach a consensus,
resulting in 20 subthemes. At this stage, we resolved all intercoder discrepancies. At
both levels, we allowed comments to be sorted into multiple themes and subthemes
to accommodate a holistic understanding of participants’ perspectives on real-world
issues.
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5.4. OPERATOR AND MANAGEMENT PERCEPTIONS

5.4.1. IMPACT ON WORK EXPERIENCE

IMPROVED INFORMATION RETRIEVAL

The comments suggest that the system positively impacts information retrieval within
the organization. The CA was perceived to provide immediate answers to doubts
about machine operation, making access to company documents more user-friendly
(P30), and improving the flow of information (P28). Furthermore, participants saw it
as a tool that modernizes the factory (P27). However, one concern is that operators
may benefit more from traditional information retrieval systems (P40).

USEFUL FOR PROBLEM-SOLVING

Many participants (n=9) are positive about the usefulness of the system and specific
functions (P22, P24, P25, P36, P30, P31, P32, P33, and P34), and some participants,
such as P25, make a distinction between some functions being useful and others
not. Specifically, the system provides greater speed in carrying out some small tasks
(P29), it has a well-set-up logical control function (P30), and helps solving problems
quickly (P8*, P24, P25, and P37) as stated here “I find it nice that you can look back.
What did we do last time with the same problem? That, I think, is a significant
advantage.” by P24, and “[the CA] can be a great tool in problem solving in the
day-by-day activities.” by P8*. However, there is a disadvantage of wasting time
looking for a solution to a problem if it is not reported in the system’s history (P29).

EFFECTIVE KNOWLEDGE SHARING

Several benefits regarding knowledge sharing are mentioned by the participants,
namely that it is useful to transfer knowledge from experienced to novice operators
(P31), “The system also allows for the communication of tacit knowledge between
teams.” (P33), it can also help individuals recall knowledge of how they previously
solved issues (P24, P32) and experts’ knowledge can now persist and is always
available (P34). These comments show that participants generally see it as a
mechanism for experts to share their knowledge with novices and as a memory
augmentation for themselves.

That said, there are concerns that receiving information from the system could
be less quick, effective, and comprehensive than asking the expert staff present
(P27). This is likely true, assuming that there is an expert present with the relevant
knowledge. However, our observations at the production line and statements by
operators, such as “A few hours are lost every week on previously solved issues.”
(P33) and P34 stated that operators “Lose about half an hour per day over one
team per line.” suggests that information on previously solved issues was not readily
available.

Whereas management believes in standardizing approaches so every operator
operates at the highest achievable performance, some operators do not think this is
feasible. One operator in particular, P25, was skeptical of the benefits of knowledge
sharing as stated here, “We always adjust to the specific product characteristics
and line conditions.”, “We often have different issues.” and “Because everyone has
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their own approach, some run slower, and others have their own techniques.”. In
other words, their work is so complex that the ‘best practice’ is highly dynamic and
dependent on context factors and individual strategies. This reflects experienced
operators’ pride in the strategies they developed, which may hinder the effectiveness
of knowledge sharing. Conversely, P22 mentioned that “It would be useful to know
if and how other operators have produced at higher speeds.” (P22), suggesting
they would be interested in learning from each other. This reflects a split among
operators regarding the perceived usefulness of knowledge sharing.

TRAINING TIME

Opinions are divided on whether training time will be reduced, with P32 stating that
“[the CA] will address staff shortages and training time.” whereas P31 stated that
training will not directly be reduced but independence will be increased. Others,
such as P33, were unsure whether training time would be impacted but expect
improvements as the technology matures. Generally, participants thought that novice
operators would benefit most (P8*, P22, P24, P25, P31, P34, and P38); for example,
P22 stated, “This is very nice, yes, especially for beginner [operators].” and P25
stated, “It’s useful for newcomers who might not have as much product and line
knowledge.” These statements support the idea that independence can be improved
and training time can be reduced.

5.4.2. OPTIMIZING KNOWLEDGE SHARING

VALUE OF EFFICIENT KNOWLEDGE SHARING

The comments highlight the importance of operator knowledge at work, confirming
the importance of capturing this knowledge. This know-how is not captured in
manuals or documentation; for example, “An operator poured water over one of
the canisters in the filling machine when the line had stopped to get it moving
again.” (P6) and “We adapt to the product’s characteristics, and some products
require slower operation due to foam production.” (P25). Yet, existing mechanisms
for capturing this knowledge were largely unused, as stated by P2: “Because the
problems are so poorly documented in [current issue reporting system], we don’t
have a good overview of the problems.” P25 also describes how they develop their
own strategies: “Because everyone has their own approach, some run slower, and
others have their own techniques.” and the necessity to adapt to changing context:
“Yes, sometimes we have products that change their speed, or the machine is
modified, allowing faster operation.” This partially explains why existing tools for
documenting knowledge are quickly outdated and resource-intensive to maintain, as
discussed in section 5.4.2 below. Overall, these points demonstrate the high potential
value of an efficient knowledge sharing mechanism.

KNOWLEDGE REPRESENTATION

There were some criticisms of the generic nature of (some of) the information
provided (P39). Related to this, there were suggestions for improvement, such
as more detailed, precise, and updated information (P27, P37, P40) and more
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specific instructions (P40). This suggests that knowledge representation should
be comprehensive and precise, focusing on providing detailed instructions or
information where necessary. Indeed, participants were concerned that some
knowledge would be too complex for the system; for example, “Problems at the
production line can be more complex and have complex solutions.”; “Mechanical
problems can be hard to describe. pictures might be better.”; and “It will be
challenging to match similar problems using text only as people can describe
them in many different ways.” (P8*). Technically, this was a significant challenge
when using keyword-based search and intent-based assistants; however, semantic
search and LLM-powered RAG can handle divergent phrasing much better. Other
operators believed a simple approach would be sufficient; for example: “Error code
and description would be enough information to save.” (P24), and P22 reiterates
that “Error codes are the single most important factor to match to existing issue
solutions.”. However, P25 points out that “Sometimes there are random issues that
don’t have specific fault codes.”, demonstrating a need for alternatives. These wishes
reflect a desire to minimize interaction time with the system. Therefore, a tension
exists between the perceived effort required to document knowledge and the value
of that knowledge for sharing purposes.

KNOWLEDGE MAINTENANCE

The comments discuss the necessity and challenges of knowledge maintenance from
several perspectives. P40 states that “If the system is not kept updated, it becomes
useless.” and P24, whilst reflecting on previous tools for KM, mentioned that “The
biggest challenge is keeping it updated. It takes so many man-hours, and you
just don’t have those.”. Additionally, participants raised concerns about not having
sufficient data, such as P8*, who stated that “[The system] might not give good
recommendations if it’s only half full of knowledge.” and “[The system] needs more
data.”. There are also concerns about how to share knowledge clearly if there are
many (potentially conflicting) entries in the knowledge base to share (P8*).

Some resistance to participating in the upkeep of knowledge is evident as operators
reported that uploading documents is not their responsibility (P40). There were also
concerns about how the database will be connected and updated with instructions
and documents (P8*), and the need for a proper process for approving knowledge
updates to maintain high quality, as stated here by P8*: “We will need to have a
proper process for the settings change confirmed by an engineer.”. Comments on the
existing KM situation at the factory portray the challenges in keeping the knowledge
updated, as discussed in section 5.4.3.

5.4.3. ADOPTION AND CHANGE MANAGEMENT

OPERATOR SUPPORT AND ASSISTANCE

The comments suggest that operator support and assistance are crucial for adopting
the CA. P29 highlights the importance of awareness and training for operators, which
could potentially hinder adoption if not adequately provided. P37 also emphasizes
the need for operators to know how to use the system correctly to improve adoption.
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OPERATOR ACCEPTANCE AND ADOPTION CHALLENGES

The comments reveal several challenges to operator acceptance and adoption of
the CA. Managers are concerned that “If two or three bad experiences occur, then
[operators] might be discouraged from using it.”. Some participants refer to the need
for full adoption; for example, P30 suggests that adoption could be hindered if all
employees don’t accept the system, indicating a need for broad buy-in. Furthermore,
P38 implies that older operators’ usage could be a potential barrier to adoption, and
P34 also points out that “[User acceptance] Depends on digital literacy of operators.”,
suggesting that age and technological proficiency may play a role in adoption.
However, P34 clarifies that they have no concerns about adoption. P35 reveals
privacy concerns as a potential obstacle to adoption, with one operator refusing to
participate due to discomfort with human tracking, as discussed in section 5.4.4.
This remains a critical challenge for adoption, especially if rogue operators sabotage
the system. Other potential barriers to adoption include poor performance (5.4.5)
due to lack of details and out-of-date knowledge (5.4.2), poor accessibility (5.4.5),
lack of cultural importance for knowledge sharing (5.4.3), and a high perceived effort
to record knowledge (5.4.2).

A few participants referred to failed attempts to introduce new documentation
tools; for example, P23 points stated: “We bought a bunch of tablets 7 years ago
with the intention of using them for documentation, but they were never adopted.”
and that current documentation tools are poorly used (see section 5.4.3 for more
details.) Although we do not know the reasons behind the failed adoption of tablets
for documentation, it does reflect how challenging introducing a new KM system
can be, and why both management and operators need to commit.

MANAGEMENT AND OPERATOR PERSPECTIVES

Using a CA to share knowledge among operators is largely motivated by the factory
management’s observations that this was not naturally occurring effectively despite
their attempts to stimulate it. This is reflected in the following statement by P3, an
operator: “Management has accused me of not sharing my knowledge with others.
However, it was due to a miscommunication about what the problem was about.”.
The comments generally indicate a range of perspectives between management
and operators regarding knowledge sharing practices. Some operators—especially
those who were very distrustful of management—strongly believe that knowledge
is already sufficiently shared and do not appreciate the suggestion that they are
hiding it. Regarding documentation, some operators stated that operating the
production line is too intensive, leaving insufficient time for reporting. From the
management’s perspective, they observe operators who are frequently idle and not
proactive in sharing their expertise. Regardless of the truth, we observed that the
careful introduction of a knowledge sharing tool such as a CA is key to reconciling
the differing perspectives. For example, by framing the CA as a support tool for
operators to avoid the impression that experienced operators are being forced into
sharing their knowledge.

Indeed, many of the managers believed that the CA would need to be carefully
introduced to avoid rejection from the operators. P29 suggests the need to
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sensitize operators and explain the system’s advantages, implying a potential gap in
understanding or perception between management and operators. P38 and P39,
both operators, suggest that perspectives may vary depending on the individual, with
some being indifferent to the differences between management and operators. P1
reveals a desire for operators to be heard by upper management, whereas others are
satisfied with the influence operators already have and feel insulated from the desires
of (upper) management through, for example, the workers’ council (P32). That
being said, several operators mentioned that the management implements new tools
without fully committing. This has led to distrust toward management regarding
whether they would commit to the CA. Conversely, the management believes that
the tools they introduced work sufficiently well, and the operator’s laziness is
the problem. Overall, our experience is that most operators were open to new
knowledge sharing tools introduced by management as long as they were involved
in the process, the benefit was clear, and the management invested sufficiently in
delivering a reliable and useful tool.

Regarding the knowledge sharing interactions with the CA, we observed differences
in requirements between the operators and management. Management was mostly
concerned with collecting sufficiently detailed knowledge and ensuring operators
used the tool to encourage standardized best practices. Conversely, the operators
were concerned with ensuring the interactions were as short as possible, minimizing
the required details and only using the tool when absolutely necessary. While
(upper) management tended to focus on an idealistic view of capturing every
detail of an operator’s knowledge about a problem, the operators tended to seek
out the minimally required detail for describing and retrieving problem solutions.
Concurrently, the vision of (upper) management was that all operators follow a single
‘best practice’, whereas some operators preferred to follow their own intuition and
personal strategies, at least when it came to tuning the parameters of the production
line. When it came to solving critical problems that stopped production, operators
were more open to learning from others. Overall, we recognized a stark difference in
perspectives between management and operators, both with valid concerns. These
factors demonstrate the complex socio-technical challenges of introducing a tool for
sharing knowledge.

INTEGRATION WITH EXISTING SYSTEMS AND PRACTICES

The comments suggest that integrating the CA with existing systems and practices
is a key consideration. P1 revealed that some operators use WhatsApp for
internal communication, suggesting that operators were not satisfied with official
communication channels. That being said, the operators still used the company-
issued phones to request help from technical services or expert operators, many of
whom were more senior. The official policy for resolving problems at the production
line consisted of several steps of escalation, beginning with the present operators
trying to solve the problem themselves. If unable to solve the problem, operators
can request help from other (expert) line operators, shift leads or technical services.
If a CA were introduced, it could be positioned as the first escalation step, allowing
(novice) operators to elicit support before needing to call on their fellow operators,
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who are likely busy with other tasks. Most operators supported the idea of sharing
their knowledge to support each other in this way, especially less experienced
operators and those involved with training operators. However, it remains to be seen
if the operators would be willing to maintain the effort for a prolonged period of
time.

At the production line, we noticed a pattern where operators frequently skipped
or improperly executed tasks they deemed non-essential. Operators revealed that
some new procedures are not always followed, such as autonomous maintenance
procedures (small maintenance tasks that operators are expected to routinely
conduct): “[The autonomous maintenance] cards are frequently turned around
without the task being completed.” (P3). Furthermore, there is evidence that
operators do not properly input information into existing documentation systems, as
stated by P2: “Because the problems are so poorly documented in [issue reporting
system], we don’t have a good overview of the problems.” (P2) and “Existing digital
report system is frequently unused.” (P5). When we asked the operators why
they were not using the issue reporting system, we frequently heard that it was
unreliable, suggesting that the operators did not see the point of putting in effort to
use something that could not be relied upon. Furthermore, the upkeep of standard
working procedures has not been performed as mentioned by P24 here: “No, no,
but in fact, the current standard working instructions are from 2003 or 4 when we
started with it. It has become such a tangled mess. We really want a different
system for it. It’s all still in Excel.” All of this points to a lack of investment in
knowledge management systems from the management and a lack of engagement in
responsibilities that are perceived as non-essential to operators, possibly reflecting a
work culture where operators are disinclined to conduct tasks beyond the operation
of the production line. Interestingly, P33 mentioned that “Previous non-digital
version existed and was popular but more cumbersome.”, indicating that engagement
with a previous knowledge sharing system used to be higher but was hindered by
its unwieldiness. While the introduction of a CA alone will likely not change the
underlying culture directly, it could reduce the perceived effort in documentation
and improve the perceived benefit of documentation.

5.4.4. PRIVACY, SAFETY AND ETHICS

CONCERNS OVER OPERATOR PRIVACY AND DATA HANDLING

The comments reveal mixed opinions regarding user privacy and data handling.
Some users, as indicated in comments P31, P32, P33, and P34, do not express
any privacy concerns, with P33 stating, “No [privacy concerns as] most of the data
isn’t personally identifiable.” However, P35 reveals a contrasting perspective, where
an operator refused to participate due to privacy concerns and was uncomfortable
with human tracking and covert management oversight. P34 suggests a balanced
approach, advising the provision of individual profiles for operators but also
cautioning about privacy. This suggests that while some users are indifferent or
unconcerned about privacy, others are acutely aware and concerned about how their
data is handled and monitored.
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SECURITY MEASURES AGAINST MISINFORMATION OR MALICIOUS USE

There are some concerns regarding the security risks if the system’s advice is
incorrect, as stated by P27: “Risks: if the responses are not adequate, you risk
safety.”. Safety becomes especially critical in inherently dangerous industries such as
detergent factories, the context of this study. This raises questions regarding who
is accountable for mistakes, especially if the system relies on knowledge shared by
other humans, and what level of accuracy is acceptable for the system if human
safety is at stake. Furthermore, P33 mentioned a “Small possibility exists that users
may be malicious and enter falsehoods but unlikely.”. The above points support
the necessity of mechanisms to safeguard the quality of the knowledge, such as
knowledge input approval procedures, checking for conflicts with existing knowledge,
and identifying outdated knowledge, many of which could also be supported by AI
(see also section 5.4.6). Furthermore, framing the system as a supporting tool, not
a decision-maker, could help remind operators that they are still accountable, as
suggested by P34: “Will be useful as a supportive tool but not a solution”.

OPERATOR AUTONOMY AND EMPOWERMENT

Participants emphasize the importance of operator autonomy and see the CA as a
support tool, as stated by P33: “[It will benefit operators] as long as it remains
a support tool and operators remain the main actor in the work.”. P34 suggests
giving each operator their own profile to aid knowledge management, indicating
a desire for operator autonomy and empowerment. However, the same comment
also cautions about privacy. Indeed, as discussed above in section 5.4.4, P35
mentioned that an operator refused to participate due to privacy concerns about the
camera system, underscoring the importance of operator autonomy. On this topic,
operator opinions are divided, as P5 states, “No issues with having cameras and
would rather that [management] invest in enough cameras to cover the entire line
instead of half-measures.”, indicating a desire for management to fully commit to a
solution that can support operators. Throughout the process, we respected operator
autonomy by involving the workers’ council in the design process. They approved the
work we conducted, and everyone was given the opportunity to ask questions and
discuss concerns. However, despite formally approving the deployment of a camera
system, at least one operator sabotaged the installment, indicating disagreement
indirectly, as mentioned by P21: “[Operators] have placed a sticker over the camera,
blocking its view.” (see Figure 5.6 below). This highlights an ethical dilemma that
organizations and researchers may face when introducing AI systems that tracks
humans: operators may not feel safe to oppose the introduction of new tools openly.

5.4.5. USABILITY AND USER EXPERIENCE

USER INTERFACE DESIGN AND ACCESSIBILITY

Operators highlighted the importance of a user-friendly, accessible system that caters
to diverse user needs. Operators expressed a desire for a more intuitive information
display, with one suggesting to “Display the attachments after the main text for
easier reference.” (P28). Similarly, several suggestions highlight the shortcomings in
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Figure 5.6: A sticker used to block the (stereoscopic) camera overlooking the
production line.

the systems NLU, for example, requests for recognizing keywords to provide relevant
suggestions and streamline communication (P8*). The use of visual aids was also
highlighted, with suggestions to “use more pictograms and pictures to speed up
understanding.” (P8*). Language localization was another aspect that users found
important, with requests for system versions in other (local) languages. Mobile
accessibility was appreciated, but concerns were raised about the use of personal
devices, with one user questioning, “Are we not going to force people to use their
phone for that?”(P24) These comments highlight the need for a system that is easy
to navigate, visually intuitive, available in local languages, and providing company
devices.

SYSTEM PERFORMANCE AND INTELLIGENCE

The topic of reliable and efficient user interaction is frequently mentioned.
Whilst nine (n=9) participants are positive regarding the system’s natural language
understanding, eight (n=8) participants expressed concerns or areas for improvement,
highlighting the challenges for user satisfaction. Suggestions include the ability
to understand user queries based on keywords (P8*), including autocomplete in
the chatbot to speed up the performance, and better NLU when asking for
assistance during machine troubleshooting (P8*). There were also calls to load more
(detailed) data and knowledge into the system (e.g., P27) to improve performance.
Despite these concerns, n=9 participants provided positive feedback on the system’s
performance and usability, suggesting that it is generally well-received and effective
in its current form. Two participants appreciated the response speed; for example,
P29 stated: “Quick in responses.”. Others highlighted the desire for “More consistent
performance.” (P33). The emphasis on reliable, speedy performance is logical,
considering one of the main perceived advantages of the system is to speed up
problem solving as stated by P37: “Advantage: speed in problem solving.”
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USER TRAINING

The participant suggests training the operators to use the system effectively; for
example, P8* stated that “Probably a short training or demonstration would be
needed to be able to use it properly.” This demonstrates that despite the system
supporting natural language interaction and being able to explain how to use it,
participants still value formal training to improve user experience. Furthermore,
P36 stated that “Advantages in the future with generational change with adequate
training, no particular difficulties.” and P8* also mentioned that once operators get
used to the system, it becomes easier, suggesting that with some help, the system
was easy to use.

5.4.6. TECHNICAL AND OPERATIONAL ISSUES

NETWORK AND CONNECTIVITY ISSUES

The comments indicate significant network and connectivity issues that affected the
operations. For instance, P35, and P23 highlight that Wi-Fi and 4G internet within
the factory were unreliable. This disrupted communication and data transfer, crucial
for smooth user interactions with the assistant as it relied on an internet connection.
Additionally, P21 points out firewall issues that hindered access to certain resources.
This demonstrates the importance of a reliable and well-managed Wi-Fi network
within organizations considering deploying connected systems such as CAs.

TECHNICAL LIMITATIONS AND TROUBLESHOOTING

We faced several challenges integrating the system with factory systems. P35
suggests that coordinating with the (3rd party) factory IT was challenging due to
their frequent unavailability or preoccupation with other tasks. Furthermore, P21
mentions a technical issue where a PC was inaccessible, highlighting the limitation
of coordinating with multiple technical parties to integrate systems.

DEPENDENCE ON ACCURATE AND COMPLETE DATA INPUT

The comments highlight challenges related to the ‘cold start problem’: providing
benefits and driving engagement if the system’s knowledge base is empty. Indeed,
during evaluations, P8* indicated that the system needs more data, confirming this
issue. Motivating operators to share their knowledge is a considerable challenge,
especially initially. Furthermore, once the system has reached a point where it
provides perceptible benefits, it will still need to be maintained and kept up-to-date.
Factory management also required that the CA include a validation step so that an
expert operator can approve all incoming knowledge. Furthermore, P24 emphasizes
that the biggest challenge they faced with previous KM systems was keeping them
updated due to the significant man-hours required. This suggests a need for more
efficient data input methods or automation to ensure the system has accurate and
complete data. Additionally, a mechanism is required to remove and update existing
knowledge as the machines and products can change over time; P25 states, “Yes,
sometimes we have products that change their speed or the machine is modified,
allowing faster operation.”. This underscores the importance of having an efficient
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mechanism for keeping a knowledge base up-to-date and approving incoming
knowledge.

5.5. DISCUSSION
The domain of Computer-Supported Cooperative Work (CSCW) has evolved
significantly over the decades, aligning with technological advancements, a focus
on labor relations, and shifts in work practices. Originally, knowledge sharing in
CSCW focused on centralizing expert knowledge through the ‘repository model’
in the late 1980s. This model primarily relied on forming extensive databases
that document expert insights. However, this strategy struggled with situational
variability—knowledge is often highly contextual and not easily generalized across
different scenarios. Furthermore, the requirement for experts to codify their
knowledge into repositories imposed a significant authoring burden, detracting from
their primary tasks and responsibilities.

Subsequently, the field shifted away from static repositories towards facilitating
direct exchanges between individuals, aiming to capture the nuanced and dynamic
nature of knowledge. However, scalability remained a challenge, and the effectiveness
of these interactions hinged on the availability of both parties, which is not always
feasible in a high-paced shift-based production environment.

Most recently, our research aligns with the paradigmatic shift towards cyber-
physical systems as intermediaries for knowledge sharing, reflected in CSCW
research [31]. These systems, particularly through advancements in AI and live
data processing, aim to manage the complexity of real-time knowledge sharing.
This leads to critical discussions in CSCW and manufacturing on how to share
knowledge from a human to machine and visa versa [40, 226, 227]. Although, still
underrepresented, our work contributes to the small but growing body of CSCW
work in manufacturing such as [2, 5, 37, 58, 213, 228]. Our work goes beyond prior
CSCW work on knowledge sharing in manufacturing such as [5, 27, 58] by learning
from the deploying fully functioning CAs at the production line and integrating
recent technology advancements, namely LLMs.

Our findings suggest that while (LLM-powered) cognitive assistants effectively
bridge gaps left by earlier paradigms, such as scalability and minimizing the
authoring burden, they also introduce new dimensions to consider, such as the
potential perceptions of surveillance, diminished work fulfillment, and the risks of
overreliance on AI. Through this discussion, we situate our work within the broader
CSCW knowledge sharing research, highlighting the challenges and lessons learned
in the form of design guidelines (G#).

5.5.1. COGNITIVE ASSISTANTS EXCEL AT SHARING THE SOLUTIONS TO

EMERGING ISSUES

In our study, the CAs were perceived to be effective at sharing knowledge, especially
when acquiring knowledge from experienced operators to support novices. Both
management and operators recognized that emerging issues at the production line
warranted rapid dissemination of solutions that currently did not happen effectively.
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As production lines become increasingly complex, digitized, and adaptable, operators
spend a considerable amount of time and cognitive resources on error handling,
in line with findings of prior work [2]. Concretely, a few hours of downtime
could be saved on the production line weekly if solutions to emerging issues are
shared effectively. To maximize this benefit, it is crucial to ensure that information
can be found quickly and the knowledge base can be easily updated or modified,
leading to the following guidelines: Design CAs to facilitate rapid information
retrieval to support timely resolution of issues (G1) and Design CAs to enable
quick modification and additions to the knowledge base (G2). Overall, participants
universally agreed on the benefits of sharing solutions to issues such as machine
malfunctions or problems caused by human error to resolve the issues quicker.

In contrast to sharing solutions for recurring problems, the topic of sharing
knowledge about tuning the machines to achieve higher performance is controversial
for some operators. This is especially true for those who are comfortable with
operating at lower, stable speeds. These operators were skeptical about the benefits
of knowledge sharing on machine fine-tuning as they apply unique strategies that
others cannot easily adopt and are highly situated. Machine tuning is a complex and
iterative process that is affected by many factors, such as ambient temperature and
fluctuating raw material properties, making it more complex to share, aligning with
observations by prior CSCW research [5]. On top of this, according to management,
some operators attempted to hide their knowledge to maintain their position of
power. As such, we observed resistance to sharing valuable knowledge on machine
tuning for various reasons.

While some experienced operators see no benefit in learning from others
concerning machine tuning, this contradicts the management perspective, who
observed significant differences in the production speeds attained by different
experienced operators and were trying to encourage them to learn from each
other. Indeed, other operators still recognized the benefit of sharing some
information about machine tuning, such as attainable target production speeds,
the accompanying parameters, and some expert tips. Ultimately, in this study, we
shifted focus to supporting the operators during issue resolution instead of machine
tuning, as the benefits were clear to all, and we wanted to keep the operators
interested in the CA. Thus, we would advise to collaborate with operators to
identify the scenarios where sharing knowledge via a CA can result in significant
and perceptible support for the operators (G3).

5.5.2. CONSIDERING THE AUTHORING BURDEN OF KNOWLEDGE AND

THE RELEVANCE FOR OTHER OPERATORS

Regarding the effort of sharing knowledge, several participants brought up the
challenge of motivating engagement from operators. While improving accessibility
and keeping dialogues short can minimize the perceived effort of using the CA,
the perceived benefit of sharing knowledge to help others remains a central barrier
to adoption aligning with prior work [27, 58]. Looking at the factors that affect
technology acceptance [229], perceived benefit and perceived effort as opposing
forces that will impact the attitude toward using the technology. External factors
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can also influence adoption, such as incentives, cultural norms, and voluntariness
to help colleagues. In this study, we observed the strongest motivation to share
knowledge among the ‘expert’ operators who were already involved in training novice
operators as part of their job.

Going deeper into the tensions surrounding the balance of providing and receiving
knowledge, we assume that more effort invested in eliciting and capturing knowledge
will result in a more comprehensive knowledge base that can be used to help
others. Understandably, the balance may shift depending on many factors, such as
its potential impact, how time-critical it is, if it’s something only one expert has
discovered, how broadly applicable it is, how situational it is, how readily it can
be shared, etc. For example, a solution to a recurring and high-impact problem
that only one operator has discovered should be immediately captured and shared,
even if it takes considerable effort. Additionally, the act of sharing knowledge is in
tension with conducting the primary task of operating the production line, echoing
previous CSCW work by Hoffmann et al. [5]. It is also important to consider the
ephemeral nature of knowledge as the complex system changes and new knowledge
is discovered. As such, organizations could consider a prioritization framework to
guide operators on how much effort should be invested in sharing their knowledge
on a case-by-case basis. This prioritization could be adjusted computationally
depending on frequently asked questions that the CA receives as an indicator
of relevance or production urgency. Thus, considering the burden of sharing
knowledge on operators, it is important to consider the value of knowledge to
prioritize what to share and when (G4)

Maintaining the temporal relevance and quality of the knowledge base is a key
concern from both management and operator perspectives. The managers involved
stipulated that all new knowledge entries should be approved by designated ‘expert’
operators, similar to mechanisms deployed by Hoerner et al. [58], providing some
level of quality control. In this study, management was enthusiastic about using
LLMs to validate the knowledge inputs by checking logic and consistency with
existing knowledge. The validation output can be used by the operator to improve
the report before submitting it for human approval.

Although not implemented in our work due to the anonymity policies we agreed
with operators, other work has made the author of entries visible to others [27],
which could support the validation and knowledge application process but also
introduce potential bias’ concerning the quality of specific operator’s knowledge [230].
Additionally, the validity of entries should be continuously evaluated, for example,
by enabling operator feedback or by identifying conflicts between entries and
safeguarding against outdated knowledge (G5). Overall, several strategies can be
employed to maintain a high-quality knowledge base while considering the potential
for bias, the burden on knowledge maintenance, and resulting improvements.

5.5.3. EDUCATING THE LOCAL STAKEHOLDERS IS KEY

Operators who fundamentally disagree with the benefit of sharing some knowledge
may avoid using the CA. Indeed, assuming that the CA can support operators
in doing their job better, the operators that are open to using the CA and can
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effectively interact with it will be at an advantage. For new operators, this means
they can become more independent of their human mentors more quickly, and more
experienced operators can benefit from the collective knowledge of their colleagues.
In contrast, the perceived value of the operators not using the CA may be reduced,
for example, because they reject it fundamentally or have difficulties interacting with
it. This highlights the importance of considering accessibility and, where possible,
encouraging full operator adoption, for example, by involving them throughout
the development process and solving problems that are important to them (G6).

During our study, many operators demonstrated a deep pride in the knowledge
and expertise they apply in their work. It becomes critical, therefore, to frame
technology, such as a cognitive assistant (CA), as a tool that supports rather than
replaces their skill and judgment. This notion is in harmony with Shneiderman
[101] who advocates for ‘humans in the group; computers in the loop’, stressing that
CAs should enhance rather than substitute human decision-making. Emphasizing
that operators are still responsible for their decisions even with CA support could
help them stay critical and informed about the advice they receive from the
system (G7). Additionally, communicating the strengths and weaknesses of the
CA, such as being aware of potential ‘hallucinations’ in responses from Large
Language Models (LLMs) and the influence of leading questions, is crucial for
productive interactions (G8).

Yet, similar to prior research, we observed that workers’ councils and operators
often do not know enough about the technology to engage deeply in discussions
concerning new AI systems [228]. On top of this, upon reflecting on our own
experience with the workers’ councils, we recognize that they were only involved
upfront during the project initiation when many details were still fuzzy. In contrast,
after the project was approved, they were no longer involved. Considering the
innovative and explorative nature of the project, it could have benefited from more
continued input from the workers’ council to safeguard the operator’s interests
and ensure they remained well-informed, as demonstrated by Crabtree et al. [231]
and Zhang et al. [232]. We also note that despite our efforts to explain the
CA architecture and capabilities in our interactions with operators and posters we
put up at the production, we observed that many operators only fully grasped
the concept and its benefits once the full system was deployed. This could be
attributed to the complexity and novelty of the system we were deploying, which
perhaps warrants additional effort when explaining the concept, for example,
through tangible paper prototypes, making the process more accessible to the
local stakeholders (G9).

5.5.4. CO-EVOLVING LOCAL INFRASTRUCTURE AND MITIGATION PLANS

FOR TECHNICAL ISSUES

In addition to the social challenges, deploying CAs at the production line faces many
practical and technical challenges that affect the system and our research. The
factories in this study used numerous separate digital systems such as for planning,
maintenance activities, quality control, productivity, and machine documentation.
Many of these systems were considerably outdated and incompatible with each
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other. Resultingly, considerable effort was needed to connect them to the CA,
sometimes requiring the involvement of third-party suppliers. For example, some
of the underlying infrastructures, such as databases with API access, needed to be
deployed before the research could proceed. As such, considering the effort involved,
relevant stakeholders should discuss whether connecting specific systems to the
CA is worth it, considering factors such as added value, reliability, the investment
needed, privacy implications, and upcoming system changes (G10). As Edwards
et al. [233] and Martinez-Maldonado et al. [225] have highlighted, developing HCI
infrastructures that adapt alongside work practices is not just beneficial but essential
for the sustainable implementation of technological advancements in any setting.

The poor availability and quality of the data were compounded by poor (wifi
and mobile) network stability in the factory, meaning the availability of live data
could not be guaranteed. As a result, operators sometimes needed to wait 30
seconds for a response or could not receive the support they requested. Therefore,
we advise that companies should prepare reliable and robust data infrastructures
before deploying CAs (G11), for example, by providing reliable wifi and investing in
consolidating (live) data in centralized databases on modern servers. Acknowledging
that high-quality, live data will not always be available, designers and developers
of CAs should design cognitive assistants to be robust to missing or low-quality
data (G12). For example, mitigation strategies could include proactively asking the
operator to provide critical information describing a problem (e.g., pressure levels) if
the CA needs it to give reliable advice.

Accessible AI for Support, not Surveillance While production data and issue reports
were frequently of low quality or out-of-date, operators were not very motivated to
improve them. Several operators mentioned that the current system used for tracking
productivity and issues tracking did not accurately measure production speed and
sometimes went offline. The operators used this to justify why they did not use it to
report issues or pay much heed to the reported production statistics. Then, when
a manager tries to investigate why production was low for a shift, the operators
claim that the data is inaccurate or does not represent the actual situation. This
situation is similar to operator behavior observed by Mörike [37], where operators
deliberately entered incomplete data into a digital terminal so that management did
not have a complete picture of their work. Consider that operators may resist
systems that provide managers with more accurate and timely information on
production processes (G13). Doing so gives the operators more control which can
make their work more meaningful [234, 235] Thus, understanding the origins of
operator resistance to system changes is vital for designing CSCW and HCI solutions
that will be adopted and used effectively.

Although most operators expressed concerns about privacy, particularly regarding
surveillance by managers and being unfairly evaluated on work performance, the
majority agreed to allow sensitive data collection, such as their location. The
main requirement was that access was restricted, particularly from management,
highlighting the necessity that the benefits of data collection should be clearly
beneficial to operators and not just for surveillance, echoing findings of Das Swain
et al. [236] that found information workers perceived tracking as pure surveillance
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when they were not presented any consumable insights. Surprisingly, the operators
we interviewed went as far as to express favoring a more intrusive tracking system
that could enhance the system’s effectiveness over half-measures that did not benefit
them. Thus, any implementation of tracking technologies must carefully balance
utility and privacy while including operators in the decision process (G14).

A major challenge when involving operators in privacy discussions is catering
to widely different perspectives. In our study, the cognitive assistant has context
awareness through an operator tracking system. The tracking system consisted of
multiple stereoscopic cameras and a computer vision model to create an anonymous
18-point skeleton of operators along the production line. The tracking data was
not personally identifiable, and factory employees could not access it. The workers’
council and all the operators we spoke to approved the tracking system. Furthermore,
all operators were informed about the tracking system via announcements and
posters along the production line. Despite these efforts, the tracking system was
sabotaged by an operator. Despite pressure from factory management to fix the
tracking system and continue with the research, we interpreted the operator’s actions
as an implicit rejection of the tracking system and disabled it. Thus, beyond
respecting the legal side of privacy, organizations will need to consider when to
force the implementation of human tracking for CAs, especially if the majority of the
workforce would prefer the additional utility that context awareness could provide,
such as automatically capturing knowledge [230] or suggesting responses.

Beyond context-aware suggested responses, several other factors can impact the
accessibility of interactions with the CA at the production line. These factors include
familiarity with CAs, difficulty reading text on a smartphone screen, physical access
to the smartphone with the CA, noise that may impact the accuracy of speech-to-text
and audibility of text-to-speech, (local) accents or jargon affecting speech-to-text and
NLP, and existing knowledge on the abilities and limitations of AI technology, such as
LLMs. Indeed, aligning the design of the CA with the needs of operators is a crucial
area of research [237]. The challenges of handling noise, accents, and local jargon
when using speech-to-text remains an open point but beyond the scope of our
work. In this study, we observed that providing (context-aware) suggested responses
for the operators to click on instead of type responses was effective at improving
accessibility. Furthermore, using advanced NLP technologies, such as LLMs, made
the CA easier to use as it became more capable in understanding the operator’s
queries. The final version of the CA we deployed was also accessible in computer
browsers instead of only through a smartphone app, improving accessibility for some
of the older operators who had trouble using the smartphone. These integrations
underline the importance of designing technology that is adapted to real-world
factory contexts and the capabilities of the operators (G15).

5.5.5. IMPLICATIONS FOR RESEARCHING AND DEPLOYING COGNITIVE

ASSISTANTS IN FACTORIES

Navigating the tensions between operators and management regarding AI-mediated
knowledge sharing is key to the success of CAs in factories. As the management
initiates the decision to bring in new technology like CAs, the operators can perceive
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this as a means of control and surveillance. As discussed by prior studies, the
early and continued involvement of operators and workers’ councils can facilitate
the adoption of new technology but did not go into the specifics on how [213,
238]. The technology investigated in this study, (LLM-powered) cognitive assistants
that support knowledge sharing, pose some unique challenges that warrant extra
attention, such as the difficulty imagining the impact on work, the authoring
burden on (expert) operators, focusing on knowledge that operators understand the
benefits of dissemination, understanding the limitations of LLMs and the possibility
of feeling surveilled by management. Unlike prior work that was forced to have
managers mediate all interactions with operators [213], we were able to involve them
separately in most cases. Thus, we could maximize the openness and directness
of the responses we received by positioning ourselves as external researchers (i.e.,
not ‘agents’ of the management), building a relationship with participants over
time, talking to operators without management present whenever possible, and
maintaining the anonymity of participants (G16).

From our work, we recognize that the most crucial topic to involve operators
is identifying what knowledge would be beneficial to share and how it can be
expressed and retrieved (G17). Tackling this together requires clear communication
and education about what the technology can and cannot do. In this study,
we witnessed the importance of respecting the operator’s expertise and autonomy,
making sure that operators feel their contributions through the cognitive assistant
are valued, not just as data for the system but as important knowledge that improves
the workplace. For example, by focusing on sharing knowledge about resolving
concrete machine issues as opposed to the less tangible machine tuning knowledge,
more operators perceived the CA to be beneficial. This is especially important
as many operators were apprehensive of introducing (yet) another tool and the
potential consequences thereof, similar to observations made by [238]. By ensuring
everyone understands and sees the benefits of cognitive assistants, factories can
reduce resistance and increase both productivity and job satisfaction (G18).

Regarding social interactions, while AI allows for quick access to information, it
could also lead to fewer face-to-face interactions, affecting the social environment.
Additionally, increasing dependence on AI means operators must develop new skills,
particularly in using advanced digital tools, instead of relying solely on experiential
knowledge. This shift could also affect operators’ well-being, balancing between the
satisfaction from autonomously or collaboratively solving complex problems and the
ease of AI help as previously discussed by Wurhofer et al. [2]. We observed that the
operators were proud of their expertise, and introducing the CA to capture and share
this might affect the satisfaction they get from work.

While using a CA for knowledge sharing promises to enhance operational efficiency,
it is vital to balance using the AI tool for all information needs versus the
irreplaceable value of human knowledge sharing, if available (G19). In fact, several
operators preferred learning from human operators, similar to findings in prior
work [5]. Yet, a key benefit of the tool is that it could help with problems when a
knowledgeable human colleague is unavailable or unable to help.

The long-term effects of using AI for sharing knowledge in factories are likely
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complex, covering operational, psychological, and social aspects. Using AI for this
purpose might improve operational efficiency and make the knowledge management
system within organizations more dynamic and responsive. This could change how
organizations are structured, making operators more independent of other (expert)
operators. However, there may be fewer opportunities to share more subtle, tacit
knowledge that is more challenging to share through technology, emphasizing the
need for research in these areas.

Reliance on AI for decisions may also lead to poorer decision-making in the
long-term, aligning with concerns raised by Buçinca et al. [239]. Furthermore, while
an expert operator might intuitively be able to spot LLM ‘hallucinations’, novice
operators may not have sufficient experience to do so. Even if accurate, in the long
term, overreliance on AI might weaken critical thinking and problem-solving abilities
among operators. These challenges highlight the importance of longitudinal studies
at factories. However, based on our experience navigating the safety and productivity
concerns of factories during this study, this will be challenging to conduct. Aligning
with prior work in this area, this highlights the need for methods that will allow the
study of long-term impact in a way that is acceptable to industrial partners [213].

5.5.6. LIMITATIONS

In conducting this study, we faced numerous challenges tied to fieldwork in
operational settings where financial, health, and safety concerns are paramount.
Consequently, the tested prototypes were never utilized for extended periods during
actual work activities; instead, we relied on a series of brief user tests, each lasting
about 30 minutes. Despite the limitations posed by these short sessions, we
are confident in the ecological validity of our findings given the high technology
readiness levels (TRLs 7-8) of the prototypes, which were consistently integrated and
tested within the real-world factory environment.

While our rapid prototyping approach facilitated immediate feedback and iterative
improvements, a more prolonged deployment would likely uncover deeper insights
into how users gradually adapt to and integrate cognitive assistants in their daily
workflows. Such extended usage could provide a clearer picture of the shifts in user
acceptance, the evolving effectiveness of the system, and the potential unforeseen
impacts on workplace dynamics and operator autonomy.

5.6. CONCLUSION
Reflecting on the work presented in this chapter, it represents an evolving,
longitudinal study. Over the course of three years, our understanding of CAs and
their integration in factory settings to enhance knowledge sharing among operators
has deepened. Each study conducted was part of a continuous learning process,
where early findings and technological breakthroughs affected subsequent prototypes
and research questions. The findings should be viewed as part of a developmental
trajectory rather than isolated outcomes. Furthermore, our own relationship with the
factory personnel evolved over the years and may have been shaped by increasing
familiarity and trust, which could have led to more candid feedback over time.
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This study highlights the complexities and potential of integrating cognitive
assistants (CAs) in factories to support knowledge sharing among operators,
emphasizing the necessity of addressing both technological efficacy and organizational
dynamics for successful implementation. Efficient knowledge sharing through CAs can
significantly expedite problem-solving and help novices become more autonomous,
yet hinges on the systems’ abilities and overcoming adoption challenges. To promote
the adoption of CAs, surveillance concerns should be addressed transparently,
preferably in a setting where operators are comfortable sharing their perspectives.
Involving all stakeholders, including workers’ councils and operators, in developing
CAs is crucial for trust and acceptance, where stakeholders are sufficiently informed
and educated to engage in discussions.



6
DISCUSSION AND CONCLUSION

In this dissertation, we explored the design, engineering, and deployment of cognitive
assistants (CA) in factories, focusing on improving Knowledge Sharing (KS) among op-
erators. This work explored both the potential benefits and the significant challenges of
deploying advanced AI technologies in such complex environments.

Our studies have revealed important insights into design opportunities, user interac-
tion, privacy concerns, and the balance needed between technology, social, organiza-
tional, and human factors for successful CA implementation. Our findings highlight the
promising role of CAs in improving efficiency, learning, and problem-solving on the pro-
duction floor. However, they also emphasize the need for designs that center on human
needs, organizational context, robust NLP, and ethical considerations that consider the
perspectives of all stakeholders involved. Looking ahead, future work should focus on
investigating the long-term impact of CAs for KS and exploring how to refine CAs for
KS further. Broader research should investigate how our findings apply in other settings
and frameworks to inform future research and design. These topics are discussed across
four main sections of this chapter, namely: 6.1 Answers to the research questions, 6.2
Implications, 6.3 Reflections on the approach, and 6.4 Future work.

6.1. RESEARCH QUESTIONS ANSWERED

In the following sections, we answer the four main research questions tackled in this
dissertation (see Section 1.5.3).

6.1.1. RQ1: INITIAL DESIGN, OPPORTUNITIES, AND CHALLENGES

The introduction of CAs in factory settings aims to improve KS using conversational AI.
Yet, existing research has not investigated their design requirements, usage scenarios,
and risks. This led to the formulation of our first research question: RQ1: What are the
opportunities and design challenges when deploying cognitive assistants to facilitate
knowledge sharing among factory operators? We engaged in ethnographic research
across multiple factories, which informed the design of a CA, potential interaction sce-
narios, and the identification of challenges and risks [102].
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The proposed system design for the CA integrates AI capabilities to facilitate KS in
factory settings. Central to this system is a knowledge graph, which is dynamically up-
dated with operator knowledge situated in context. In addition, the CA is context aware
by integrating live data from the production line and an anonymous operator tracking
system. The anonymous operator tracking system used stereographic cameras and a
computer vision model to create 18 XYZ-coordinates representing the operator’s body
as they move around the production line. This enables the assistant to provide context-
aware support depending on which machine the operator was (recently) standing next
to (see Section 2.3 for more details). Operators interact with the CA through a mobile
app designed for various input and output modes, including voice, text, touch, and vi-
sual prompts. This multi-modal approach makes the system accessible and convenient
for all users, ensuring quick and relevant assistance. The app aims to reduce interaction
time while providing contextual, actionable advice, making it easier for operators to get
help or share information. By proactively engaging operators based on their location,
current activity, and machine statuses, the assistant not only helps solve immediate
problems but also promotes ongoing learning and improvement. To ensure a successful
design and deployment, we identified several opportunities and challenges, which are
outlined below:

DESIGN OPPORTUNITIES AND CHALLENGES

Context aware knowledge capture. The ability to track operators and process machine
data gives the assistant context awareness, a key enabler for interacting with factory
knowledge [144, 240]. These data streams can reduce interaction time by automatically
prefilling information (e.g., when a problem occurs, the CA can automatically retrieve
error codes and machine names and settings), identifying best practices by observing
operator interactions with machines, and identifying opportune moments to interact
with the operators.

Balancing efficient problem-solving and learning. Critical engagement could also
be an issue when the assistant advises the operator. Operators who become overly re-
liant on the CA and knowledge shared by others may lose their own critical thinking
and problem-solving abilities. A key challenge, therefore, is balancing quick assistance
with operator learning and active decision-making. Ensuring the CA does not encour-
age an over-reliance among operators on the CA for situational awareness, problem-
solving, and decision-making requires a design that promotes critical engagement, for
example, by promoting reflection on the decision [241] and providing appropriate ex-
planations [242]. That being said, introducing a reliable CA for information retrieval and
memory storage could allow operators to forget certain routines to make space for other
knowledge [243].

Balancing interaction speed with utility. Designing efficient user interactions to cap-
ture knowledge in a noisy, jargon-heavy, fast-paced factory environment is challenging.
Challenges include ensuring that voice commands are accurately recognized in noisy ar-
eas and that all the nuances and technical jargon are accurately processed [23]. While
quick user interactions could boost KS, capturing and codifying tacit knowledge —– es-
pecially the inexpressible experiences and insights of experienced operators —– poses a
significant challenge. Balancing the system’s information needs with the need for intu-
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itive and straightforward user interactions is a critical challenge. Ensuring the complete-
ness and accuracy of this knowledge requires innovative solutions that facilitate efficient
knowledge elicitation methods without oversimplifying the richness and contextual sit-
uation of human expertise [244]. However, achieving this level of adaptability demands
advanced NLP models that can reliably handle the nuanced, contextual, and social as-
pects of real-world factory operations [75, 245].

Safety and ethics. Prioritizing operator safety and ethical considerations, particularly
data privacy and knowledge attribution, introduces complex challenges. Addressing the
ethical challenges requires transparent policies and secure data management practices
that protect operator rights and company knowledge while minimizing the impact on
the functionality and efficacy of the assistant. For example, while technological solu-
tions such as operator tracking (see the anonymous operator tracking system presented
in Section 2.2) might improve the contextual awareness of the systems, it introduces sev-
eral ethical concerns related to the operator’s privacy [246]. Moreover, inherent risks as-
sociated with introducing new AI tools into demanding, high-risk work environments
require careful consideration. The same holds for conducting research in the environ-
ment, as any distraction to the operator may result in a loss of situational awareness or
heightened cognitive load, leading to poor decision-making.

INTERACTION SCENARIOS

Based on our context analysis of factory operations and system capabilities, we identi-
fied several usage scenarios where the CA can be optimally used. During production line
downtime, the system could alert operators about the production line status, recom-
mend relevant training, and provide feedback on their contributions, tailored to avoid
repetitive training and identify when refreshers are needed. During production line re-
configuration, the assistant is intended to offer contextual recommendations, guiding
(novice) operators with best practices and answering queries based on their proximity
to machines and activity. In addressing operational issues, the assistant is envisioned
to suggest investigative steps, assist in identifying root causes using the 5-whys tech-
nique, employ similarity models for unfamiliar problems, and leverage machine learn-
ing to preemptively notify operators about potential issues, thus aiding in the rapid res-
olution and effective documentation of problems. These implementations expand the
assistant’s knowledge base while optimizing operational workflows.

Aligning with related work on using assistants to support factory operators, it is ev-
ident that deploying CAs in factory settings stands to benefit operators but also faces
multifaceted challenges [60, 144, 147, 245, 247]. Addressing the technical challenges
while considering human, organizational, and ethical factors, will be key to realizing the
potential of CAs to improve KS in manufacturing.

6.1.2. RQ2: EFFECTS OF MODALITY, TRAINING, CONTEXT EXPERTISE ON

UX, USABILITY AND INTERACTION EFFICIENCY

Building on the key opportunities and challenges identified in Chapter 2, the second re-
search question focused on deepening our understanding of how decisions regarding CA
design and evaluation affect user experience: RQ2: How do modality, user training, and
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context experience affect the UX, usability, and interaction efficiency of CAs for KS in
factories? To investigate this question, we developed a functional CA and simulated
machine interfaces and conducted an empirical study. The study included participants
from various backgrounds, such as factory operators, students, and HCI researchers. Ad-
ditionally, through the qualitative analysis of user feedback, we identified key areas for
improvement and established lessons learned [103]. The insights are discussed below,
arranged under four topics: user insights, modality, training and context experience.

USER INSIGHTS FOR DESIGN OPTIMIZATION

The feedback on the prototype unveils crucial considerations to inform the design of
CAs. Efficiency when using the assistant was paramount—users wanted to complete
their tasks quickly—thus, anything that prevented them from doing so was a burden,
as prior work in other contexts has also shown [248]. For instance, users’ struggle with
frequent conversation breakdowns, and ineffective repair strategies—reflecting the un-
reliability of traditional NLP—indicating a need for more robust NLP systems before
operators will adopt the system. Understanding user intent from shorter (incomplete)
sentences that contain a few keywords, as suggested by participants, might alleviate
some difficulties users face, enabling a more flexible and efficient interaction by allowing
single-word commands for frequently used features. This echoes prior findings show-
ing that users tended to use shorter sentences when interacting with chatbots [249].
Indeed, as users become more familiar with the NLP capability and limitations, they
will likely adjust their phrasing to ensure more successful interaction. Alternative strate-
gies include more extensive use of buttons (suggested phrases), autocomplete, or train-
ing [250]. Much of our feedback highlights the shortcomings of intent-based NLP, which
does not handle nuanced language or divergent phrasing well [158, 248].

MODALITY: SMARTPHONE VERSUS LAPTOP

At the production line, a computer is available for operators to use. We assessed if in-
teracting with the CA on the computer versus a smartphone impacted the UX, work-
load, or interaction efficiency. The lack of significant differences between smartphone
and laptop modalities in task performance metrics suggests an opportunity to prioritize
mobile-friendly CAs in factory settings. Given the portability of smartphones, designing
CAs with mobile-first UX could not only cater to the existing habits of operators (many of
whom may already rely on smartphones for various tasks) but also ensure that assistance
is readily available at any location on the production floor. Although others advocate for
using tablets in factories for user interactions [251], we believe that the portability and fa-
miliarity of smartphones is a key benefit [252], as operators can easily carry them around
in their pockets as they move around the production line.

TRAINING: A DOUBLE-EDGED SWORD

Interestingly, the study reveals that prior training to use the system does not necessar-
ily correlate with improved task performance or user satisfaction. Training may have
heightened expectations or increased cognitive workload, as users possibly tried to re-
call training instructions during interaction. Indeed, prior work has shown that the tim-
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ing of providing training to users can have a significant effect on how it is perceived,
even if it helps complete tasks quicker, emphasizing the strong psychological factors in-
volved [250]. Ideally, the need for extensive training should be avoided by designing
systems that are intuitive and self-explanatory. This can be particularly relevant in fast-
paced manufacturing environments where time is a critical factor, and users may not
adopt a system that requires a lot of training to use effectively [253].

CONTEXT EXPERTISE: LAYMEN ARE MORE CRITICAL OF THE SYSTEM

The difference in usability scores between operators and laymen highlights the influ-
ence of context expertise on user experience and perceived usability, namely, that fac-
tory operators were generally more positive than laymen when assessing the assistant.
Operators’ familiarity with manufacturing environments likely set a baseline for their
expectations and perceptions of utility, different from that of laymen. This discrepancy
underscores the importance of involving end-users in the design process—ensuring that
CAs meet the specific needs and expectations of their intended user base.

Overall, this study demonstrated the stark differences in study results when testing
systems with end-users with context expertise versus laymen. Furthermore, it empha-
sized the importance of efficient and reliable interactions and the shortcomings of tra-
ditional, intent-based NLP.

6.1.3. RQ3: HARNESSING LARGE LANGUAGE MODELS FOR KNOWLEDGE

SHARING WITH CONVERSATIONAL AI
Building on the knowledge presented in prior chapters on CAs’ designs, we investigated
how state-of-the-art NLP technologies can improve their value further. This section
addresses RQ3: What are the implications of using LLM-based conversational AI for
knowledge sharing among factory operators? To explore this, we designed and evalu-
ated an LLM-based CA system in a manufacturing setting and conducted a benchmark
study comparing various open-source and proprietary LLMs.

SYSTEM DESIGN AND EVALUATION

The CA system leverages Large Language Models (LLMs) to improve KS in manufactur-
ing environments, addressing the traditional challenge of accessing and sharing high-
volume, complex operational knowledge. The system employs Retrieval Augmented Gen-
eration (RAG) to efficiently respond to operator queries by retrieving and processing in-
formation from extensive factory manuals and issue reports. Additionally, it supports
knowledge authoring through a dynamic issue reporting form using the 5-whys method
and an LLM-powered knowledge validation step. This approach ensures high-quality
knowledge authoring while minimizing the burden on contributors and validators.

A field study conducted with nine participants from a detergent factory, including
both managers and operators, demonstrated the system’s usability and effectiveness.
The study highlighted the potential of LLM tools to significantly improve technology-
supported KS in manufacturing environments.
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BENCHMARKING STUDY

The benchmarking study compared the performance of various proprietary and open-
source LLMs in responding to manufacturing-specific queries. The assessment focused
on the models’ ability to provide factual, complete, and concise answers based on factory
operational documents and issue reports. GPT-4 emerged as the leading model, show-
casing superior accuracy and minimal hallucination in responses. Open-source models
like StableBeluga2 and Mixtral 8x7B also performed well, indicating significant progress
in open-source LLMs, which are getting closer to proprietary models in domain-specific
contexts such as manufacturing.

The research revealed several key findings. First, LLM-powered systems can increase
information accessibility by extracting information from poorly structured documents,
enabling the assistant to harness a wider set of existing documents and process unstruc-
tured human inputs, such as voice or chat reports from operators, corroborating find-
ings by Kiangala and Wang [59]. Despite this, some operators expressed a preference
for seeking help from human operators if available, deeming it more efficient and ac-
curate. However, knowledgeable human operators are often unavailable during shifts,
making the LLM-powered assistant a valuable alternative. Additionally, the performance
gap between open-source and proprietary LLMs is rapidly closing, suggesting that open-
source, locally hosted LLMs may soon be or already are viable options for manufacturing
environments where data security and control are critical, as indicated by general LLM
benchmarks [22].

The research demonstrates that LLM-powered CAs can significantly improve KS and
operational efficiency in manufacturing settings. By effectively retrieving and processing
complex operational knowledge, these systems address a core need in the industry. The
benchmarking study provides insights into selecting appropriate LLM tools, considering
performance, privacy, and customization requirements, thereby enhancing KS practices
within manufacturing environments.

6.1.4. RQ4: FACTORY OPERATOR PERSPECTIVES ON THE

SOCIO-TECHNICAL CHALLENGES AND PERCEIVED IMPACT OF

COGNITIVE ASSISTANTS

Technological progress may facilitate knowledge-sharing in factories, yet the successful
deployment of CAs depends on understanding the complex interplay between technol-
ogy and human factors, as well as the viewpoints of all stakeholders involved. In light
of this, our investigation centered on the following question: RQ4: What are factory
operators’ and management perceptions of the impact and socio-technical risks and
challenges of using conversational AI for knowledge sharing? To answer this question,
we conducted a thematic analysis based on the end-user feedback from deploying these
assistants at two factories for over two years [108].

COGNITIVE ASSISTANTS REDUCE PROBLEM SOLVING TIME

Factory operators and management perceive the impact of using CAs as multifaceted,
including both opportunities for improved efficiency and socio-technical risks and chal-
lenges. Operators and management acknowledge the potential of CAs to swiftly retrieve
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information and assist in problem-solving. This underlines the potential of these tools in
facilitating effective KS and possibly improving the autonomy of novice operators. For
expert operators, the tool serves as a personal memory augmentation and an efficient
way to disseminate solutions to emerging issues. Participants acknowledge that opera-
tors waste hours every week solving previously solved issues that the system could help
prevent, representing situations where the CA can help save time.

SOCIO-TECHNICAL IMPLICATIONS AND CONCERNS

Beyond the upfront benefits, concerns are raised about the socio-technical implications
of integrating CAs into factory operations. There are apprehensions regarding the sys-
tems’ ability to handle complex, nuanced knowledge and the risk of creating a depen-
dency on technology that may not always be reliable or available. Concerns of operators
becoming over-reliant on AI for decision-making match the findings of prior research.
This risk has motivated recent work on mitigating overreliance on AI [239, 254, 255].

The need for these systems to be user-friendly and accessible for all operators, irre-
spective of their tech-savviness, is stressed. We also observed that while end-users were
generally positive, a minority was pessimistic about the potential benefits, and at least
one end-user outright sabotaged the system, which we believe was related to a mistrust
regarding whether managers could access the raw camera feeds. While we attempted to
balance the needs of the organization and individual operators, these examples demon-
strate the fragility of the process. Perhaps, a more incremental, “muddling through” ap-
proach [256], would have been successful in user adoption. On the other hand, the clear
rejection of at least one operator may also point to underlying trust issues toward the
management that the CA may exacerbate.

BARRIERS TO ADOPTING COGNITIVE ASSISTANTS

The adoption and change management processes underscore the divide in perspectives
between the operators and management, revealing concerns over privacy, data han-
dling, and empowerment. Resistance to change, fueled by previous bad experiences
and anxiety over new technology integration and privacy, shows the social and organiza-
tional rifts that CAs might exacerbate if not addressed thoughtfully. The operator activity
tracking functionality was the most contentious functionality related to privacy and was
covertly sabotaged by an operator. Interestingly, this objection was not raised during the
initial talks with the operators and the worker’s council, perhaps because the operators
did not want to draw too much attention to themselves. As such, only deploying the sys-
tem at the factory premises led to this insight, demonstrating the importance of iterative
testing and evaluation in the field.

Security concerns about misinformation and the ethical dimensions of operator au-
tonomy further complicate the adoption of CAs. These challenges clearly demonstrate
the importance of regularly reevaluating privacy-related aspects, benefits, and risks. Si-
multaneously, technical issues such as network connectivity and data accuracy empha-
size the infrastructural and logistical hurdles, key barriers to smart manufacturing in de-
veloped countries [257]. Ultimately, balancing the practical potential with the human-
centered needs of the workspace emerges as a concern for both operators and man-
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agement, highlighting the need for a human-centered approach when deploying CAs in
factory settings.

6.2. IMPLICATIONS
While using a CA for KS promises to increase operational efficiency, it is vital to balance
against the irreplaceable value of human KS, if available. The tool will have the most
significant impact when operators face a recurring issue that someone else has already
faced and documented but is unavailable for direct consultation. Perhaps the most im-
portant distinction to existing systems for acquiring knowledge in factories [58, 75, 244]
is that they require human analysis of data or knowledge elicitation. In contrast, the CA
systems described in the dissertation capture this knowledge automatically through in-
teractions with operators. Recent advances in NLP made the automatic capture and pro-
cessing of knowledge more feasible [258], attaining sufficient reliability and accuracy to
process unstructured natural language [59, 259] and interact reliably with operators on
the work floor. Practitioners developing these systems must focus on creating interfaces
and communication protocols that maximize the benefits of LLM-driven interactions
while mitigating the risks, such as “hallucinations”. In the following sections, we discuss
the implications and guidelines for using CA in factories.

COGNITIVE ASSISTANTS EXCEL AT SHARING SOLUTIONS TO EMERGING ISSUES

In our studies, the CAs were perceived to be effective at sharing knowledge, especially
when acquiring problem solving knowledge from experienced operators to support
novices. Both management and operators recognized that emerging issues at the pro-
duction line warranted rapid dissemination of solutions that currently did not happen
effectively. As production lines become increasingly complex, digitized, and adaptable,
operators spend a considerable amount of time and cognitive resources on error han-
dling, in line with findings of prior work [2]. Concretely, a few hours of downtime could
be saved on the production line weekly if solutions to emerging issues are shared effec-
tively. To maximize this benefit, it is important that information can be found quickly
and the knowledge base can be easily updated.

MAINTAINING HIGH KNOWLEDGE QUALITY

Beyond being able to update the knowledge base, mechanisms should be in place to
safeguard the quality of the knowledge. Throughout this dissertation, we explored dif-
ferent mechanisms such as ratings based on feedback, ranking suggestions based on
performance, using LLMs to check any new knowledge for possible inconsistencies or
conflicts, and requiring a human expert to approve every new addition. Considering
that many of these mechanisms result in additional work, organizations will need to bal-
ance the need for strict quality control with additional labor costs. Although we opted to
anonymize knowledge contributions for privacy reasons, organizations could consider
attributing knowledge to the contributors by name as done in work by Hannola et al. [27].
As factory operators might perceived some of their colleagues to be more knowledgeable
or trustworthy than others, they can use this information in their decision making pro-
cess. This may also affect their sense of community or offer incentives to share. Thus,
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organizations must find mechanisms for quality control of knowledge that match their
goals and context.

IDENTIFYING VALUABLE AND SHARABLE KNOWLEDGE

From our work, we recognize that it is vital to involve operators when identifying what
knowledge would be beneficial to share and how it can be expressed and retrieved.
Tackling this together requires clear communication and education about what the tech-
nology can and cannot do. In this dissertation, we witnessed the importance of respect-
ing the operator’s expertise and autonomy, creating an environment where operators
feel their contributions through the CA are valued, not just as data for the system but as
important knowledge that improves the workplace. For example, by focusing on shar-
ing knowledge about resolving concrete machine issues as opposed to the less tangible
machine tuning knowledge, more operators perceived the CA to be beneficial. This is
especially important as many operators were apprehensive of introducing yet another
KS tool and the potential consequences thereof, similar to observations made by [238].

BE WARY OF HALLUCINATIONS WHEN INTEGRATING LARGE LANGUAGE MODELS

The adoption of LLMs is not without its risks. The potential for generating incorrect in-
formation or “hallucinations” necessitates comprehensive risk management strategies.
Practitioners must develop and implement safety nets and verification processes to
ensure the reliability and accuracy of the information generated by LLMs. Moreover,
as technology evolves, keeping up-to-date with new techniques to reduce hallucina-
tions and improve reasoning capabilities will be key. For example, the following tech-
niques and insights have been shown to improve the quality of responses: chain-of-
thought prompting [96] and its derivatives such as graph of thought [260], cumulative
reasoning [261], and Tree of thoughts [262]; meta prompting [263]; self-discovery [264];
and algorithms for mitigating "lost in the middle" issues [265] for long contexts such as
LongLLMLingua [266]. For policymakers and legislators, this aspect underlines the need
for regulations that ensure these technologies are developed and used with mechanisms
that maximize accuracy and reliability.

TENSIONS BETWEEN MANAGEMENT AND FACTORY OPERATORS

Navigating the tensions between operators and management regarding (AI-mediated)
KS is key to the success of CAs in factories. Considering that management initiates the
introduction of new technology like CAs, the operators can perceive this as a means
of control and surveillance. The perception of control appears to stem from feeling
forced into sharing knowledge, which factory operators felt they were already doing well
enough. Meanwhile, the perception of surveillance stems from the CA system’s ability to
collect information about their location, actions, productivity, or knowledge, providing
managers with more visibility of their work. Despite these initial concerns, we observed
that over time, and given sufficient opportunities to provide input in the design process,
operators began to perceive the CAs as supportive tools instead. This matches conclu-
sions drawn in previous work where the early and continued involvement of operators
and worker’s council was seen to facilitate the adoption of new technology [213, 238].
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That being said, this shift was not universal, with some operators remaining distrustful
and uninterested in using CAs. Thus, factory operators who never adopt the system may
end up at a disadvantage compared to their peers.

Reflecting on how factory operators spoke about existing issue reporting and perfor-
mance tracking systems, we observed that they often challenge the accuracy and reliabil-
ity of the systems. By undermining the system’s accuracy, the operators could attribute
their lower production performance figures to inaccuracies in the measuring system.
Similar observations have been made in prior work when digital reporting systems were
introduced, where factory operators purposely submitted incomplete entries to obscure
their actual performance from management [37]. In contrast, the managers we spoke to
in the context of this dissertation stood by the accuracy of the production metrics and
reliability of the issue reporting systems. Thus, it is important to maximize the per-
ceived accuracy and trustworthiness of the CA while also making clear that the CA is
not intended to be a tool for surveillance or performance evaluation. That being said,
it might be necessary to mask operator identities, timestamps, or other personally iden-
tifiable data to convince operators that it cannot be misused.

LONG-TERM HUMAN AND ORGANIZATIONAL IMPLICATIONS OF AI FOR KNOWLEDGE

SHARING

The long-term effects of using AI for sharing knowledge in factories are complex, cov-
ering technological, psychological, and social aspects. On one side, using AI for this
purpose might improve operational efficiency and make the knowledge management
system within organizations more dynamic and responsive. This could change how or-
ganizations are structured, making operators more independent of other humans. How-
ever, this change also risks too much reliance on AI for decisions, which can lead to
poorer decision-making [239]. In the long term, overreliance on AI might weaken crit-
ical thinking and problem-solving abilities among operators. These (potential) conse-
quences highlight key areas for future research [267]. However, based on our experience
navigating the safety and productivity concerns of factories during this study, a long-
term study will be challenging to conduct. Aligning with prior work in this area, this
highlights the need for methods that will allow the study of long-term impact in a way
that is acceptable to industrial partners [213].

IMPACT ON SOCIAL INTERACTIONS AND FACTORY OPERATOR WELL-BEING

Regarding social interactions, while AI allows for quick access to information, it could
also lead to fewer face-to-face interactions and learning from human contact, affecting
the social environment and group intelligence at work. Additionally, increasing depen-
dence on AI means operators must develop new skills, particularly in using advanced
digital tools, instead of relying solely on manual or experiential knowledge. This shift
could also affect operators’ well-being, striking a balance between the satisfaction from
solving complex problems and the ease of AI help, matching observations made by Wurhofer
et al. [2]. We observed that the operators were proud of their expertise, and introducing
the CA to capture and share this might affect the satisfaction they get from work. This
may be compounded further if the CA reduces the need for factory operators to work
together to solve problems.
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Finally, all these factors together play a role in the long-term success of companies;
organizations that strategically apply AI for KS could gain competitive edges through
faster problem solving and increased productivity. Yet, achieving this requires designing
AI systems that cognitively support humans without removing the human and cultural
elements vital for creating a learning-focused organizational culture.

CONFIDENTIALITY IMPLICATIONS OF USING LARGE LANGUAGE MODELS WITH

ORGANIZATIONAL KNOWLEDGE

Confidentiality considerations surrounding data privacy and security become critical
with integrating data-driven AI technologies [268, 269]. Relying on considerable com-
puting power and third-party services introduces significant data security concerns for
the companies. Practitioners developing LLM systems must consider secure data man-
agement practices. Open-sourcing of LLM technologies by developers—pioneered by
Meta with Llama—is a promising step towards democratizing these technologies, po-
tentially allowing for local hosting that maintains high performance while alleviating
some security concerns. The gap between proprietory LLMs such as GPT-4-turbo1 and
Claude 3 Opus2, Gemini 1.0 Ultra3, and open-source alternatives such as Mixtral 8x7B4

and Llama 35 has closed significantly since the launch of the first major open-source
LLM, Llama [204]. However, the hosting efforts and investments required, mean orga-
nizations will likely continue relying on large, established cloud service providers such
as Azure6 or AWS7. This reality stresses the importance of policymakers and legislators
creating a regulatory environment that encourages secure data practices.

6.3. REFLECTIONS ON THE RESEARCH APPROACH

Engaging end-users in the design and development processes of CAs is critical. This
collaborative approach ensures that the tools address real-world needs and challenges,
facilitating a sense of ownership and acceptance among users. The requirements and
concepts initially put forward by management did not match the needs of shop floor
operators and were met with disdain. However, we observed increasing enthusiasm
for the tool as the project progressed. From disinterest initially, to enthusiasm at later
stages. We believe a large part of this can be attributed to allowing the operators to voice
their perspectives and ensuring that the tool would benefit them while also meeting or-
ganizational needs. Furthermore, the benefits were not directly obvious to all operators,
requiring in-depth discussion to reach sufficient understanding. We also recognize that
it can be difficult to express the benefits of a novel tool being actively developed and

1https://platform.openai.com/docs/models/gpt-4-and-gpt-4-turbo—last accessed January 20,
2025

2https://www.anthropic.com/news/claude-3-family—last accessed January 20, 2025
3https://gemini.google.com/advanced—last accessed January 20, 2025
4https://mistral.ai/news/mixtral-of-experts/—last accessed January 20, 2025
5https://llama.meta.com/llama3/—last accessed January 20, 2025
6https://azure.microsoft.com/en-us/products/ai-services/openai-service—last accessed

January 20, 2025
7https://aws.amazon.com/machine-learning/inferentia/—last accessed today
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adapted as the project progresses. At the project’s conclusion after three years, many
operators appreciated the tool’s benefits.

Our approach incorporated several methods, including research-through-design, ethno-
graphic research, co-design sessions, and empirical studies. The foundation of this
project on ethnographic research has provided valuable context and understanding of
the factory environment, which has directly informed the design and development of the
CA. The research-through-design approach was instrumental in developing CAs, al-
lowing researchers to explore novel interactions and interfaces. It facilitated a hands-
on understanding of the problem space, enabling the iterative refinement of the CA pro-
totypes based on real-world usage and feedback.

The prototypes, especially the later ones, were real systems integrated into factory en-
vironments, which stemmed from the requirements of the participating factories. While
the combination of fully functional prototypes in a factory environment provided a high
ecological validity for our research, the necessity of creating advanced, innovative pro-
totypes sometimes distracted us from the human and organizational factors. Thus, on
reflection, there were periods when the development work became very prominent and
focused too much on the artifact being designed (the CA) and less on the broader sys-
tem and organizational context in which it operates, potentially overlooking human
factors critical to successful implementation. This points to the importance of frequent
moments of reflection to take a step back from the low-level design details.

Our access to factory stakeholders was significantly restricted by factory management
to minimize the impact on production, possibly affecting the depth and candidness of
the responses. While our ethnographic work, prototype evaluations, and co-design ses-
sions aimed to include a range of stakeholders, it was most challenging to recruit oper-
ators as they were only available for short periods during their shifts at the production
line. This could potentially skew the design toward the needs and perspectives of se-
nior operators and managers. Furthermore, the shorter evaluations with the operators
at the production line focused primarily on immediate usability concerns and imag-
ined long-term benefits, with less emphasis on long-term impact and user engagement.
As a result, the assessments of the final designs were largely qualitative, making it chal-
lenging to measure the impact quantitatively or compare it against other solutions.

That being said, unlike prior work that was forced to have managers mediate all in-
teractions with operators [213], we were able to involve them separately in most cases.
Thus, we could maximize the openness and directness of the responses we received
by positioning ourselves as external researchers (i.e., not ‘agents’ of the management),
building a relationship with participants over time, talking to operators without man-
agement present whenever possible, and maintaining the anonymity of participants.

6.4. FUTURE WORK

In discussing future work, we address research that directly continues from this disser-
tation and broader future work.
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6.4.1. IMMEDIATE EXTENSIONS

REFINEMENT OF LARGE LANGUAGE MODEL-POWERED COGNITIVE ASSISTANTS

Refinement of LLM-powered CAs within the factory context would entail enhancing the
accuracy, reliability, scalability, and context understanding. Efforts could include re-
fining the retrieval augmented generation pipeline, experimenting with a modular ap-
proach, and more in-depth optimization of the (hyper)parameters. Furthermore, we
suggest investigating interactions to support even more efficient knowledge elicitation,
validation, and maintenance, for example, by enabling operators to record short (au-
dio)visual notes and delete and/or replace entries in the knowledge base.

LONGITUDINAL IMPACT STUDIES

Long-term studies are needed to assess the enduring impacts of CAs on a human, team,
and organizational level. On a human level, key positive impacts could include skill de-
velopment and learning, critical thinking, and well-being. On the other hand, we might
also observe losses in skills, such as memory, as operators can rely on the assistant to
remember past problems. On a team level, we might observe changes to social inter-
actions, team cohesion, team performance, and team structure. It’s crucial to measure
these direct and indirect effects as introducing conversational AI could (indirectly) cause
reduced operator well-being if they have fewer human-human interactions. On an or-
ganizational level, long-term studies could measure key performance indicators such
as production performance. By measuring and observing the long-term impacts of us-
ing conversational AI for knowledge-sharing in factories, practitioners and policymakers
can make more informed decisions regarding their deployment.

CHANGE MANAGEMENT STRATEGY

Assuming the result of the long-term impact studies are positive, and anticipating the
difficulties in introducing a disruptive tool such as an LLM-powered conversational AI,
we suggest formulating a change management strategy that breaks down the introduc-
tion into incremental steps. This would allow for the minimization of risk, enable more
manageable shifts in work practices and culture, and, if necessary, make adjustments to
the tool or change management strategy. This change management strategy is more
likely to succeed than expecting everyone to drastically change their way of working
from one to another no matter how large the potential benefit, especially with com-
plex socio-technical systems [41]. Defining a change management process will involve
further analysis of current work culture and practices such that hurdles can be identi-
fied and overcome systematically with (incremental) changes and appropiate behavioral
change strategies.

6.4.2. BROADER FUTURE WORK

Future work beyond the scope of this dissertation explores broader, innovative research
areas that extend the foundational insights provided by the thesis.
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SYSTEM DESIGN CHALLENGES FOR AI-MEDIATED KNOWLEDGE SHARING

Building on the system designs developed in this dissertation, many design and HCI
challenges persist, warranting deeper exploration. For example: when and how should
the assistant ask clarifying questions before answering a user query? When and how
should users (be asked) to share their knowledge? And how should critical decision-
making be encouraged? Determining what information is missing to provide a high-
quality answer is a natural skill for humans but LLM-powered information retrieval mech-
anisms such as retrieval augmented generation do not clarify questions by default. Fu-
ture work could explore mechanisms to identify if additional information is needed to
provide a high-quality answer and if and how it would be appropriate to ask, building on
work by Deng et al. [270]. Regarding the capture of knowledge, new interactions could be
explored, such as providing operators wearables for short audio recordings or context-
aware questioning during task execution as an apprentice might do. This direction is
supported by recent work showing the potential for LLM-powered tools to revise and
summarize dictated text for later use [271]. Lastly, for encouraging critical decision-
making—which is relevant for many domains considering the increasing use of AI de-
cision support—future research could explore how LLM responses can be formulated to
support critical thinking, building on strategies such as reflection [241] and appropriate
AI explanations [242]. Addressing these design challenges will support the development
of human-centered LLM-facilitated KS for manufacturing and other domains.

BEYOND AI-FACILITATED KNOWLEDGE SHARING: LONG-TERM IMPLICATIONS AND

CHALLENGES

Technological advances such as LLMs can be disruptive [272], and it is not easy to imag-
ine how their widespread integration and adoption might shift work practices [273] or
learning outcomes [274]. This dissertation explores only one way of using LLMs, yet
countless alternatives exist, and as the technology progresses, more will emerge. We be-
lieve a deeper understanding of the long-term effects of using LLM-powered tools for KS
is key to informing future work from low-level design decisions to legislation. As often
happens when a transformative tool is introduced, certain human expertise becomes
less important, allowing for the development of others, such as how widespread factory
automation shifted manufacturing work from physical and repetitive tasks to multidisci-
plinary knowledgeable production line operations [275]. Additionally, certain tasks can
be completed quicker, improving overall productivity—at least in theory. Based on un-
derstanding the effects of using LLM tools for knowledge-sharing nowadays, future work
could employ speculative design to imagine what might be possible in 1, 2, or 5 years,
such that we can make a more informed decision on where to focus our research efforts
to ensure we are well prepared as a society to harness the technology for good and miti-
gate the eventual risks.

FRAMEWORK TO RECONCILE VALUES HELD BY OPERATORS, MANAGERS, AND

DEVELOPERS TO TACKLE ORGANIZATIONAL AND CULTURAL CHANGE

We observed diverse goals and values across the stakeholders involved in our research on
conversational AI in factories, similar to observations made by Baxter and Sommerville
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[3]. While factory managers are concerned with how the system might add value to the
organization, the operators are more concerned about making their work easier. The de-
velopers aim to deliver whatever system requirements are defined. We—as design engi-
neers looking through a socio-technical lens—often found ourselves in a mediator-type
position attempting to reconcile these different perspectives while also being motivated
by our own research agenda and project requirements. We believe a deeper understand-
ing of balancing these perspectives and implications would be valuable and support
changes to the organizational structure and culture. For example, whether focusing on
operator needs would eventually result in value added to the organization. This echoes
prior work emphasizing the need for organizational structures and cultural changes to
support digitized KS in manufacturing [6]. A framework to map these values and de-
velop a strategy for reconciling them would be valuable when designing for (complex)
socio-technical systems, such as AI-facilitated KS.

INCENTIVES FOR SHARING KNOWLEDGE THROUGH A COGNITIVE ASSISTANT

In this dissertation, we observed immense variability in the motivations of operators to
share their knowledge with others. While some operators saw it as part of their job or
enjoyed the process, others were indifferent or unmotivated to share. The topic of in-
centives for KS is widely discussed in the literature, especially in a work context [276–
281], for example, by offering bonuses and to a lesser extent for crowdsourcing general
knowledge, for example, by gamifying the experience [76]. However, sharing knowledge
through conversational AI might impact the perceived benefits and efforts involved, re-
quiring additional investigation. The incentives challenge is closely linked to the per-
ceived effort of sharing knowledge and information and if this is rewarding in itself.
Therefore, it makes sense to research these aspects holistically, for example, to inves-
tigate if reducing needed interaction time impacts user acceptance or the need for ad-
ditional incentive mechanisms. Furthermore, there are gaps in the literature regarding
incentives for sharing knowledge in other (non-work) communities, such as residents in
low-resource neighborhoods sharing practical tips or lifestyle advice. Building on prior
work that explored the role of incentives via digital mediums such as enterprise social-
media [282], future work could explore the factors when facilitated by a CA in a factory
context. Overall, incentives—whether monetary or social—represent a key component
for any successful KS project, warranting focused research.

EXPLORING TRANSFERABILITY TO OTHER CONTEXTS AND DOMAINS

We suggest researching the transferability of conversational AI KS across different sizes of
manufacturing operations and other contexts. Facilitating organizational or community
memory is a widespread challenge across many industries and contexts, perhaps even
universally, from hospitals to residential communities to space programs. Future work
could explore how the systems, insights, and approaches presented in this dissertation
can be transferred to other contexts. For example, to aid students during their master
thesis project, a CA could support them by harnessing the community memory of prior
and current students while also supporting the retrieval of official procedures. Investi-
gating transferability stands to enhance the impact of this work, making it accessible to
other domains.
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6.5. CLOSING REMARKS
In this dissertation, we explored the integration of CAs in factory settings to enhance
KS among operators. Our research identified both the potential benefits, challenges,
and risks of deploying advanced AI technologies in such environments. We highlighted
key design opportunities, user interaction strategies, privacy concerns, and the balance
required between technological, social, organizational, and human factors for successful
CA implementation.

Our findings show that CAs can improve efficiency, learning, and problem-solving on
the production floor. However, they also emphasize the need for designs that prioritize
human needs, organizational context, and ethical considerations that include the per-
spectives of all stakeholders. Future research should continue to explore the long-term
impacts of CAs, refine their designs, and investigate the applicability of our findings in
other settings.

In conclusion, while integrating CAs in factories offers a promising way to improve
KS and operational efficiency, it is crucial to approach this integration with a thorough
understanding of the socio-technical factors involved. Only by focusing on human-
centered design and iterative field testing can we fully leverage the potential of CAs to
create more efficient, knowledgeable, and adaptive manufacturing environments.
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