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ABSTRACT

Artificial Intelligence (AI) is increasingly helping people with all kinds of tasks, due to its promising ca-
pabilities. In some tasks, an AI system by itself will take over tasks, but in other tasks, an AI system making
decisions on its own would be undesired due to ethical and legal reasons. In those cases, AI can still be of
help by forming human-AI teams, in which humans get advice from the AI system helping them with making
their final decisions. Human-AI teams are for instance used in the medical and legal fields. One problem
arises, in which instances should one trust an AI system and in which not? Trusting the AI system when it is
correct and trusting yourself when you are correct, results in a high appropriate reliance. If users appropri-
ately rely on AI systems, it is possible to achieve complementary team performance, which is better than any
single teammate. However, as known from previous literature, people struggle with assessing their perfor-
mance and knowing how well they perform compared to peers. When one overestimates their performance
this can be because of a dual burden, due to the lack of skill they also lack the skill to accurately estimate
their performance. This phenomenon is called the Dunning-Kruger Effect (DKE). This raises questions about
whether the inability to estimate their own capabilities would also reflect on their assessment of the AI system
its performance.

In this thesis we look at how the DKE affects (appropriate) reliance on AI systems and if so, how such ef-
fects due to the DKE can be mitigated. The effects of the DKE and possible mitigation are being tested through
an empirical study (N = 249). The attempt at mitigation is done by including a tutorial intervention, which
has been proved in previous research to be useful in decreasing the DKE. The tutorial intervention is aimed
at revealing the weaknesses of the participant and making them aware of their miscalibrated self-estimation.
Furthermore, in this thesis, the effects of revealing how the AI system makes its decisions through explain-
able AI (XAI) are explored. The XAI consisted of highlights from logic unit-based explanations, it should allow
participants to gain more understanding of the AI advice. This thesis shows how this will affect user self-
assessment and reliance on the AI system.

We found that participants who overestimate themselves tend to rely less on the AI system, compared
to participants that had an accurate or underestimation of their performance. After the tutorial participants
have a better calibration of their self-assessment. While the designed tutorial intervention can help par-
ticipants calibrate their self-assessment, it fails to promote (appropriate) reliance. Furthermore, the logic
units-based explanations did not improve accurate self-assessing or increase user (appropriate) reliance on
AI systems. This thesis shows the importance of considering cognitive biases when dealing with human-AI
teams and invites more research on how to handle and mitigate the DKE in human-AI decision making.
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1
INTRODUCTION

In this time and age, when trying to navigate to a new destination, it is becoming second nature to consult
artificial intelligence (AI) to find directions for the quickest route. As the performance of AI is increasing
further and further, interaction with AI systems of all kinds is becoming omnipresent in a wide variety of
functions. Often these AI solutions can be seen as advice given by the AI system. As a user, you do not need
to oblige with this advice and can for instance still take another route, or choose among a set of routes. While
making the sub-optimal choice for a route will only result in a longer journey, in other fields of work making
a mistake of any kind can have bigger consequences. For instance, humans are also assisted by AI in the
medical domain [1], in which a wrong call can have severe consequences. In these high-stakes domains, it
is often not preferred to use fully automated AI systems largely due to ethical and legal reasons, therefore,
human-AI teams can be used instead. In those domains, the AI system can help and advise the user, but
the final decision is made by the human user. In the current situation, most of the time human-AI teams do
outperform humans alone, but fail to outperform AI alone [2]. A big aim in current-day research is to find a
complementary performance[2–5], in which a human is assisted by an AI system to come to a performance
that could not be achieved by either of those on their own. As these solutions are often used in high-stakes
domains with the risk of tremendous consequences, further studies on improving human-AI collaboration in
these domains are crucial. An illustration of how human-AI decision making can take place is given in Figure
1.1.

To improve this human-AI decision making it is necessary to know what the aim should be. Often a per-
formance improvement can be made by making humans align more with the AI system. This is due to the
fact that AI systems often have a higher average performance. However, when aiming for this there would be
no added benefit of keeping humans in the loop, as they would start copying the AI for optimal performance.
Furthermore, by doing this it will not be possible to obtain a complementary performance when the AI sys-
tem gets blindly relied upon. This results in a need to measure how appropriate human reliance on the AI
system is, relying on it when it is correct and relying on themselves when the AI system is wrong. A method to
measure appropriate reliance on AI systems is described by Schemmer et al. [6]. This measure shows when
someone has a relative positive AI reliance (RAIR) and a relative positive self-reliance (RSR), which should
both be considered for appropriate reliance. Appropriate reliance allows us to look at the performance of
human-AI decision making in a different way, in which the focus is put on the trust dynamic between the hu-
man and AI. What factors can contribute to this idea of appropriate reliance? One thing that is being looked at
is increasing the understanding of the users about the AI system, which can potentially increase appropriate
trust [4].

One fruitful way to increase user understanding of the AI system is by supplying the user with explana-
tions of the AI, known as explainable AI (XAI). One instance of XAI is by giving real-time support with inline
highlights [7]. XAI can help users understand AI and therefore make better decisions which can then result
in more appropriate reliance. However, it is important to take the human mental model into consideration
while designing such XAI[4, 8], as explaining just how AI came to its decisions might not be the most helpful
to users.

While performing tasks some people think they perform a lot better than they actually do, and overesti-
mate their performance. It seems especially hard to calibrate the estimation of performance to match actual
performance when underperforming, due to a dual burden in which lack of skill on a task also creates the

1



2 1. INTRODUCTION

lack of meta-cognition to recognize this lack of skill. This effect in which the unskilled are also unaware is
called the Dunning-Kruger Effect (DKE) [9]. Previous research has shown that crowd workers can suffer from
the DKE [10]. This makes us wonder what implications the DKE has on human-AI decision making.

With human-AI decision making having an increasing effect on our lives, it is important to have a good
understanding of this relationship between humans and AI systems. People who do not perform well gener-
ally overestimate their performance, this makes it interesting to take a look at how these people interact with
AI systems. Ones that overestimate themselves have problems gaining a correct mental model of their own
performance, therefore we are interested to see how they would place themselves compared to AI systems.
Less awareness of own performance versus that of the AI system, could then result in less reliance on the
AI and inflated unjustified self-reliance, which also could harm overall performance. In previous research
by Schaffer et al. [11] the subject of the DKE in human-AI decision making has already been touched upon.
Schaffer et al. showed that in a prisoner’s dilemma-like task the self-assessment of a user affects the reliance
on the AI system. This makes it interesting to take a look at how the effects of the DKE take further shape in
human-AI reliance. This thesis focuses on how the (appropriate) reliance on AI in human-AI decision making
is affected by the DKE. A subject which to the best of our knowledge has not been addressed in prior studies.

Figure 1.1: Illustration of the process of human-AI decision making.

1.1. RESEARCH QUESTIONS
We have established that the thesis should entail the effects of the DKE on reliance in human-AI decision

making, more specifically how the users in human-AI decision making shape their reliance on AI systems. We
expect that due to the DKE the reliance of these users might differ from their counterparts. Furthermore, it
also raises the question, that if the DKE affects the (appropriate) reliance, and how this then can be improved.
How can the effects of the DKE be minimized and mitigated? Therefore the two following research questions
will be the focus of this thesis.

• Research question 1: How does the Dunning-Kruger Effect shape reliance on AI systems?

• Research question 2: How can the Dunning-Kruger Effect be mitigated in human-AI decision mak-
ing tasks?

To find answers to these research questions we proposed four hypotheses on the effect of overestima-
tion on reliance, the effect of accurate self-estimation on reliance, the effect of a tutorial intervention on
self-assessment and the effect of a tutorial intervention on (appropriate) reliance. We expect to find under-
reliance on AI systems from people that overestimate their performance, and thus are subject to the DKE, we



1.2. CONTRIBUTIONS 3

also want to create a way to mitigate this effect. This brings us to the problem of how to mitigate the DKE. In
previous research, it has been found that a way to reduce this effect is by providing a way to increase knowl-
edge as a way to also increase the meta-cognitive skills on self-awareness [9]. Furthermore, the paper by Lai
et al. [7] shows that a tutorial intervention can be used to increase human-AI team performance. Therefore
to find an answer to research question 2, we chose to look at what effect a tutorial could have on users that
are subject to the DKE, specifically the effect on their (appropriate) reliance. Will tutorials make the users
understand better how the AI is working and how their performance scales to the performance of AI? This
inspired us to include a tutorial intervention in the research.

The experiment in this study was done by crowd-sourcing participants from Prolific1 in which 249 partici-
pants participated. These participants were asked to go through our experiment, in which they were asked to
answer multiple-choice questions with and without explanations when receiving AI advice. The implemen-
tation and additional material of the experiment can be found on the GitHub page2. Note that the data and
code will only be made public after our paper, which is under review at the moment of writing, is accepted.

1.2. CONTRIBUTIONS
This thesis aims to discover more about how the DKE shapes reliance on AI systems and how this can be

mitigated. This gives us several challenges and while executing this research we have the following contribu-
tions:

• In this thesis a research gap is formulated in human-AI decision making. The effects of the DKE on
(appropriate) reliance and ways to mitigate the DKE within the human-AI decision making context
have not been explored enough.

• An experimental design including a tutorial consisting of manually created constrastive explanations is
created for this thesis.

• We carry out a quantitative study with 249 participants. Some parts of the experiment are between-
subject and others are within-subject. The experiment is about the effects of overestimating and having
an accurate self-assessment on the (appropriate) reliance on AI systems in human-AI decision making.
Furthermore, the experiment is about the effects of a tutorial intervention on the calibration of the self-
assessment and the effects of a tutorial intervention on (appropriate) reliance on AI systems in human-
AI decision making. Reliance is measured with two variables and appropriate reliance is measured with
an additional two variables.

1.3. OUTLINE
The rest of the thesis is structured as follows. First in chapter 2 we give some background on human-AI

decision making. We provide the necessary preliminary and background information for this work: self-
assessment, the DKE, XAI and appropriate reliance. Next, we describe the methodology in chapter 3, it dis-
cusses the hypotheses and how those were found, logical reasoning tasks, task selection, two-stage decision-
making, the pilot study, quality control, the tutorial, logic units-based explanations and some design choices.
Following that we give the experimental setup in chapter 4, this chapter contains the conditions, measures,
variables, participants and procedure. In chapter 5 we present the results of all hypotheses and some ex-
ploratory results. Next, in chapter 6 we discuss the findings, implications, and limitations and point out
promising future directions. Finally, in chapter 7 we give a summary of the whole thesis and outline the most
important findings.

1prolific.co
2https://github.com/LucieKuiper/Thesis





2
BACKGROUND

This thesis is centred around human-AI decision making. More specifically, this thesis focuses on the
effects of the Dunning-Kruger effect (DKE) on the (appropriate) reliance of humans on AI systems in human-
AI teams. To gain a better understanding of current research a few areas need to be covered. First of all, it
is important to discover more about the workings of Human-AI decision making. Additional information is
given about the self-assessment of users in systems, specifically in human-AI interaction. The DKE will be
discussed in more detail to build further on the self-assessment. As a means to mitigate the effect explainable
AI (XAI) is being used in this thesis. This chapter describes how XAI has been used in previous studies. Finally,
appropriate reliance and previous studies on appropriate reliance are presented.

2.1. HUMAN-AI DECISION MAKING
With the ever-growing influence of AI in our daily life, it is important to give our interaction with AI the

right direction, as for instance discussed by Lee et al. [12]. Human-AI decision making is a form of human-AI
interaction, in which humans and AI collaborate on certain tasks. Recent work features a lot of research on
how users shape trust in AI systems and how the users’ behaviour is affected by AI systems. Notable topics in-
clude risk perception [13, 14], performance feedback [4, 15] and confidence [16, 17] of machine learning mod-
els. Currently, human-AI teams often work on high-stakes tasks which involve a big risk when done wrong.
For instance, in the legal, financial and medical field[18–20], in which mistakes can have big consequences.
This comes as a logical consequence of the fact that complete automation in these areas is unwanted due
to ethical and legal concerns. However, fully manual work in these areas can also be tedious and less effec-
tive than human-AI teams, which gives AI a place as an advisor. This gives the incentive to optimise these
collaborations, as the concerns regarding legality and ethics will not change in the near future. Just AI often
outperforms human-AI teams, however, it is still key to optimise for these teams. The desire for human-AI
teams is to outperform both humans and AI systems. Currently, human-AI team performance often lies in
between the solitary performance of humans and AI [2]. Therefore a lot of work should still be done in order
to improve human-AI teams to reach the potential of complementary performance. In most of these human-
AI teams, the last decision is made by the human that receives an estimation or advice from the AI system.
Therefore it is important that the human interacting with the AI system knows how to interact best, but the
AI should also supply the information in such a way that the person interacting with it can optimize their
teamwork. This is backed by Bansal et al. [4], who state the importance of the mental model that humans
create of the AI system, and its role in improving overall performance.

2.2. APPROPRIATE RELIANCE
For human-AI decision making to be successful people must trust the AI system when it is right, but trust

themselves when they are right. The desire for human-AI teams is to have a complementary performance
[3]. This can not be achieved when people always trust the AI system, as that would just result in a perfor-
mance that is in line with the AI system. Furthermore, this would be an automation bias. In recent research,
human-AI team performance is often better than human, but worse than AI on its own [2, 3, 21]. This is due
to two causes. First of all, humans do not know when to trust AI and do not take advantage of the powers of

5
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AI, which can be described as under-reliance. Secondly, humans trust AI systems too much when it is incor-
rect, instead of relying on themselves when they outperform the AI system, which can be described as over-
reliance. Both can be a form of automation bias in which people do not really consider the answers anymore
and just generally decide whether or not to follow the AI advice. While the increase of reliance on AI systems
could increase performance as AI systems often still outperform human-AI teams, it will not be possible to
achieve complementary performance in this way. Furthermore, it would just result in further automation
bias and over-reliance which could defeat the whole purpose of human-AI teams. If someone just copies the
AI advice, then there are no benefits of someone going over all tasks manually. The research by Lee and See
[22] talks about the importance of appropriate trust for human-computer interaction. Increased appropri-
ate reliance would help achieve complementary performance, as higher appropriate reliance should indicate
someone relies on the AI when appropriate, but also relies on themselves when appropriate. It is important
to use universal measures, so research on human-AI decision making can be compared to one another. How-
ever, often still different measures are used which complicates comparison [21]. The measures in this thesis
used are described by Schemmer et al. [6] who presented a useful metric to measure appropriate reliance. In
existing research, the focus is mainly on mitigating under-reliance and over-reliance. Several methods have
been successful in mitigating the under-reliance and over-reliance, like for instance user tutorials [23, 24]
and explanations [25] have been proven to be successful. Chiang and Yin [23] claim that tutorials, when used
appropriately, can help participants rely on machine learning models more appropriately. A previous study
Chiang and Yin [24], found that a short education session can be effective in reducing over-reliance on out-
of-distribution data. Furthermore, such systems can educate people to further improve their capabilities.
Inspired by this we explore whether the DKE in human-AI decision making can be mitigated by the use of a
tutorial intervention.

2.3. SELF-ASSESSMENT
The evaluation of one their own performance is more commonly called "self-assessment". The level of

meta-cognition one has determines how well one can assess themselves. It is a fundamental skill, as a better
insight into how well you are performing can help improve your capabilities [26]. The use of self-assessment
has been widely used in educational settings to improve student performance [27, 28]. While the benefits
of self-assessment are clear as a way to self-improve, people do tend to struggle to get their self-assessment
calibrated [29]. The true extent of usefulness of self-assessment has also been up to question in recent re-
search [30]. Generally, people tend to overestimate their abilities, this overestimation does decrease by gain-
ing knowledge [31]. The tendency of overestimation is partially described by the overestimation bias [32].
Often, even the estimation of peers can be better than the self-estimation [33]. This overestimation comes
from several reasons, people tend to think they are above average and have an unrealistic optimistic view of
themselves. In the field of Human-Computer Interaction (HCI) research has been done on several purposes
of using self-assessment. For instance, in the research done by Gadiraju et al. [10], self-assessment is used to
do pre-selection in crowdsourcing, based on competence. In this thesis, self-assessment will be measured as
a way to indicate the DKE.

2.4. THE DUNNING-KRUGER EFFECT (DKE)
When someone has an inflated self-assessment that does not align with their actual performance, we can

speak of the Dunning-Kruger effect. The DKE is first described and named by Kruger and Dunning [9]. The
paper describes how people have a favourable outlook on their own performance. This could be due to the so-
called "dual burden" which states that individuals who are unable to perform well in a task, also lack the meta-
cognition to correctly assess their performance. In the same paper, Dunning and Kruger also suggested and
tested a way to mitigate the found effect. By increasing the skill of the participants they successfully increased
the ability of participants to access their performance. Increasing the skill is done with a training. Besides
increased skill, the training also reduces their estimation of their performance, resulting in a significantly
reduced gap between actual and estimated performance. This suggests that training is a way to reduce DKE.
While the paper does mention that some other effects take place at the same time, like the above-average
effect, the emphasis is on the inability to recognize their own mistakes, not on being overconfident. In the
paper by Kruger and Dunning [9] DKE was found in logical reasoning, humour and grammar. Future studies
showed that DKE is also prevalent in HCI [10, 34], and more specifically in human-AI decision making [11].
The research done by Schaffer et al. [11] was a user study based on an adaption of the prisoner’s dilemma-like
game. they found that familiarity with the task domain correlated with trust in the AI advice, but reliance is
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lower. With this study, they proved not only that DKE is present in human-AI decision making, but also that
it has an impact on reliance. This gives the inspiration to take a further deep dive into the DKE in human-AI
decision making by testing on another type of task to check for transferability. Furthermore, we perform more
extensive tests on the (appropriate) reliance on the AI system, to build on the previous research and gain a
better understanding of how the DKE affects the reliance on AI systems.

2.5. EXPLAINABLE AI (XAI)
Explainable AI (XAI) gives a user of AI more insight into the AI by showing how the AI system has come

to its conclusions. When people are interacting with AI systems they generally just receive advice and need
to decide whether they want to follow that advice or not. Without being given any other context this can
be troublesome, as the trust in the AI must just be built from the advice. Furthermore, it is in line with the
GDPR (in effect in the European Union) [35], which states that AI and ML systems should give meaningful
information about the system. This can be done with XAI and creates an incentive to test the workings of
these explanations in research. The current use of XAI often puts its usefulness to enhanced performance
into question. In recent research, Jacovi et al. [36], questions were put around the function and comprehen-
sion of humans of XAI. These problems call for a more human-centred approach. Buçinca et al. [37] stretches
the importance of good explanations as misleading explanations could lead to a reduction of human-AI team
performance, which again shows the importance of designing XAI with the human in mind. Furthermore,
other research found that in human-AI decision making the use of XAI is not as effective as expected and
could lead to automation bias [11]. This automation bias in AI has also been found in other research, specifi-
cally when strengths were observed early on [8]. In another paper, by Wang and Yin [25], the conclusion was
made that the helpfulness of XAI is determined by the expertise of the person in that domain. More expertise
meant the XAI could provide more help, as the people might not be able to interpret the XAI without domain
knowledge in the field the decision making is about. As XAI is more helpful in domains people have some
expertise in, it is best to find a task that is not too foreign to laymen. Therefore, we chose logical reasoning
tasks in this thesis. The paper by Wang and Yin [25] also mentioned three desired abilities of XAI 1) making
users understand the AI model, 2) making people see the uncertainty of an AI prediction, and 3) calibrating
the trust in the model. This thesis will most specifically focus on the third point mentioned, as trust in AI is
measured with and without XAI.





3
METHODS

This section describes the hypotheses that are derived from the research questions. Then it builds further
on that, by describing the elements that are needed to answer these hypotheses, such as which tasks were
used, why they were used and how these tasks were selected. Furthermore, a pilot study was done to gain
more information prior to the experiments. Moreover, the tutorial intervention and explanation of AI used in
the explanations are explained.

3.1. HYPOTHESES
In the introduction, the following two research questions were formulated, to study the research gap

found. Research question 1: How does the Dunning-Kruger effect shape reliance on AI systems? and Re-
search question 2:How can the Dunning-Kruger effect when working with AI systems be mitigated?. To
answer these research questions the experiment has been designed around the Dunning-Kruger effect (DKE)
and AI reliance. The DKE states, that people that are less component find more difficulty in estimating their
performance, due to the dual burden of incompetence[9]. As a consequence of the DKE, a participant could
wrongly overestimate their own capabilities compared to AI, making them less likely to rely on AI advice. As
explainable AI(XAI) gives more insight into the AI system, people who still overestimate themselves might
even have a lower reliance on AI.

Therefore the first hypothesis is formulated as follows.

• Hypothesis 1: Users overestimating their own performance will demonstrate relatively less reliance
on AI systems.

• Hypothesis 1a: giving explanations during the AI-advice stage can reducethis effect.

Appropriate reliance on AI is key to increased human-AI decision making performance. Therefore, ap-
propriate reliance on AI is also to be studied in addition to the general reliance on AI. Besides overestimation
of themselves, users can also underestimate themselves, additionally, some users might show an accurate es-
timation of their performance. We expect, that an accurate self-estimation will benefit one in knowing when
to rely on AI. In this case, once more the influence of supplying participants with explanations is expected
to amplify this effect, as it could increase understanding of the AI. Which might benefit participants that
estimate their own performance right more. Thus the second hypothesis is formulated as follows.

• Hypothesis 2: Users demonstrating accurate self-assessments will exhibit relatively appropriate re-
liance on AI systems.

• Hypothesis 2a: giving explanations during the AI-advice stage can amplify this effect.

In the second research question, the desire is to mitigate the effect of the DKE. It has previously been
found that feedback can help improve the perception of the complexity of questions and therefore decrease
the DKE [38]. Feedback can be used to make users aware of their mistakes and help them recalibrate their
self-assessment. With the right way of supplying feedback, we claim that it should be possible to mitigate the
DKE. When users are supplied with explanations it is expected that the effect is increased as they are equipped
with more information on the AI and its inner workings. This leads us to the third hypothesis, formulated as
follows:

9



10 3. METHODS

• Hypothesis 3: Making users aware of their miscalibrated self-assessment, will help them improve
their self-assessment.

• Hypothesis 3a: giving explanations during the AI-advice stage can amplify this effect.

By obtaining a better understanding of themselves users’ appropriate reliance on AI could also be im-
proved, besides obtaining better self-assessment. Better awareness of their own capabilities due to being
supplied with feedback can result in a better understanding of when they are not capable and should rely on
AI instead of on themselves, which can lead to more appropriate reliance on AI. In the case where participants
get explanations on the AI advice it is anticipated, that due to increased access to information on the AI, the
effect will be amplified. Therefore, the following hypothesis was formulated.

• Hypothesis 4: Making users aware of their miscalibrated self-assessment will result in relatively
more appropriate reliance on AI systems.

• Hypothesis 4a: giving explanations during the AI-advice stage can amplify this effect.

3.2. TASKS
To verify the DKE in an empirical study, we need a task, which complies with a few criteria. First of all,

the tasks to be performed must not be too easy as the participants should make some mistakes to make them
have to rely on AI and make them prone to the DKE. Furthermore, when participants already have a high
accuracy giving them training might have a lesser effect. Something else to take into consideration is using a
layman-friendly task, as we will not be able to gather enough experts in a specific field. While being layman-
friendly, the task should also have some risk in putting trust into the AI, as we can not put the participants
into situations with real urgency for a correct answer. To create some risk in giving an incorrect answer, we
supplied them with monetary bonuses for correct answers, which should motivate participants to try their
best. Another important criterion is that there has to be a ground truth answer for the tasks, as we must be
able to pinpoint correct and incorrect answers to gather results. Furthermore, it is desirable for the task to
be a realistic task to be performed as a human-AI decision making task, tasks that are arbitrary for AI are not
preferable, as participants might notice and copy the answers, an example of an arbitrary task for AI would
be calculating mathematical questions.

3.2.1. LOGICAL REASONING TASK

To satisfy most of the criteria mentioned previously the ReClor dataset has been chosen [39]. ReClor
is a reading comprehension dataset that requires logical reasoning to answer the questions. The dataset is
suitable for this study, as the human performance is not too high (which is tested in the pilot study (section
3.2.2)), and the test would not be arbitrary for AI, the current highest scores obtained by AI on the ReClor
dataset can be found on their leaderbord1. Furthermore, the ReClor dataset holds multiple-choice tasks,
with a ground truth answer, which allows for easy checking of the answers. Logical reasoning tasks have been
used in human-AI team research previously [2], other research suggest that on similar logical reasoning tasks
the ceiling of human performance could outperform AI-based systems [40], mainly due to the complexity
of reading comprehension to AI systems. It tests the language processing and logical reasoning skills of the
participants, which is a layman-friendly task as all kinds of topics come across and it is not focused on a
specific domain. Another reason to go with a logical reasoning task is that the DKE has been previously found
in such tasks[9, 10], which makes it interesting to check if adding the advice from AI changes anything.

An example of one of the tasks can be seen in Figure 3.1, in this figure the three elements of the tasks
are shown. (1) The context, and necessary information to be able to answer the question. (2) The question
(called "task" in the figure), is a question asked about the context that needs to be correctly answered. (3)
Answers, four different potential answers are displayed in multiple-choice style, one of these is the most
correct in answering the question, the ground truth. Participants are asked to answer the question based on
the context. The idea is that AI can extract information from the context, question and four possible answers
to perform these same tasks. Currently, AI systems are not capable of performing these tasks without making
mistakes.

1https://eval.ai/web/challenges/challenge-page/503/leaderboard/1347/Test
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Figure 3.1: Question without AI advice (initial) Examples of questions used in experiment, both stages (with and without AI)

3.2.2. PILOT STUDY
To gain more insight into the difficulty of specific questions of the Reclor data set, a pilot study was set

up. Furthermore, the pilot helped gain information on the average amount of time spent by Prolific2 crowd
workers on these tasks. A supplementary benefit was that the pilot study allowed us to have a test run with
participants to get rid of any last bugs and problems in the system. The information on task difficulty was
needed to create two batches of questions of approximately the same difficulty. These batches of similar dif-
ficulty are needed to make fair comparisons on the tasks done before the intervention and after. For the in-
tervention, which will be a tutorial, it is also needed to have questions with adequate difficulty, as the tutorial
will have more effect if participants need to receive feedback, due to wrong answers. Therefore it is desirable
that the questions are not too easy. Task difficulty was also necessary to confirm that the experiment would
be of adequate level and not too easy or too hard.

For this pilot study, ten participants were sourced from Prolific. That number of participants should be
enough to meet our goals for this pilot and get a rough estimate of performance and time spent on tasks. In
the pilot study, there were only plain logical reasoning questions, without AI advice, as the aim was to gain
insight into question difficulty to humans. The experiment included thirty questions, which were randomly
selected from the validation set of ReClor. The initially estimated time per question was around one minute,
with the addition of the introduction, attention checks and other elements. In total the expected time spent
on this pilot study was 40 minutes. In reality, the participants spend 33 minutes on average on the tasks.
Therefore we could conclude that the time spent per question would be a bit below one minute. The partic-
ipants received an hourly rate of £7.50 (the pay rate was £5.00 with the expected time of 40 minutes) and a
bonus of £0.05 per correct answer. Of the ten participants, six failed no attention checks and were deemed
usable for further analysis.

3.2.3. TASK SELECTION
The number of times a question was answered correctly by these six participants was used as a difficulty

measure. The more times the question was answered correctly, the lower the difficulty. The desire was to
create two batches of questions of equal difficulty. This was done by randomly selecting a question of six
difficulty levels for each batch. The difficulty levels used were: zero times answered correctly, one time an-
swered correctly etc. up until five times answered correctly. The batches of questions included no questions
that were answered correctly by all six participants. In this way, two batches of six questions were created,
while making sure there was no overlap in questions. For the tutorial, it was decided to only take four tasks.
That was done to make sure that the tutorial would not be tiresome, as the experiment would become quite
long. The difficulty levels chosen were, one time answered correctly until four times answered correctly. The

2www.prolific.co
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decision on six questions per batch was also made to make the experiment somewhat shorter than the pilot
study. In total, the main experiments include sixteen tasks rather than the thirty of the pilot.

3.2.4. TWO STAGE DECISION-MAKING
The experiment has a two-stage decision-making design. In Figure 3.1 and 3.2, the two stages are pictured.

Figure 3.1 shows the first stage, the task is presented without AI advice. While in the second stage, shown in
figure 3.2, AI advice is given and the own previous choice is shown under the header "Your choice". The AI
advice given was simulated at random with an accuracy of 67% for the normal sets of questions and 50% in
the tutorial stage. The accuracy of 67% is set such that AI outperforms the average participant, but still makes
a significant amount of mistakes, making blindly relying on AI a bad strategy. To keep more control over the
experiment the AI advice was simulated, the questions that would have incorrect AI advice were randomly
selected and the advised answer was also selected at random.

Figure 3.2: Second stage task with AI advice

In this experiment, we obligated participants to choose without AI advice at first and only after that they
received the AI advice. The two-stage method was used to allow us to collect data from the initial decisions
that users had made. If we only showed the task with AI advice, we would not be had been able to tell whether
they agreed with AI, because it could have been that they took the advice from the AI or that it was their own
choice without considering the AI advice. The two stages allow us to calculate things like relative appropriate
reliance on AI, which would not be possible without knowing the initial decision. Another thing to consider is
that a single-step approach could reduce appropriate reliance on AI [41], therefor a two-step approach seems
more suitable in this case. Furthermore, in this way participants are forced to first think for themselves and
then reconsider with AI advice. Especially since considering the reconsideration with AI advice is important
for the research, it is pragmatic to make this a clear step. While research shows people make these steps in
their heads as well [42], this design imposes the reconsideration a bit more onto the participants.

3.3. QUALITY CONTROL
Several measures have been taken to ensure the quality of the experiment and the answers from the par-

ticipants and to make sure they did put genuine consideration into their answers.
First of all, attention checks were included in which the participants were asked to select specific an-

swers. Attention checks are mock-up questions, in which the participant is asked to select a specific answer,
this is done to check whether they were reading the tasks and paying attention. Attention checks have been
proven to be a useful way to increase the quality of data produced [43] and have been used in a wide variety
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of human-computer interaction user studies [3, 15, 44, 45]. An attention check was placed once in a pre-task
questionnaire, in which the participants were asked to select a specific number, the number that had to be
selected was mentioned in the introduction, to make sure the introduction was read before starting the exper-
iment. Other attention checks were in the tasks, these attention checks gave instructions to select a specific
answer, while the rest of the task was exactly like the other questions. The instructions to select a specific
answer were in the context paragraphs (once) and the questions (twice), this ensured that participants were
reading the whole context and question before selecting an answer.

As the estimated time to answer a question was around one minute, it would be out of the ordinary if
participants answered questions within a few seconds. To prevent that from happening a timer was set on
the questions for 30 seconds, participants were not able to continue before this timer was done. For the AI
advice stage, a similar timer was present, however, this timer was only set to be 5 seconds as the AI advice
needs to be reconsidered but a total reevaluation of the task might not be needed. The timer on the attention
checks was also shortened to 5 seconds as those questions did not need consideration after finding the check,
but still needed a timer to prevent the question from being obviously different to participants that do not pay
attention, as that might alert them that an attention check is taking place. The feedback stage has a 5-second
timer as well, to make sure that it is not just clicked away without reading. Previous studies in human-AI
decision making have used timers, to make sure participants at least spend some time on the task [7, 46]

Another piece of quality control was present in the order of the questions. The questions were shuffled
To prevent a learning effect or any other undesired effect to happen. The questions are randomly shuffled
within the batches. As the batches were balanced on the difficulty it was important to only shuffle within the
batch to not undo the balancing. The order of batches was also randomly assigned, making sure that even
if there was still some difficulty difference it was further balanced out. Furthermore, a bonus was given to
participants for correct answers to give incentive for giving better answers.

3.4. TUTORIAL

For hypothesis 3 and 4 an intervention is needed to make participants aware of their miscalibration. We
argue that making users aware of their miscalibration can be a way to successfully mitigate the DKE, as similar
results have been found in previous research [9, 47]. The most prevalent way to increase the meta-cognitive
skills, and therefore reduce the DKE, is by actually increasing the skill on the task overall. A way of doing this
is in the form of a tutorial. The importance of feedback to reduce the DKE also stretches beyond human-
computer interaction [38]. Tutorials have already been successfully used as an intervention in human-AI
interaction research to increase the skill of participants [23, 48]. Besides increasing the skill of the partici-
pants, the tutorial is also meant to show why the given answer was incorrect, which gives insight into the
complexity of the given task. This type of feedback should allow participants to better access how well they
are performing [47]. The tutorial was done in a feedback style: the participants would first complete a task,
thus first answering on their own without AI, after that being supplied with AI advice when they can make
a new choice. Then they receive feedback if their answer (after AI advice) was incorrect if they gave a cor-
rect answer they could proceed to the next task after being notified that their previous answer was correct.
The feedback did consist of a contrastive explanation, a contrastive explanation tells why the given answer
was worse than the correct answer. It is a double-edging sword, not only telling why the correct answer is
accurate, but also why the given answer was incorrect. Furthermore, the explanation needed to reveal their
mistakes, to that purpose we made the explanations to be persuasive. The explanations were written man-
ually by the authors as there were no off-the-shelf tools, known to us, strong enough that could give these
persuasive explanations. . An example of a tutorial feedback page is given in Figure 3.3. The tutorial page has
quite a similar layout to the AI advice page, with "AI advice" and "Your choice" being displayed on the right.
The difference is that the "Your choice" in this task reflects the choice of the participant after receiving AI
advice, it is to let the user reflect on the previous step. The correct answer is displayed on right in light blue,
to make sure users can quickly see what the right answer was. The other elements of the task page are left
in as previously such that participants can use the question, context and answers to better understand the
feedback they receive. The explanation is located at the bottom of the page right above the continue button.
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Figure 3.3: Example of a tutorial page

3.5. LOGIC UNIT BASED EXPLANATIONS
In the hypotheses section hypotheses 1a, 2a, 3a and 4a, all considered the addition of explanations to

the AI. The idea behind this is that if participants have an explanation of the AI they can better understand
the AI and therefore have a better estimation of the AI performance per task. While feature attribution meth-
ods like text highlighting of input are popular, research shows it is hard for humans to interpret this kind of
information [49–51]. However, as highlighted sections in logical reasoning tasks have the potential for logi-
cal reasoning similar to human understanding, therefore, explanations on text spans of logic units are a good
choice to reveal the way the AI system came to a decision. The selection of these logic units was done with the
LogiFormer, which is presented by Xu et al. [52], their implementation can be found on their GitHub3. Logi-
Former allows one to create explanations by creating logic units based on pre-trained language models. The
LogiFormer collects the logic units from a graph transformer network for logical reasoning. The logic units
in the network are text spans connected with causal relations. Furthermore, we relied on the self-attention
matrix A ∈ Rn×n (n indicates the number of logic units) from the last layer in the graph transformer network,
which followed from this interpretability design. Therefore, we used the following formula, in which E is the
top-k logic units that received the most attention from other logic units, to discover the most important logic
units:

E = Ar g maxk (
j=n∑
j=1

Ai j ), (3.1)

Our implementation and the extracted logic unit-based explanations can be found on the GitHub4 The
LogiFormer was trained on the Reclor dataset, to get it accustomed to the specific dataset. The most impor-
tant spans were then collected following Equation 3.1. In Figure 3.4 an example is given of how the logic units

3https://github.com/xufangzhi/Logiformer
4https://github.com/LucieKuiper/Thesis
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are displayed to the participants. The highlighted spans can only appear in the context and answers and do
not include the question. The k was set to five, to not overcrowd the tasks with too many parts highlighted.
The spans can be created for each different answer, so for each task, four different sets of five spans exist.
This allowed us to use it in our implementation as the AI advice answers were randomly altered to create our
desired performance of the AI.

Figure 3.4: Example of an AI advice page with XAI

.





4
EXPERIMENTAL SET-UP

This chapter outlines the experiment, this is done by first talking about the four conditions that are being
studied in the experiments. Next, the variables and the measures needed are described. After that, the partic-
ipants of the experiment are characterised. Finally, the complete procedure of the experiments is illustrated.

4.1. CONDITIONS
To verify the hypos, we considered four experimental conditions in this study. The difference between the

conditions is whether participants receive a Tutorial and/or explainable AI (XAI). Therefore, the four condi-
tions were as follows:

• Condition 1: no tutorial and no explanations during AI advice. Depicted as: × Tutorial,× XAI

• Condition 2: with tutorial and no explanations during AI advice. Depicted as: ✓ Tutorial,× XAI

• Condition 3: no tutorial and with explanations during AI advice. Depicted as: × Tutorial,✓ XAI

• Condition 4: with tutorial and with explanations during AI advice. Depicted as: ✓ Tutorial,✓ XAI

The Analysis of the four experimental conditions enabled us to be more exact about what factor con-
tributed to the results. The four conditions were needed to cover all the hypotheses. Hypothesis 1 and hy-
pothesis 2 could be covered by the first condition. However, we argued that the other three conditions could
also be used to prove these hypotheses as for the first batch of questions the tutorial has not been shown yet
and thus has no effect. The conditions with XAI are also taken into account overall, as the hypothesis is only
about overestimating and does not mention XAI. For hypotheses 1a, 2a, 3a and 4a, it was necessary to have
conditions 3 and 4 as the difference between with and without XAI needs to be measured. For hypothesis 3
and hypothesis 4 condition 2 and condition 4, the ones with a tutorial, were important as these hypotheses
argue certain effects when users are made aware of their mistakes. This making aware was done by giving the
participants a tutorial.

The main difference between the with or without tutorial was whether participants received a tutorial
during the experiment. This tutorial consists of four questions with feedback. In order to keep the condi-
tions as similar as possible, participants in the without tutorial conditions received the same four questions,
the only difference being that they did not receive any feedback on their answers. Which was done to cir-
cumvent results that would happen due to the learning effect. Two conditions had XAI, this consisted of five
highlighted logic unit spans that are shown during the AI advice stage. At the end of the experiment, These
participants were asked whether they found the explanations helpful. This was done at the very end of the
experiment and thus should not affect the other parts. Therefore, it is fair to say that the explanations were
the reason for this difference in case these conditions have significantly different results from the conditions
without explanations.

4.2. MEASURES AND VARIABLES
To answer the hypotheses some measures and variables were essential. Before deploying the experiment

these measures and variables had to be known, such that they could all be collected during the experiment.
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For all hypotheses, it is important to know the measurement of self-estimation. The self-estimation is de-
termined during the self-assessment questionnaire. The participants were asked, directly after both batches
of questions, how many questions they thought they answered correctly.

Self-estimation = Number of correct answers user estimates to have given (4.1)

This answer could then be used to tell whether participants had an accurate self-estimation or had an under
or over-estimation of themselves. To make things less complex the degree of miscalibration was calculated,
which took the self-estimation and the number of right answers into consideration. The formula to calculate
the degree of miscalibration can be found in Equation 4.2. When the degree of miscalibration > 0, one overes-
timates themselves, a degree of miscalibration < 0 indicates underestimation and a degree of miscalibration
= 0 shows an accurate estimation of one’s own performance.

Degree of Miscalibration = Self-estimation−Number of actual correct answers (4.2)

Besides the measurement of the estimation of themselves, the participants in the experiment were also asked,
during the self-assessment questionnaire, to answer how well they thought that other participants had per-
formed and how they would rate themselves compared to other participants. Asking them how they rated
themselves, was done by asking "How do you estimate your own performance (after AI advice) compared to
your peers from 0-100%. 0% being the worst, 50% exactly average and 100% the best one".

Estimation of others = Number of correct answers user estimates that others have given on average (4.3)

Comparison of Self to Others = Percentage input 0% being the worst 50 % average and 100% the best (4.4)

To answer hypothesis 1 a measure was needed to determine the reliance on the AI system. In this case, the
reliance was determined with the agreement fraction and switch fraction. These measures have previously
been used in other human-computer interaction research [15, 53]. The agreement fraction calculation is
shown in Equation 4.5. Where the number of decisions where the user agreed with the AI advice is divided by
the total amount of decisions made, this gave us the fraction of how often the user agreed with the AI advice
that was given.

Agreement fraction = Number of decisions same as the AI system

Total number of decisions
(4.5)

The calculation of the switch fraction is shown in Equation 4.6. In which the number of decisions where
the user switched is divided by the number of decisions with initial disagreement. It is similar to the agree-
ment fraction in the sense that it looks at how often the participant agrees with the AI. However, the big dis-
crepancy is that the questions in which the participant chose the same answer as AI before getting AI advice
are not taken into account. To be able to measure this it was important to collect the answers that partici-
pants gave before being given AI advice as a helping tool, this gave us more insight into the reliance relation
of the participant to the AI.

Switch fraction = Number of decisions where the user switched to agree with the AI system

Total number of decisions with initial disagreement
(4.6)

These equations were separate variables and would not be added together, it is expected that both these vari-
ables are lower for participants that overestimate themselves, as a lower score on the agreement and switch
fraction, shows lower reliance on the AI system. When only one of these variables would be significantly lower
no definite conclusions could be drawn.

In hypothesis 2 a difference in appropriate reliance was looked for, as we were not only interested in reliance,
but also whether that reliance was appropriate. Inspired by the paper by Schemmer et al. [6] we used their
proposed measures to calculate appropriate reliance on AI, the appropriate reliance was determined with
two variables the relative positive AI reliance (RAIR) and the relative positive self-reliance (RSR). In Table 4.1
the four different types of reliance are shown, consisting of different combinations of the correctness of the
user their initial decision, the correctness of the AI advice, and the correctness of the final answer from the
user.
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Table 4.1: Appropriate reliance patterns considered by Schemmer et al.

Initial user decision AI advice Final decision after AI advice Reliance

Incorrect Correct Correct Positive AI reliance
Incorrect Correct Incorrect Negative self reliance
Correct Incorrect Correct Positive self reliance
Correct Incorrect Incorrect Negative AI reliance

The calculation for the RAIR can be seen in Equation 4.7. The positive AI reliance, when the AI advice
is correct and the initial decision was incorrect and the user switched to be correct, is divided by positive AI
reliance plus negative self-reliance. The negative self-reliance can be described as when the initial decision
was incorrect and the AI advice was correct but the user did not switch to be correct. In essence, positive AI
reliance plus negative self-reliance are all cases in which the initial decision was wrong and the AI advice was
correct. By dividing the positive AI reliance over all cases in which the AI advice was correct and the initial
human decision is incorrect, we get the fraction of how likely it is that one accurately reconsiders their answer
after receiving AI advice. This gives us insight into whether the participants made an accurate choice when
choosing to switch to the AI advice, the outcome will reflect how appropriate the reliance is, and how often
the right decision was made.

Relative Positive AI Reliance (RAIR) = Positive AI reliance

Positive AI reliance + Negative self reliance
(4.7)

The RSR calculation is shown in Equation 4.8. The positive self-reliance, when the initial answer is cor-
rect and the AI advice was incorrect and the user keeps their answer, is divided by positive self-reliance plus
negative AI reliance. Negative AI reliance is when the initial decision was correct the AI advice was incorrect
and the user switched to an incorrect answer. By doing this calculation we are left with a fraction that shows
how likely it is given that the AI advice was incorrect and the initial decision was correct for the user to stay
with their own decision. A higher fraction shows appropriate reliance as it indicates that the user is stuck
with their answer when correct, not trusting the AI when it should not be trusted. A higher fraction, there-
fore, shows a better appropriate reliance on AI. The RSR could thus increase our insight into the appropriate
reliance relation of the user to the AI system.

Relative Positive Self Reliance (RSR) = Positive self reliance

Positive self reliance + Negative AI reliance
(4.8)

These equations are separate variables and were not added together, it was expected that both these variables
were higher for participants that have an accurate self-assessment. When only one of these variables would
be significantly higher no definite conclusions could be drawn.

While the four hypotheses did not require an accuracy measure, the accuracy of the participants has also
been included as a variable. The accuracy shows us how well the human-AI team performed and gave further
insight.

Accuracy = Number of questions answered correctly after receiving AI advice

Total number of questions
(4.9)

Besides these variables, some more measurements were taken. For instance, the participants that re-
ceived explanations during AI advice were asked whether this was perceived as helpful with the question: "To
what extent was the explanation (i.e., the highlighted words/phrases) helpful in making your final decision?".
The participants could then answer this question on a Likert scale ranging from 1: not helpful to 5: very
helpful.

Furthermore, a few surveys on trust were done. First of all, from the Trust in Automation questionnaire
[54], the Propensity to Trust (TiA-PtT) and the Trust in Automation (TiA trust) were put in the study. These
surveys were done after both batches of questions. By including these surveys we acknowledged and could
measure the part that trust could play in the effects found. Besides trust, we also considered the participants’
affinity with technology, as this could affect their reliance on AI systems [55]. The survey chosen to measure
this affinity was the Affinity for Technology Interaction Scale (ATI) [56], this survey was done at the beginning
of the experiment before the tasks
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Table 4.2: Variables considered in our experimental study. “DV” refers to the dependent variable.

Variable Type Variable Name Value Type Value Scale

Performance (DV) Accuracy Continuous, Interval [0.0, 1.0]

Reliance (DV)

Agreement Fraction Continuous, Interval [0.0, 1.0]
Switch Fraction Continuous, Interval [0.0, 1.0]

RAIR Continuous, Interval [0.0, 1.0]
RSR Continuous, Interval [0.0, 1.0]

Assessment (DV)

Degree of Miscalibration Continuous, Interval [-6,6]
Self-Estimation Continuous, Interval [0,6]

Estimation of Others Continuous, Interval [0,6]
Comparison of Self to Others Continuous, Interval [0,100]

Trust (DV) TiA-Trust Likert 5-point, 1:strong distrust, 5: strong trust

Covariates
ATI Likert 6-point, 1: low, 6: high

TiA-PtT Likert 5-point, 1: tend to distrust, 5: tend to trust
Other Helpfulness of Explanation Likert 5-point, 1: not helpful, 5: very helpful

4.3. PARTICIPANTS

The participants used in the experiments were sourced from Prolific 1 To establish the number of partic-
ipants needed in the experiment, a power analysis for a Between-Subject ANOVA using G*power was com-
puted [57]. As we test multiple hypotheses we must correct the α, this is done with the Bonferroni correction
since we test four hypotheses which resulted in α = 0.05

4 = 0.0125. The effect size was set on a moderate ef-
fect and that gave f = 0.25. Furthermore, considering the statistical power of (1−β = 0.8) and taking into
account the four different experimental conditions. Combining these factors resulted in a required size of
244 participants. When recruiting participants we had to take into account that some exclusions would be
made. Therefore the number of participants was increased per condition until enough participants for each
condition were collected.

To ensure the quality of the data received some constraints were set on the suitable participants. In prolific
we requested the participants to be proficient English speakers to assure the logical reasoning tasks were not
hindered by a lacking understanding of the language. Another constraint was set on an acceptance rate of
90% or higher, to only allow the top performers, which is an important factor in receiving higher quality
results [43]. Furthermore, the gender was balanced, meaning prolific would even the group out to be almost
a fifty-fifty split of male and female. The balancing of gender is important as previous research suggests that
self-assessment and the overconfidence bias can be different based on gender [58, 59].

As in the pilot, it was determined that the questions took around one minute the experiment was set to
be around 20 minutes with 16 tasks. The desired base rate payout was of £7.50 an hour, as the participants
were expected to spend around 20 minutes on the tasks the payout was £2.50 per accepted participant. To
give the incentive to perform well on the tasks a bonus was included of £0.10 per correctly answered question
after receiving AI advice. This vulnerability of the participant is needed to give a risk factor to relying on AI.
Therefore the maximum payout per participant was £4.10 if they answered all questions correctly.

4.4. PROCEDURE
With all elements of the experiment described the only thing left is the procedure of the experiment. The

experiment was slightly different depending on the condition, but the overall procedure was rather similar. In
Figure 4.1 the procedure of the ✓ Tutorial,✓ XAI is shown. A walkthrough of the complete experiment
is as follows:

First of all, the participants were shown an introduction text that also included the informed consent.
The timer only allowed the participant to proceed after 5 seconds to make sure they had read the informa-
tion. Following the introduction were some questionnaires first ATI, in which the participants were asked to
answer nine questions about their affinity with technology (on a scale of 1 = completely disagree, 2 = largely
disagree, 3 = slightly disagree, 4 = slightly agree, 5 = largely agree and 6 = strongly agree). The questionnaire
also included an attention check. This attention check asked how many tasks there are in the experiment,
this should be known from the introduction text. The options were 1, 2, 3, 16, 80 and 240 to make sure the
other answers were so far off that they would not be confusing. The continue button was enabled after 30
seconds. The next questionnaire was TiA-PtT, this questionnaire consisted of three questions (on a scale of: 1

1www.prolific.co
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= Strongly disagree, 2 = Rather disagree, 3 = Neither disagree nor agree, 4 = Rather agree, 5 = Strongly agree).
The participants could proceed after six seconds.

After the introduction and questionnaires, the participants could start the tasks next. The participants
were given a task in which they had to answer a question on the context, they got four possible answers
and had to choose the best fitting answer. During this batch of questions, the participants were given one
attention check, that looked similar to the other tasks. The continue button was enabled after 30 seconds.
following the task is the same task but this time with AI advice, participants have to reconsider their answer
now being aware of what choice the AI recommends. For the × Tutorial,✓ XAI and the ✓ Tutorial,✓
XAI conditions, the participant also got highlighted spans to reveal the inner workings of the AI system. The
timer on the AI advice stage was set to five seconds. From the AI advice, the participants go to the next task
until they completed the six tasks from the first batch.

When the complete batch of tasks was done the participants had to complete a self-assessment. The as-
sessment consisted of three questions. In the first question, the participants were asked how many questions
they estimated to have answered correctly, in the second question they were asked how many they estimate
that others had correct, the last question asked how they would rate themselves against the other participants
on a 0-100% basis. For each question, it took two seconds before the continue button was enabled. Directly
after the self-assessment, there was a questionnaire on TiA-trust. The participants were asked to answer two
questions on trust (on a scale of: 1 = Strongly disagree, 2 = Rather disagree, 3 = Neither disagree nor agree, 4 =
Rather agree, 5 = Strongly agree). Participants could proceed after four seconds.

Following the self-assessment and questionnaire was the tutorial. The tutorial phase was different de-
pending on the condition, the × Tutorial,× XAI and × Tutorial,✓ XAI groups were just given tasks
in the same way as the first batch of tasks, only this time consisting of only four tasks and one attention check.
The ✓ Tutorial,× XAI and ✓ Tutorial,✓ XAI were likewise supplied with four tasks and one atten-
tion check. However, the participants in these groups were given feedback after submitting their answers
with AI advice, this feedback consisted of either an explanation of why the correct answer was better if their
answer was wrong or a screen telling them their previous answer was correct. To make sure the participants
read the feedback a timer of five seconds was put in.

Once the tutorial was done participants received an additional batch of tasks in the same way as the first
batch of tasks. Thus six tasks each task first by themselves and then with AI advice. After these tasks, another
self-assessment and TiA-trust questionnaire followed. The two separate self-assessments and questionnaires
allowed us to measure the difference between the two batches, and thus also between before and after the tu-
torial. Lastly, at the end of the experiment participants from the × Tutorial,✓ XAI and ✓ Tutorial,✓
XAI were asked how helpful they perceived the high lighting explanations on AI. This was asked (on a scale
of: 1 = Not at all helpful, 2 = Slightly helpful, 3 = Rather helpful, 4 = Helpful, 5 = Very Helpful). This question
had a timer of two seconds before participants could finish the experiment.

Figure 4.1: Illustration of procedure followed in our study for a ✓ Tutorial,✓ XAI condition participant. Blue boxes represent
questionnaires, orange boxes represent parts involving tasks





5
RESULTS

In this chapter, we will show the results found by carrying out the experimental set-up (chapter 4). The
participants for these experiments were gathered from the crowdsourcing platform Prolific1. Not all submis-
sions could be used for analysis due to various reasons, and those were cleared from the study. The focus
was foremost on finding answers to the hypotheses mentioned in the experimental setup. Furthermore, ex-
ploratory analysis has been done to gain a better insight into the results and their implications.

5.1. CLEANING DATA
Not all the data that has been collected from Prolific could be used. To be left with genuine data only, all

data that could be less reliable was removed. In total, we had 375 entries in the database after all experiments
were completed. The experiment was run one by one per condition, to ensure enough reliable entries were
collected for each condition. The explanation of why entries were deleted and by how many are given below.

• In total 44 entries did start on the experiment but did not finish all logical reasoning questions, without
being removed due to failed attention checks. Most of them (37) completed less than five questions, and
sixteen of those did not even complete one question. This might indicate some participants decided
to opt out, this could, for example, be due to question difficulty or time taken for the initial first few
questions. Incomplete entries were not used and the participants were not paid for those efforts.

• Sixteen entries missed two attention checks. After missing the second attention check these partici-
pants were automatically removed from the study. These entries have not been used in further study as
by missing two attention checks there is a sizeable chance the participant was not paying attention to
the non attention check questions and surveys. They were not compensated for these efforts.

• Another, 61 entries failed one attention check and were therefore deemed unreliable. These entries
have been removed from the data. The participants that only missed one attention check were allowed
to continue the research and were paid for their efforts.

• Two entries miss the ATI and TiA-PtT questionnaires, this was possible if one reloaded the entry page.
For conditions tested later on this problem was fixed, reloading the page would not result in going to
the questions immediately anymore. To keep consistency these entries were removed. The participants
were paid for their efforts.

• One entry has no self-assessment or TiA questionnaire completed. This participant is removed from
the study, as without these answers their data is obsolete. This participant did not validly finish the
experiment and therefore did not get any compensation.

• Another entry was removed for missing just the last Self-assessment and TiA questionnaire. This par-
ticipant was manually approved and did get compensation.

• Lastly an entry was removed as it was not registered in prolific and thus we could not track the origin.

1https://www.prolific.co/
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In total this resulted in 126 entries that needed to be removed from the dataset, leaving us with 249 entries.
These entries were distributed evenly over the four experimental conditions as follows: 63 (× Tutorial,×
XAI), 62 (✓ Tutorial,× XAI), 62 (× Tutorial,✓ XAI), 62 (✓ Tutorial,✓ XAI).

5.2. DESCRIPTIVE RESULTS
As mentioned in the previous section 249 participants were used for the analysis. To get a broad overview

of these participants some overall analysis has been done. The participants spend around 32 minutes with a
standard deviation of 13 minutes on the tasks that we provided them. As only 16 tasks were in the experiment,
this time was a bit longer than expected. The distribution of covariates was as follows: ATI had a median of
3.73 with a standard deviation of 0.99 and TiA-Propensity to Trust had a median of 2.95 and a standard devi-
ation of 0.60. The participants had an overall performance of 56.9% with a standard deviation of 16.0 % after
they received help from AI advice. This is lower than the performance of the AI which was 66.7% for these
tasks. However, it is higher than the initial performance before receiving AI advice of 41.4% with a standard
deviation of 18.9 %. Thus we can already see that the overall performance increases by getting AI advice, but
that it still is not as high as the AI performance. Prolific was set to hire an equal amount of female and male
participants to have this factor balanced. As some participants got removed during the cleaning stages this
ratio could have become unbalanced. The distribution of gender was as follows: 128 male participants and
121 female participants. Another variable at is the age which had a mean of 38.0 with a standard deviation
of 12.9. Additionally, we looked at the nationalities as cultural differences can affect the confidence of par-
ticipants [59]. The distribution of the nationalities of the participants is shown in Figure 5.1a. The United
Kingdom is by far the most represented among the participants. Furthermore, the helpfulness of XAI was
assessed only for the participants that received XAI, by questioning them on their experience with the XAI.
The participants were not positive about the helpfulness of XAI, 18 participants answered that the XAI was
not helpful at all, 49 that it was slightly helpful, 22 rather helpful, 27 helpful and only 8 very helpful, this dis-
tribution is shown in Figure 5.1b. Lastly, the distribution of the self-estimation over the conditions in Figure
5.1c. These distributions are for the first batch of questions as those are used for the first two hypotheses
(sections 5.4.1 and 5.4.2). This means that the conditions with a tutorial have not completed the tutorial yet.
Correct estimation is defined as having a miscalibration of zero, thus having the same estimated performance
as actual performance.

(a) Nationalities of participants (b) Perceived helpfulness XAI (c) Distribution of participants per condition

Figure 5.1: Graphs on descriptive results shows the distribution of (a) participants over the nationalities, (b) the perceived helpfulness
of logic units-based explanations, (c) overestimated self-estimation, accurate self-estimation and underestimated self-estimation
across all experimental conditions over the first batch of tasks.

5.3. TYPE OF TESTS
To determine what type of hypotheses tests can be used, we must know the distributions, as normal and

non-normal distributions use different tests. Tests for normal distributions hold more power but should be
used on normal distributions only. Tests for non-normal distributions can be used for all types of distribu-
tions, however, they are less powerful. An example of distributions found during the research of this thesis can
be found in Figure 5.2. More graphs of distributions can be found in the appendix (appendix B). From a visual
inspection, we can tell that the histograms in Figure 5.2 are most likely not normally distributed. To confirm
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that they are not normally distributed a Shapiro-Wilk test is used, which calculates the likelihood that a dis-
tribution is normally distributed. With all Shapiro-Wilk tests having a p < 0.0001 we can confirm with great
certainty that the distributions are non-normally distributed. Therefore, the tests used in this thesis are those
suitable for non-normal distributed data. When comparing two distributions dealing with between-subject
the Wilcoxon-Mann Whitney test is used. In the cases of a within-subject, the Wilcoxon signed ranks test is
used to compare the distributions.

(a) Agreement fraction (b) Switch fraction

Figure 5.2: Distribution of agreement and switch fraction of participants

5.4. HYPOTHESES
This section describes the results found from the hypothesis tests and some extra tests done per hypothe-

sis. In the end, a summary is given to shortly sum up the results found in this section, and thus the conclusions
we found for each hypothesis.

5.4.1. HYPOTHESIS ONE
Before conducting any hypothesis test it is important to know what we are trying to test for. Hypothe-

sis 1 states the following: Participants overestimating their own performance rely less on AI systems. To give
conclusions to this hypothesis we must establish the interpretation of overestimation and reliance on AI.

• Overestimating: Degree of miscalibration < 0.

• Reliance on AI: Is determined with the agreement fraction and switch fraction definitions can be found
in the measures and variables (section 4.2). The agreement fraction shows how often the final answer
complied with the advice given. Switch fraction looks at how often one switches to agree with the AI
when a participant’s initial answer did not correspond. For both of these fractions, a higher fraction
indicates that the participant relies more on AI.

In these tests, only the first six tasks(first batch) the participant answered are considered and the first self-
assessment. The choice to only use the first six questions is to prevent having an effect from the tutorial stage.
In the first six questions, none of the participants has seen the tutorial. Therefore, we can include participants
from all conditions.

The group of participants will be split in two to be able to give answers to the hypothesis. The first group
exists out of all participants that overestimated themselves, the second group consists of all participants that
had a right or underestimation of themselves. This division resulted in 101 participants that overestimated
themselves, and 148 that had a correct or underestimation of themselves. As all tests done in this hypothesis
are between subjects, the Wilcoxon-Mann Whitney test is used to determine the results.

HYPOTHESIS TEST

The results from the Wilcoxon-Mann Whitney tests can be found in Table 5.1. In addition to the previously
discussed agreement fraction and switch fraction, the results also give accuracy, relative positive AI reliance
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(RAIR) and relative positive self-reliance (RSR). The other metrics make a more complete story but are not
necessary for proof of the hypothesis. With the Bonferonni correction an α smaller or equal to 0.0125 ( 0.05

4 )
is deemed significant. As the p-value of both the agreement and the switch fraction is below this threshold
of 0.0125, there is a significant difference in the two groups compared, with the median being higher for the
participants that did not overestimate themselves. Therefore, we can say that hypothesis 1 is supported by
the results. Users that overestimate their own performance also have a significantly lower reliance on the AI
system.

Furthermore, the accuracy, RAIR and RSR are also significantly higher for the participants that did not
overestimate themselves. Indicating that besides having a lower reliance, participants that overestimate
themselves also have lower accuracy and appropriate reliance.

Table 5.1: Wilcoxon-Mann Whitney test results for hypothesis 1. Comparison between participants that did overestimate themselves
and participants that did not. Significant results are shown in bold.

Dependent Variables U p M ±SD(Overestimation) M ±SD(Other)

Accuracy 3229.0 <.0001 0.449±0.190 0.660±0.168
Agreement Fraction 5683.0 .0010 0.594±0.237 0.695±0.198

Switch Fraction 4809.5 <.0001 0.325±0.323 0.515±0.298
RAIR 3811.0 <.0001 0.273±0.332 0.613±0.372
RSR 5241.0 <.0001 0.267±0.433 0.544±0.477

EXPLAINABLE AI (XAI)
Hypothesis 1 can be supported by the results, however, besides that hypothesis hypothesis 1a was formu-

lated which states that supplying users with XAI during the AI-advice stage would increase this effect. To test
this hypothesis a Wilcoxon-Mann Whitney test is used. We therefore must split the group into a group that
received XAI and a group that did not receive XAI. This comparison was done for the group that overestimated
themselves and the group that did not overestimate themselves separately, resulting in four different groups.
The participants are distributed as follows: no XAI overestimation of themselves: 47, no XAI underestimation
or correct estimation of themselves: 78, XAI overestimation of themselves: 54, no XAI underestimation or cor-
rect estimation of themselves: 70. As the p-values exceed the α of 0.0125 we can not support the hypothesis
that XAI would reduce the effect found in hypothesis 1. Therefore, there is no support for hypothesis 1a.

In the groups, without overestimation, we did find a significant difference in RAIR for participants with
and without XAI. This indicates that participants that do not overestimate themselves might benefit from
the XAI in gaining appropriate trust. However, as RSR has no significant difference, this shows only partially
improved appropriate reliance.

Table 5.2: Wilcoxon-Mann Whitney test results for hypothesis 1a comparison between participants that did receive XAI and
participants that did not. Compared to both participants that overestimated themselves and participants that did not. Significant
results are shown in bold.

Participants With Overestimation Without Overestimation
Dependent Variables U p M ±SD(XAI) M ±SD(no XAI) U p M ±SD(XAI) M ±SD(No XAI)

Accuracy 1129.5 .3270 0.429±0.206 0.472±0.168 2537.5 .4402 0.648±0.164 0.671±0.172
Agreement Fraction 1071.5 .1710 0.562±0.243 0.631±0.228 2624.5 .6778 0.688±0.198 0.701±0.198

Switch Fraction 1087.5 .2071 0.285±0.300 0.371±0.345 2471.5 .3184 0.489±0.308 0.538±0.289
RAIR 1141.5 .3549 0.247±0.321 0.303±0.346 2321.5 .0001 0.581±0.379 0.642±0.364
RSR 1139.5 .2657 0.222±0.408 0.319±0.460 2681.0 .8355 0.536±0.476 0.551±0.481

5.4.2. HYPOTHESIS TWO
Hypothesis 2 states: Accurate self-assessment will result in more appropriate reliance on AI systems. To

establish this we must establish the interpretation of accurate self-assessment and appropriate reliance.

• Accurate self-assessment: Degree of miscalibration = 0.

• Appropriate reliance: Is determined with RAIR and RSRS. The formulas used to calculate them can
be found in the measures and variables (section 4.2). RAIR shows how well a participant trusts the
AI system when it is appropriate. On the other hand, RSR shows how appropriate their reliance on
themselves is. For both these measures higher fraction indicates a more appropriate trust.
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Just as with the previous hypothesis, only the first batch is being considered to prevent having an effect
from the tutorial stage. The group is split into two, participants with an accurate self-estimation and partici-
pants with an inaccurate self-estimation. In total 76 participants had an accurate self-estimation and 173 had
an inaccurate self-estimation. The tests done for this hypothesis are all between-subject tests and therefore
the Wilcoxon-Mann Whitney test is used.

HYPOTHESIS TEST

The results from the Wilcoxon-Mann Whitney tests are shown in Table 5.10. Besides RAIR and RSR, the
accuracy, agreement fraction and switch fraction are included. An α of 0.0125 needs to be reached to prove
a significant difference. Only the switch fraction and RAIR show a significant difference, being higher for
participants with an accurate self-estimation. For this hypothesis, we are interested in RAIR and RSR and
hypothesised that both would be significantly higher for the participants with accurate self-estimation. In-
terestingly RSR is lower for participants with accurate self-estimation, however, this is not a significant result.
As can be seen in Figure B.2 the data points were mostly clustered at zero and one, with a few points be-
ing at 0.5. With RAIR being significant and RSR not supporting the hypothesis, there is only partial support
for hypothesis 2. To prove or disprove hypothesis 2, more experiments need to be done. The accuracy and
agreement fraction seem to be higher for the accurate group, but this is not significant.

Table 5.3: Wilcoxon-Mann Whitney test results for hypothesis 2. Comparison between participants that had an accurate estimate of
themselves and participants that did not. Significant results are shown in bold.

Dependent Variables U p M ±SD(Accurate) M ±SD(Inaccurate)

Accuracy 7269.0 .1703 0.605±0.153 0.561±0.223
Agreement Fraction 7393.0 .1090 0.691±0.214 0.638±0.221

Switch Fraction 8087.5 .0035 0.526±0.311 0.399±0.319
RAIR 7966.5 .0062 0.577±0.375 0.431±0.393
RSR 6473.0 .8284 0.421±0.476 0.436±0.481

XAI
Hypothesis 2 is only partially supported by the results. Additionally, there is another hypothesis involved

(hypothesis 2a) that claimed that the effect would be significantly bigger with XAI being provided. The group
is divided similarly to hypothesis 2. However, these groups are looked at separately and within these groups,
they are split on whether they did receive XAI or not. The primary focus will be on the participants with
accurate self-estimation, as we expect an increase in effect in this group. The distribution of the groups is as
follows: no XAI accurate self-estimation 43, no XAI inaccurate self-estimation 82, XAI accurate self-estimation
33, and XAI inaccurate self-estimation 91. Both the accurate and inaccurate groups are divided roughly by half
in each group, indicating that obtaining an accurate self-estimation is not significantly influenced by being
provided XAI. If the p-values exceed theαof 0.0125 we can not support the hypothesis that XAI would increase
the effects of the hypothesis. That is in this case true for all but RAIR for inaccurate self-estimation. This can
indicate that participants that did not have an accurate self-estimation, trusted the AI more appropriately
due to XAI while not significantly trusting themselves more appropriately. Therefore, there is no support for
hypothesis 2a.

Table 5.4: Wilcoxon-Mann Whitney test results for hypothesis 2a. Comparison between participants that did receive XAI and
participants that did not. Compared to both participants that had an accurate estimation themselves and participants that did not.
Significant results are shown in bold.

Participants Accurate self-estimation Inaccurate self-estimation
Dependent Variables U p M ±SD(XAI) M ±SD(no XAI) U p M ±SD(XAI) M ±SD(No XAI)

Accuracy 616.5 .3038 0.581±0.157 0.624±0.150 34449.0 .3800 0.5421±0.230 0.581±0.215
Agreement Fraction 596.0 .2248 0.657±0.216 0.717±0.211 3527.5 .5268 0.625±0.231 0.652±0.209

Switch Fraction 555.0 .1040 0.457±0.329 0.578±0.290 3440.0 .3718 0.379±0.316 0.421±0.323
RAIR 568.0 .1282 0.500±0.384 0.636±0.361 1330.5 .0022 0.412±0.393 0.451±0.396
RSR 712.0 .9812 0.424±0.486 0.419±0.475 3350.0 .1912 0.390±0.470 0.489±0.490

5.4.3. HYPOTHESIS THREE
Hypothesis 3 proposes that: Making users aware of their miscalibrated self-assessment, will improve their

self-assessment. To test this hypothesis a way of making users aware of miscalibrated self-assessment must be
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established. Furthermore, it is also necessary to have a clear understanding of what is deemed an improved
self-assessment.

• Tutorial: a tutorial has been used to make the users aware of their miscalibrated self-assessment. This
tutorial has only been provided to two conditions (✓ Tutorial,× XAI and ✓ Tutorial,✓ XAI).

• Improved self-assessment: an improved self-assessment is defined as a reduction of miscalibration
of the self-assessment. For this hypothesis participants who had no miscalibration in the first self-
assessment (e.g. their self-assessment had the same score as their actual result) were excluded. They
could not be made aware of their miscalibrated self-assessment, as there was no miscalibration to be
made aware of.

For the third hypothesis, the miscalibration of the first six tasks (first batch) will be compared to the miscal-
ibration of the last six tasks (last batch). After all, only two conditions are used and some participants are
excluded due to correct self-assessment after the first batch. Considering these exclusions 87 participants are
left in total. The comparison that is being made is within the subjects, their first batch compared to the last
batch. Therefore, the Wilcoxon signed ranks test is used for the hypothesis testing. To compare the influence
of the tutorial and XAI a between-subject test is performed, this is done with a Wilcoxon-Mann Whitney test.

HYPOTHESIS TEST

The results from the Wilcoxon signed ranks test are given in Table 5.5. From the median, we can see that
the last batch has a lower miscalibration than the first batch. For the median and standard deviation, it is
important to note that these values could range between 0-1, and for the first six between 0.167-1 (as par-
ticipants without initial miscalibration were excluded). The change in the miscalibration of self-assessment
between the first batch and the last batch is significant. The p-value is below the Bonferonni corrected α of
0.0125. Thus, hypothesis 3 is supported. Participants with initial miscalibration have a reduction of their
miscalibration after receiving a tutorial.

Table 5.5: Wilcoxon signed ranks test results for hypothesis 3. Comparison between the first and last batch of tasks the participant
performed. Significant results are shown in bold.

Dependent Variable T p M ±SD(First batch) M ±SD(Last batch)

Mis-calibration 365.0 .0005 0.278±0.152 0.190±0.175

XAI
Likewise to the other hypotheses, we have to consider hypothesis 3a, which states that the effect would

be bigger for participants that were supplied with XAI. To prove this, we expect the mis-calibration for the last
batch to be significantly lower for the participants that received XAI. As the XAI and no XAI group are inde-
pendent these tests are done with the Wilcoxon-Mann Whitney test. The group size for the ✓ Tutorial,×
XAI condition excluding participants that had no miscalibration after the first batch is 44. The group size for
the ✓ Tutorial,✓ XAI condition is 43, again excluding participants without initial miscalibration. The
results from these tests are found in Table 5.6. The p-values found in the results are both well above the α
of 0.0125. Therefore, these results are not significant. It is not possible to conclude whether explainable AI
increases the effect of reduction of miscalibration. Therefore, there is no support for hypothesis 3a.

However, the reduction of miscalibration for participants that received XAI is somewhat lower than that
of participants who had no XAI.

Table 5.6: Wilcoxon-Mann Whitney test results for hypothesis 3a. Comparison of miscalibration between participants that did receive
XAI and participants that did not. Significant results are shown in bold

Dependent Variable U p M ±SD(XAI) M ±SD(No XAI)

Mis-calibration last batch of tasks 868.5 .4803 0.167±0.120 0.213±0.210
Difference in mis-calibration 862.0 .4601 −0.114±0.203 −0.062±0.236

COMPARISON TO NO TUTORIAL

While support is found for hypothesis 3, it does not ensure that this improvement is a result of the tutorial.
In this section, we further explore the source of this reduced mis-calibration. To test this the tutorial group will
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be compared with the non-tutorial group in a between-subject test, therefore the Wilcoxon-Mann Whitney
test is being used. It is assumed that the first batch should result in similar outcomes, as the conditions
are the same for the first batch for both with and without the tutorial, which makes the second batch with
miscalibration rather interesting. In this case, groups are independent of one another (tutorial vs no tutorial).
The group size of the participants that received a tutorial is 87, and the group of participants that did not
receive a tutorial is of size 86, with participants excluded that had no miscalibration on their first batch. Both
the miscalibration for the last batch and the difference in miscalibration between the first and last batch (the
change) are looked at. From the values depicted in Table 5.7 no conclusions can be drawn, as the p-values are
not significant. A small difference can be seen in the means between the with and without tutorial conditions,
which shows that the participants with tutorial have a lower mis-calibration. However, this effect seems to
be minimal and is not significant. More research needs to be done to draw conclusions. No support can be
found that the tutorial is a factor in reduced miscalibration between the first and last batch of questions.

Table 5.7: Wilcoxon-Mann Whitney test results to further explore hypothesis 3. Comparison of miscalibration between participants
that did receive a tutorial intervention and participants that did not. Significant results are shown in bold.

Dependent Variable U p M ±SD(Tutorial) M ±SD(No tutorial)

Mis-calibration last batch of tasks 3386.5 .252 0.190±0.175 0.203±0.150
Difference in mis-calibration 3644.0 .7615 −0.088±0.220 −0.079±0.202

5.4.4. HYPOTHESIS FOUR
Hypothesis 4 states the following: Making users aware of their miscalibrated self-assessment will result

in more appropriate reliance on AI systems. To test this hypothesis, the participants must be made aware of
their miscalibrated self-assessment, this is done with a tutorial as previously mentioned. The hypothesis is
very similar to hypothesis 3 where the groups were the same (before the tutorial and after the tutorial from
participants that received a tutorial). Appropriate reliance has already been discussed for hypothesis 2, in
short, to find proof for appropriate reliance RAIR and RSR are calculated. The higher RAIR and RSR are the
more appropriate the reliance is. In this case, participants without initial miscalibration are excluded from the
experiments. This results in 87 participants included in the hypothesis test. The hypothesis test is a within-
subject experiment, thus the Wilcoxon signed ranks test is used. However, the tests done for the comparisons
on XAI to no XAI and tutorial to no tutorial were done with the Wilcoxon Mann Whitney test as these are
between-subject tests.

HYPOTHESIS TEST

The results found with the Wicoxon signed ranks test are given in Table 5.8. Besides the values for RAIR and
RSR, also the accuracy, agreement and switch fraction are given to gain more insight. For both RAIR and RSR
there is no significant difference between the first batch and the last batch, as the p-values are all well above
the Bonferonni correct α of 0.0125. The values even seem to go slightly down, contrary to our expectations.
Furthermore, accuracy and agreement also go down both but are not significant. The switch fraction does go
up but is also not significant. With all these facts we can state that hypothesis 4 is not supported by the data
from the experiments.

Table 5.8: Wilcoxon signed ranks test results for hypothesis 4. Comparison between the first and last batch of tasks the participant
performed. Significant results are shown in bold.

Dependent Variables T p M ±SD(First six) M ±SD(Last six)

Accuracy 942.5 .1066 0.575±0.223 0.527±0.217
Agreement Fraction 1222.0 .9041 0.630±0.222 0.625±0.240

Switch Fraction 1251.5 .3591 0.378±0.327 0.414±0.337
RAIR 899.0 .5860 0.431±0.405 0.400±0.373
RSR 579.0 .3967 0.477±0.494 0.425±0.479

XAI
Hypothesis 4a states that the effects of hypothesis 4 would be amplified. In this case thus that RAIR

and RSR would increase for the ✓ Tutorial,✓ XAI condition. Therefore we test whether RAIR and RSR
are increased more for the last batch, after receiving the tutorial, for participants that received explanations.
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Participants without mis-calibration in the first batch were excluded from the test. Taking this exclusion
into consideration the group sizes are as follows: the ✓ Tutorial,× XAI group had44 participants and
the ✓ Tutorial,✓ XAI group had 43 participants left. The test done in this case is the Wilcoxon-Mann
Whitney test, as the groups are independent of one another. The results can be found in Table 5.9. There
are no significant results found, the differences in the last batch of questions even seem to be smaller. The
RAIR increases from XAI to no XAI, which is opposing the hypothesis and RSR does decrease. With these
contradictory effects, it is not expected that increasing group size would show an effect. The conclusion can
be drawn that there is no support for hypothesis 4a

Table 5.9: Wilcoxon-Mann Whitney test results for hypothesis 4a. Comparison between participants that did receive XAI and
participants that did not. Significant results are shown in bold.

Participants First Batch of Questions Last Batch of Questions
Dependent Variables U p M ±SD(XAI) M ±SD(no XAI) H p M ±SD(XAI) M ±SD(No XAI)

Accuracy 830.0 .3133 0.545±0.231 0.605±0.212 924.5 .8548 0.527±0.200 0.527±0.236
Agreement Fraction 851.0 .4101 0.610±0.244 0.651±0.199 932.0 .9069 0.617±0.251 0.632±0.232

Switch Fraction 896.0 .6696 0.369±0.340 0.387±0.316 883.0 .5920 0.391±0.333 0.436±0.343
RAIR 904.5 .7179 0.419±0.412 0.444±0.402 915.5 .7931 0.386±0.365 0.415±0.385
RSR 788.5 .1296 0.398±0.492 0.558±0.470 1002.5 .5909 0.455±0.492 0.395±0.470

COMPARISON TO NO TUTORIAL

There is no support found for hypothesis 4. However, it is still of interest to take a look at how participants
that had the tutorial to participants that had no tutorial compared to one another. It is assumed that the first
batch of questions will give the same distribution, as the tutorial group, that did not yet receive a tutorial.
In this case, the groups compared are again independent of one another, thus the Wilcoxon-Mann Whitney
test is being used. The participants without mis-calibration for the first set of questions are again excluded
from these tests. The group size of the with the tutorial group is 87 the group without the tutorial has a size of
86 participants. While higher values for the RAIR and RSR were expected for the participants that received a
tutorial, the value is only higher for the RSR. All these values are not significant, therefore there is no support
that the tutorial increases RAIR and RSR compared to participants without a tutorial stage.

Table 5.10: Wilcoxon-Mann Whitney test results to further explore hypothesis 4. Comparison between participants that did receive a
tutorial intervention and participants that did not. Significant results are shown in bold.

Dependent Variables U p M ±SD(Tutorial) M ±SD(No Tutorial)

Accuracy 3370.0 .2473 0.527±0.217 0.568±0.199
Agreement Fraction 3302.0 .1741 0.625±0.240 0.678±0.228

Switch Fraction 3260.5 .1412 0.414±0.337 0.490±0.351
RAIR 3094.0 .0443 0.400±0.373 0.516±0.382
RSR 3847.0 .7143 0.421±0.476 0.401±0.484

5.4.5. SUMMARY

In Table 5.11 a short overview of the results for all hypotheses and sub-hypotheses can be found. This
overview shows that an increased effect when participants received XAI has not been found for any of the
hypotheses. Hypotheses one and three were supported with significant results. Hypothesis two had two
elements that contributed to the hypothesis RAIR and RSR. Only RAIR was significantly higher for partici-
pants with an accurate self-estimation and RSR was surprisingly lower, but this effect was far from significant.
Therefore, only partial support for hypothesis two is found. For hypothesis four no significant results were
found.

Table 5.11: Results of all hypotheses

Hypotheses Support found for hypothesis Increased effect with XAI

One Yes No
Two Partially (only RAIR) No

Three Yes No
Four No No
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5.5. EXPLORATORY RESULTS

In the hypotheses (section 5.4) some exploratory results on the tutorial were found. This section describes
another exploratory finding on both XAI and the Dunning-Kruger Effect (DKE).

5.5.1. XAI
The influence of XAI is tested in the context of some of the hypotheses. However, this test is tested in soli-

tary to see whether only supplying participants with XAI could increase accuracy or (appropriate) reliance on
the AI system. The test is only done on the first batch of questions to make sure an interaction factor between
the tutorial and XAI does not influence the outcome. As this is a between-subject test the Wilcoxon-Mann
Whitney test is used. The results can be found in Table 5.12. None of the results is significant. However, all
variables seem to be slightly higher for the no XAI conditions. This would suggest that XAI is counterproduc-
tive in helping users understand the AI system better. Nonetheless, no conclusions can be drawn due to the
insignificance of the results. Further research would be needed to confirm any results.

Table 5.12: Wilcoxon-Mann Whitney test. Comparison of participants that received XAI vs participants that did not receive XAI.
Significant results are in bold.

Dependent Variables U p M ±SD(XAI) M ±SD(No XAI)

Accuracy 7016.0 .1823 0.552±0.213 0.596±0.195
Agreement Fraction 7005.0 .1794 0.633±0.227 0.675±0.212

Switch Fraction 6681.0 .0579 0.400±0.320 0.471±0.320
RAIR 6873.0 .1126 0.435±0.391 0.515±0.392
RSR 7218.0 .2910 0.399±0.473 0.464±0.484

5.5.2. THE DKE
To find out more about the DKE, we took a look at two groups, the top and bottom performers. The aim

is to split the participants in quarterlies in line with previous research [10], the bottom performers being the
lowest 25%, and the top performers the highest 25%. The performance over only the first batch of questions
was taken into consideration. To make sure that participants with the same accuracy did not end up in dif-
ferent groups, the participants with up to two questions right were put into the low accuracy group, which
resulted in the bottom 20.1%. The top consisted of the participants with five or six questions correct this was
the top 18.9%.

In the survey participants were asked how many questions they thought they had answered correctly and
also how they would rate themselves among others on a scale of 0% to 100%. In Figure 5.3a the percentages
are shown. This graph shows three groups, the low accuracy group, the high accuracy group and the all group,
which includes all participants (so also the low and high accuracy groups). In this graph we can see that even
though the performances highly differ, all the groups of participants rate themselves between 53% and 60%.
So while the lower accuracy group does put themselves lower compared to other groups. This difference is
minimal to the actual difference. The graph shows how the low performers highly overestimate themselves
compared to other participants, this indicates that the group suffers from the DKE and that the DKE is present
in human-AI team logic tasks. To further establish the DKE, the overestimation on the amount of correct an-
swers is also checked for, the results can be seen in Figure 5.3b. The high performance group consisted of
47 (18.9%) participants, while the low performing group consists of 50 participants (20%) and the average
performance group consists of 152 (61%) of participants. Therefore, direct comparisons between the groups
of bars are harder to make as they do not consist of the same amount of participants. However, we can
draw some conclusions from the ratios. The average group has more correct and underestimating partici-
pants than it has overestimating participants. The low accuracy group has 40 participants that overestimated
themselves and only 10 that had no overestimation, which results in 80.0% of the participants overestimating
their performance in this group. However, in the high accuracy group only 3 participants overestimated their
performance and 44 had no overestimation, this results in 6.4% of the participants overestimating. This dif-
ference aligns with the findings by Kruger and Dunning [9]. Therefore, we can use the low accuracy group as
the group with DKE and the high accuracy group as the group without DKE. These findings validate our moti-
vation to design a tutorial intervention to mitigate the DKE in human-AI teams when doing logical reasoning
tasks.
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(a) Estimation of self compared to others (b) Self-estimation on amount of correctly answered questions

Figure 5.3: Estimation per group divided on performance. (a) Shows the participants divided on low, high and all (which includes low
and high) on how they rated themselves on a scale of 0% to 100%, next to their actual average performance compared to others. (b)
Shows the amount of participants that overestimated themselves per group, divided in low performers, high performers and average
performers (the once that are not in either low or high are put in average). The overestimation is measured by comparing the amount of
correct answers they estimated to have correct to the amount they actually had answered correctly.

THE IMPACT OF THE DKE ON (APPROPRIATE) RELIANCE

With the DKE effect established, we are interested in whether the DKE affects the (appropriate) reliance on
AI. In Table 5.13 the measures between the low and high accuracy participants are calculated with a Wilcoxon-
Mann Whitney test, as this is a comparison between-subject. These tests are done on the first batch of tasks.
The participants with a lower accuracy achieve a significantly lower agreement fraction, RAIR and RSR. The
switch fraction is also lower for participants with a low accuracy, although this is not significant. Therefore,
participants in the lower accuracy group achieve a significantly poorer appropriate reliance and partially
significantly lower reliance on the AI system. The less (appropriate) reliance on the AI system, reflects that
the under-reliance is (partially) to blame for the lower performance.

Table 5.13: Wilcoxon-Mann Whitney test. Comparison of participants that had a high accuracy versus participants that had a low
accuracy. Significant results are in bold.

Dependent Variables U p M ±SD(Low) M ±SD(High)

Agreement Fraction 221.0 <.0001 0.443±0.160 0.727±0.123
Switch Fraction 870.5 .0263 0.270±0.187 0.286±0.286

RAIR 638.0 <.0001 0.197±0.183 0.631±0.471
RSR 164.5 <.0001 0.120±0.312 0.915±0.217

5.5.3. ANALYSIS OF TRUST

Besides reliance, we are also interested in how the tutorial would affect trust. The trust was measured
with a TiA-Trust questionnaire after the first and last batch of tasks. With this questionnaire being asked
before and after we can test whether the trust changes after having received the tutorial intervention. This
test is done with a Wilcoxon signed ranks test as it is a within-subject comparison. The results are shown in
Table 5.14. The results suggest that the tutorial did not help on increasing participants’ trust in the AI system.
This suggests that the intervention helps to recalibrate their self-assessment without increasing their trust in
the AI system.
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Table 5.14: Wilcoxon signed ranks test results. Comparison between the TiA-trust after the first and last batch of tasks. The Likert scale
is from 1-5. Significant results are shown in bold.

Dependent Variable T p M ±SD(First batch) M ±SD(Last batch)

TiA-trust 1063.5 .9521 2.996±0.880 3.02±0.819

The trust does not seem to increase due to the tutorial intervention. However, it is still interesting to
look at the difference in trust for the last batch comparing participants with a tutorial intervention to those
that had no tutorial intervention. As this is a between-subject test the Wilcoxon-Mann Whitney test is used.
The results can be found in Table 5.15. Interestingly it seems that participants that did not receive a tutorial
intervention have a significantly higher trust in the AI system after the last batch of questions. A reason for
this difference could be that the tutorial intervention reduced trust due to the process being too tedious.

Table 5.15: Wilcoxon-Mann Whitney test results. Comparison between participants that did receive a tutorial intervention and
participants that did not. Comparison on trust on a Likert scale from 1-5. Significant results are shown in bold.

Dependent Variables U p M ±SD(Tutorial) M ±SD(No Tutorial)

TiA-trust 6301.0 .0085 3.02±0.819 3.324±0.799





6
DISCUSSION

In this chapter, the findings of this thesis will be discussed and placed into context. The first section states
the key findings found in this thesis, specifically the answers to the research questions. In the second section,
further findings are discussed that were mainly found in the exploratory results. These results are put into
context in the implications section. After that, the limitations are discussed, which might have influenced the
research and the results. In the future work, possibilities for future research are proposed.

6.1. KEY FINDINGS

The thesis began with two research questions. Research question 1 being: How does the Dunning-Kruger
Effect shape reliance on AI systems? With the results of the experiments it was found that as expected peo-
ple that overestimate themselves have less reliance and also less appropriate reliance on AI. This indicates
that the Dunning-Kruger effect (DKE) results in participants being less capable to evaluate the AI system
its performance compared to their own. It was however less clear whether participants that had an inaccu-
rate self-estimation also had less (appropriate) reliance, thus hypothesis 2 is only partially supported. More
specifically participants that overestimated themselves showed under-reliance on the AI system. To answer
the research question, the DKE results in less (appropriate) reliance on AI systems.

With the first research question in mind research question 2 was formulated: How can the Dunning-
Kruger Effect be mitigated in human-AI decision making tasks? In this research question the goal is to mit-
igate the effects found in research question 1. Two ways to mitigate this effect were tested in this thesis. First
of all, a tutorial was used to mitigate the effect. The results show that the miscalibration of self-estimation was
significantly reduced after doing the tutorial, indicating that the effect was mitigated. However, results also
showed that it was unclear whether this improvement was due to the tutorial intervention or a learning effect,
as there was no significant difference found between the groups with and without the tutorial. Furthermore,
while the miscalibration of self-estimation was reduced, the (appropriate) reliance on AI was not. Although
the tutorial reduces miscalibration, it does not have a significant effect on reducing the negative effects of this
miscalibration (e.g. the less (appropriate) reliance on the AI system).

Secondly, the effects of explainable AI (XAI) were looked at to see whether the conditions with XAI resulted
in more extreme results. For none of the ways, the XAI has been tested increased effects in the XAI group were
found. Therefore, the participants that were in the group with a tutorial and XAI did not improve miscalibra-
tion more than the ones that did not receive XAI. Furthermore, the accuracy and appropriate reliance also
showed no difference between the groups. This indicates that the XAI used in this thesis had little to no effect
in mitigating the DKE. Furthermore, the participants in the XAI conditions did not show a different reliance
on AI systems due to the DKE, compared to those without XAI. Summarising, no successful intervention has
been found to significantly increase the (appropriate) reliance on AI. The tutorial intervention showed a re-
duction of the miscalibration, however, it is unclear whether this is a result of the tutorial or a general learning
effect.

35
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6.2. FURTHER FINDINGS

In the key findings, the results of the research questions were discussed, in this section, the more ex-
ploratory results are briefly summarised and discussed. In this study, the human-AI teams performed better
than humans on their own but were outperformed by AI. This is in accordance with previous research [4].
This means that in this research no complementary performance was found. This was also not expected as
the aim of the study was to look at the relationship between people who overestimate themselves with AI
advice, rather than optimising for complementary performance.

Furthermore, in this research, we looked at how helpful participants perceived the explainable AI to be.
The results from the survey suggest that the explanations on AI were not perceived as very helpful. Further-
more, the results found for the hypotheses on XAI suggest that providing the participants with explanations
on AI had little to no influence. Additionally in the exploratory results, we exposed the lack of change in results
due to the XAI in general. Participants with XAI did not perform significantly better and did not have a higher
(appropriate) reliance on the AI system. The participants with XAI even seemed to perform slightly worse and
have a lower (appropriate) reliance on XAI systems, having the opposing effect of what is desired. This leaves
us wondering whether the way the explanations were presented was the right approach. The highlighted text
was aimed at providing spans that would be understandable for the participants and were not directly from
the AI system. However, participants might still have had problems with interpreting the explanations on the
AI in the form of just highlights.

Additionally, we looked at the DKE by dividing the participants and comparing the low to the high per-
formers. With the findings, we could establish that our experiment does involve the DKE, thus in human-AI
decision making working on logical reasoning tasks we can establish the DKE. We also found that the DKE
affects the (appropriate) reliance, being lower for participants that have lower accuracy and thus suffer from
the DKE. This shows that the under-reliance is (partially) to blame for the lower performance and therefore
gives motivation to mitigate the DKE to increase performance and (appropriate) reliance.

Lastly, we found that the TiA-trust is not increased by a tutorial intervention. Participants do not show in-
creased trust after receiving a tutorial intervention. However, we did find that participants that did not receive
a tutorial intervention did show a significantly higher trust in the AI system. This suggests that the tutorial
intervention might even work counteracting. This can be due to the tutorial intervention being perceived as
tedious. While the trust after the last batch is higher for the participants who did not get a tutorial, the trust
in participants who did get a tutorial intervention did increase non-significantly.

6.3. IMPLICATIONS

As discussed in the key findings people who overestimate themselves have less (appropriate) reliance on
the AI system and this effect can be reduced with a tutorial intervention, but what value do these findings
hold?

The fact that participants who overestimate themselves have a lower (appropriate) reliance on AI indi-
cates that this group does not use the AI advice to its full potential, as this group also has a lower accuracy.
Therefore, the effect of participants that overestimate themselves should be taken into consideration when
researching human-AI decision making. We can also state that the DKE affects the (appropriate) reliance
on AI, as the participants with overestimation also had lower performance in general. This aligns with the
original findings by Kruger and Dunning [9]. By showing that this occurs in human-AI teams with logical
reasoning tasks we build on the paper by Schaffer et al. [11] who already showed that the DKE can affect
human-AI teams. In this study, we suggested a way to decrease the effect by creating a tutorial to re-calibrate
the participant’s self-estimation. The re-calibrating of the self-estimation was successful, which is in line with
the original paper on the DKE [9]. However, the effects of the tutorial on the performance are still ambiguous.
This is in accordance with the research done by Lu and Yin [15], who also had trouble improving performance
by providing tutorials. Furthermore, the (appropriate) reliance was not improved by the tutorial intervention,
which indicates that even though the participants gained better self-awareness the tutorial currently fails to
give the participants a better perception of the AI system. Additionally, the tutorial also failed to increase trust
of the participants in the AI system. This is still an interesting take as the participants reduced their miscal-
ibration, thus decreasing the DKE, but still failed to improve themselves in other parts. The role a tutorial
intervention can play is therefore still a bit ambiguous. Moreover, the effects were not increased with the XAI
and participants also claimed they did not find the XAI particularly helpful. This suggests that our current
take on XAI, might not have been the most helpful and other approaches should be looked at.
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6.4. LIMITATIONS
The findings in this study are interesting, nonetheless, they come with a few limitations, which will be

discussed in this section. First of all, it is not completely clear what and how biases have played a role in
the experiments. Which is in accordance with Draws et al. [60] who emphasises the importance of acknowl-
edging and preventing cognitive biases. To the best of our capabilities, we tried to reduce cognitive biases.
Although we put in attention checks it is still possible for participants to only pay attention to whether a task
is an attention check, and not put in the effort for the other tasks. The participants participate in the study for
monetary compensation and most likely do not have a lot of motivation beyond that. They could therefore
easily fall prey to the self-interest bias. Although the ReClor dataset was chosen to cater to laymen, some par-
ticipants might be familiar with the subjects of some of the context texts. This could result in the participants
having a familiarity bias and/or an availability bias, which could influence the results.

Secondly, in the study, the distributions of especially the Relative Positive Self Reliance (RSR) were off due
to there only being two questions per batch in which the AI was wrong. To gain a better distribution of the RSR
(and in less matter the RAIR) more data points would have been needed. With more data points there would
have been more questions in which the AI was wrong. Therefore, RSR could only be 0, 0.5 or 1, with only
a very limited amount of participants being in the 0.5 occasion. This can be explained by the fact that only
instances where the initial answer of the participant was correct are taken into consideration. A participant
answering both questions initially correctly has an even lower chance, this results in even fewer data points
that can be used (for many thus zero or only one). Thus, the number of tasks in which the AI system gave
wrong advice per batch is not sufficient to get a good distribution of RSR.

Furthermore, the tutorial needed to be created manually, which makes it subject to inconsistency. By
being created manually the explanations can be biased by the writer or be unclear. While the same can be
true for automatic feedback, it is still something to consider. The explanations were written in a contrastive
way to best fit human thinking, as suggested by Miller [61]. However, it is hard to judge the quality of the
feedback in an objective matter.

Another limitation is that some hypotheses could not be significantly proven but did show some differ-
ences. The results can be insignificant due to setting the impact factor too high. The insignificance of some
of the results leads to the research questions still being partially unanswered. The results were nonetheless
included to show small insignificant differences and results that probably can not be proven no matter the
number of participants included in the study. There might be a significant difference in some more results if
the number of participants is increased.

Lastly, it is unsure how these results will transfer to other tasks and domains. In this thesis the tasks
used were logical reasoning questions, this was done to cater to layman-friendliness. However, as established
earlier, most human-AI decision making is in domains with experts, such as in the medical and legal domains.
The results in those domains could differ from the ones found here, as the level of expertise could play a
further role. Another reason the results could be different is that it is unclear how many in those domains
would still suffer from the DKE. The people in question are experts in their domain, so it would be expected
that they are at least aware of what they are not aware of. As found by Mellinger [62] self-assessment does
differ depending on the expertise in the medical domain. However, they could still suffer from the DKE as
their lack of expertise with AI could be of hindrance and introduce a new potential risk of overestimation.
This also translates to the tutorial intervention, this might need to be more focused on understanding the AI
rather than concentrating on revealing the participants’ weaknesses. Furthermore, we need to consider the
fact that most participants were from the United Kingdom as shown in Figure 5.1a. Rachmatullah and Ha
[59] suggest that confidence can depend on cultural differences, therefore we need to take into consideration
that the results found might not transfer directly to participants with a different distribution of nationalities
of participants. The results of this thesis still hold value in showing the effects of the DKE in human-AI teams
but give no definitive conclusions about how these effects transfer to domains in which we deal with experts.

6.5. FUTURE WORK
The previous section discussed some limitations and the current implications, from those discussions

some ideas have been put together to give some recommendations for potential future research.
In this research, the focus was on the implicit reliance of participants, by first answering the question on

their own and only later on receiving AI advice. As done in the research by Liu et al. [3], it might be interesting
to see how people explicitly perceive the AI system, does a tutorial make them believe they trust AI more?
This will further help in understanding how the DKE effect shapes reliance on AI. For the XAI the participants



38 6. DISCUSSION

were asked about helpfulness, which aligned with the results. Both showed that the participants were not
influenced a lot by the XAI. For the tutorial, the participants were not asked what their perception of it was,
which could be interesting when a similar experiment is executed.

A drawback found in the limitations is the distribution of the RSR being very sided to either 0, 1 or oc-
casionally 0.5. For future research, it might be helpful to include more tasks per batch when researching
appropriate reliance. The additional tasks per batch are needed to include more tasks in which the AI its ad-
vice is faulty. That is necessary, as only in the cases that the AI advice is faulty participants can have positive
self-reliance.

To truly get the best use out of the tutorial intervention, more care should be put into creating a human-
centred approach. In this thesis, it is ambiguous whether the improvement in calibration was a result of
the tutorial intervention. This leaves us wondering what effect the tutorial actually had. Previous research
suggests tutorial interventions are a good way to increase human ability by increasing performance [15]. In
this research, we were not able to significantly increase the performance. As previously mentioned, human-
AI team performance has previously been successfully improved, it would therefore be interesting to see what
would happen with the (appropriate) reliance on AI in those cases. Future research can explore different ways
of increasing human accuracy, and or understanding of the AI system, and research the influence that has on
the (appropriate) reliance on AI.

Furthermore, the XAI in this study seemed to not be very effective overall, not in perceived helpfulness
nor increasing accuracy, nor the anticipated increased effect on the hypotheses. The explanations were given
in the form of text spans. It could be possible that this type of explanation is hard to interpret. Other ways
of explainable AI and its effects on (appropriate) reliance, specifically for the group suffering from the DKE,
might still be interesting. However, it would be suggested to explore different methods of XAI, ones that are
more interactive and give a better understanding of the AI.

Another suggestion we would make is to include more participants in the study. As some results stay
rather ambiguous, one way to increase the likelihood of proving the hypotheses would be by adding more
participants. However, adding more participants would make the study rather large, which would make it
expensive to carry out. One way to again decrease participant amount is by only researching a set of condi-
tions in solitude rather than all four at the same time. For example, only collecting data about tutorial versus
no tutorial and XAI versus no XAI, separately. When interesting results are found, it would nonetheless be
interesting to research the four conditions in one experiment again to see the interaction. At this stage it
might be better to research the tutorial and XAI interventions separately, to increase the participant count
per condition.

Lastly, it would be very interesting to see similar studies being executed in different domains. As discussed
previously, it is hard to estimate how well the results would transfer to another domain. The only real way to
prove this is by doing more experiments in a different domain. It would be particularly interesting to see how
domain experts would react as their trust relationship to AI could be very different to laymen. Specifically,
domain experts should exhibit less of the DKE (as they have more knowledge) but still might show DKE due
to not being sufficiently aware of how to interact with AI advice.
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CONCLUSIONS

In this thesis, a quantitative study on the effects of the Dunning-Krugger Effect (DKE) on human-AI de-
cision making is presented. The aim is to uncover how the DKE shapes reliance on AI systems, in research
question 1: How does the Dunning-Kruger Effect shape reliance on AI systems?. It is found that participants
who overestimate themselves have a lower reliance and lower appropriate reliance on AI systems. Based on
that finding, we can tell that the DKE can result in lower (appropriate) reliance on AI systems. We try to find a
way to mitigate the DKE in human-AI decision making tasks in research question 2: How can the Dunning-
Kruger Effect be mitigated in human-AI decision making tasks?. We found that a better calibration of self-
estimation is achieved, which suggests that the DKE is mitigated. However, the (appropriate) reliance is not
improved after the tutorial intervention. So while the goal of decreasing the DKE is accomplished, decreasing
the negative effects due to the DKE on the human-AI relationship is not achieved. These results give a better
understanding of how the DKE affects human-AI decision making, which means that it might be beneficial
to give attention to participants that overestimate themselves more as they are more likely to show a lower
(appropriate) reliance on AI. Previous research showed that the DKE is present in human-AI decision mak-
ing for a prisoner’s dilemma like game [11], and influences the trust participants have on the AI system. The
research in this thesis shows that the DKE influences (appropriate) reliance in another domain (e.g. logical
reasoning questions), which gives an indication that it might influence even more domains within human-AI
decision making.

While the tutorial intervention reduced the miscalibration, it is ambiguous whether this is due to a learn-
ing effect or due to the tutorial intervention. This leaves room for future research, to build upon and look
more closely at how this tutorial intervention can be improved by focusing on improving the (appropriate)
reliance on AI systems. Another aspect to consider is the application of explainable AI (XAI) in this thesis.
The current implementation did not result in the expected increased effects of the hypotheses. Furthermore,
it has been found that XAI did not improve (appropriate) reliance, so besides not increasing the effects of the
hypothesis it also did not prove to be helpful by itself. This gives reason to take a further look at different
methods of applying XAI and how those influence the human-AI trust relationship. The takeaway of this re-
search is that the DKE does influence (appropriate) reliance in human-AI decision making. Mitigating the
effects that are a result of this DKE (e.g. lower (appropriate) reliance on AI) is not as easy to accomplish as
initially expected, and might need a more thorough intervention method.

We want to thank all participants for their participation. The data from all participants has been anonymised
to our best capabilities and should not allow tracing back to specific participants.
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A
INTERFACE

Screenshots of the complete interface can be found in this appendix. Examples of the interface have been
given throughout the thesis in Figures 3.1, 3.2, 3.3 and 3.4. The main colour used in the interface is blue,
blue gives a feeling of trust and neutrality [63, 64], this seemed the most applicable to what the study should
represent. We specifically refrained from green and red as those could lead participants to believe something
was wrong or correct based on colour coding. The continue button was green, as it is okay for that button
to be perceived as "good", neutrality is not needed for this part. Furthermore, the continue button had to
be clear from the rest and thus has a different colour. The tasks needed to fit tightly on one screen such
that the context, questions and answers could be read easily without scrolling from one to another, as all
would be needed for answering questions. After selecting an answer it became inverted colours such that the
participant was aware of what they selected.

The interface was built in python using Flask1. Flask allowed us to build an interface with python, HTML,
CSS and javascript. To follow people their trajectory through the experiment, a login manager was used 2,
which allowed us to track participants based on their prolific id (that was also shared by prolific). By tracking
in this way we were always sure that the right information was stored with the right user at all times, also if
they re-entered the experiment, for instance after a break. Furthermore, WTForms 3 was used to receive the
input given by the users and store it in a database in a correct manner.

1https://flask.palletsprojects.com/en/2.2.x/
2https://flask-login.readthedocs.io/en/latest/
3https://wtforms.readthedocs.io/en/3.0.x/
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Figure A.1: Introduction page

Figure A.2: ATI first out of three
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Figure A.3: ATI second out of three, includes attention check question

Figure A.4: ATI third out of three
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Figure A.5: TiA-Propensity to trust questionnaire

Figure A.6: Instructions
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Figure A.7: Task

Figure A.8: Task with XAI advice
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Figure A.9: First attention check out of three

Figure A.10: Second attention check out of three
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Figure A.11: Third attention check out of three

Figure A.12: Survey question on self-assessment

Figure A.13: Survey question on assessment of peers
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Figure A.14: Survey question on how participant would place themselves amongst peers based on performance

Figure A.15: Tutorial instructions

Figure A.16: Tutorial
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Figure A.17: Entering last batch of questions

Figure A.18: Question on helpfulness

Figure A.19: Disabled continue button





B
RESULTS

This appendix contains more distributions from the results found. These distributions were used to de-
termine whether the distributions were normally distributed or not. For all distributions, we found they were
not normally distributed.

Figure B.1: Accuracy distribution of participants
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(a) RAIR (b) RSR

Figure B.2: RAIR and RSR distribution of participants

Figure B.3: Miscalibration distribution of participants
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