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Abstract
The increasing use of artificial intelligence (AI) by public actors has led to a push for more transparency. Previous research 
has conceptualized AI transparency as knowledge that empowers citizens and experts to make informed choices about the 
use and governance of AI. Conversely, in this paper, we critically examine if transparency-as-knowledge is an appropriate 
concept for a public realm where private interests intersect with democratic concerns. We conduct a practice-based design 
research study in which we prototype and evaluate a transparent smart electric vehicle charge point, and investigate experts’ 
and citizens’ understanding of AI transparency. We find that citizens experience transparency as burdensome; experts hope 
transparency ensures acceptance, while citizens are mostly indifferent to AI; and with absent means of control, citizens 
question transparency’s relevance. The tensions we identify suggest transparency cannot be reduced to a product feature, 
but should be seen as a mediator of debate between experts and citizens.

Keywords Urban AI · Artificial intelligence · Transparency · Electric vehicles

1 Introduction

Digital technologies such as big data, sensor networks 
and artificial intelligence (AI) are becoming increasingly 
important in the control of urban infrastructure, and public 
administration more broadly (Chiusi et al. 2020; Crawford 
et al. 2019). However, it is now widely recognized such 
AI systems may lead to unfair outcomes, even if they have 
been designed with the best intentions (Eubanks 2018; Ran-
chordás 2020). These concerns have prompted researchers, 

governments and civil society groups to formulate ethical 
principles for deployment and use of AI, emphasizing val-
ues such as transparency, fairness and accountability (Jobin 
et al. 2019; Mittelstadt et al. 2016; Tsamados et al. 2021). 
Likewise, some cities have started to embrace a digital rights 
agenda and are formulating principles and policies to govern 
public AI systems [e.g., (The Cities Coalition for Digital 
Rights 2021)].

Many ethical and policy frameworks see transparency 
as an important prerequisite for ensuring fairness and pub-
lic acceptance (Brauneis and Goodman 2018; Stoyanovich 
and Howe 2018). Empirical research in human–computer 
interaction (HCI) has focused on identifying which forms 
of user interface-level transparency are most effective for 
increasing user understanding and trust (Abdul et al. 2018). 
In this HCI-research, transparency is typically framed as 
a form of objective knowledge that empowers people to 
make informed choices about how best to use and govern 
AI systems. However, researchers have started to point out 
theoretical and practical limitations of the transparency ideal 
(Ananny and Crawford 2018), and the importance of consid-
ering the human experience of AI transparency (Alvarado 
and Waern 2018; Vakarelov and Rogerson 2020). What is 
more, in case of public AI systems, such as those control-
ling urban infrastructure, i.e., “urban AI”, the relationship 
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between users and those who design, develop and govern 
systems is different from commercial settings: These sys-
tems effectively enact policy (Shaw and Graham 2017; 
Kitchin et al. 2017), and users are not simply consumers, 
but also citizens who are entitled to democratic control over 
policy, AI-enacted or otherwise.

Therefore, our aim is to examine the degree to which 
transparency-as-knowledge is a suitable concept for urban 
AI systems in both an empirical and critical way. We contrib-
ute to the ongoing discussion of transparent AI by investigat-
ing diverging conceptions of transparency between those 
who design, develop and govern urban AI systems (hereafter 
“experts”), and users of those same systems (“citizens”).

We focus on smart electric vehicle (EV) charging as an 
empirical ground for studying transparency in urban AI 
systems. Smart EV charging serves as a useful example of 
how urban AI shapes the lived experience of cities, and of 
city-making itself. Smart EV charging facilities augment and 
mediate both public spaces and travel spaces. In this context, 
many stakeholders consider transparency an essential ingre-
dient for ensuring public acceptance (Döbelt et al. 2015; 
Madhu et al. 2019; Fabianek et al. 2020). Using a practice-
based design research approach (Koskinen 2011), we col-
laborated with commercial companies and the municipality 
of Amsterdam to prototype and evaluate a transparent smart 
EV charge point which provides EV drivers with explana-
tions of smart charging decisions.

Our findings shed light on several tensions between 
motivations experts have for providing transparency, such 
as social acceptance, and attitudes and expectations citizens 
have towards urban AI systems, such as indifference or a 
desire for control.

In what follows, we first briefly provide context on smart 
EV charging, and the Amsterdam design project that formed 
the basis for our empirical work. We then summarize work 
on transparency in HCI design research, philosophy of tech-
nology, and the social sciences of big data and AI. Subse-
quently, we describe the field study we undertook with the 
design project prototype. Following this, we offer six nar-
rative themes to capture our findings with regards to expert 
understanding and citizen experience of transparency. In the 
concluding discussion, we contextualize these findings in 
light of the literature, and examine the main points of ten-
sion between expert understanding and citizen experience.

2  Background and motivation

2.1  Smart electric vehicle charging

Electric mobility is seen by many cities as a key way to 
improve efficiency and equity of the flow of goods and 
people, and to reduce negative externalities including air 

pollution and climate change (Geels 2012). However, in 
OECD countries, there are indicators electric grid capac-
ity is not sufficient to support the growing number of EVs 
(Muratori 2019). In general, this is not an issue of overall 
energy availability, but of limited grid capacity (Huang 
and Kockelman 2020). This concern is especially relevant 
for local distribution grids in cities and neighborhoods 
where EVs are particularly prevalent and where charging 
sessions are clustered around peak times. If demand for 
charging exceeds supply, not every vehicle can be charged, 
and choices need to be made: who will be charged first, 
and who last? For this reason, energy network providers 
have started to deploy “smart charging” solutions, which 
make timing and capacity of charging dependent on factors 
such as grid capacity, electricity demand and availability 
of renewable energy. Smart charging allows for dynamic 
management of demand by curtailing the rate and amount 
of electricity EVs can charge when connected to a charge 
point (Wang et al. 2016; Mehta et al. 2018; Moghaddam 
et al. 2018; Frendo et al. 2019). The use of AI in governing 
the grid and charge points makes it possible to increase 
the number of EVs by more than 60% without having to 
upgrade physical grid infrastructure (Ofgem 2018).

Of course, EVs are not an unambiguously positive 
development, nor should the transition to EVs be con-
sidered inevitable. In fact, EVs are a contested subject 
involving many social, political and ethical debates. To 
name but a few concerns: EVs may perpetuate existing 
car culture, increased electricity needs may not be met by 
renewable sources, battery production depends on exploi-
tation of limited mineral resources with adverse social and 
ecological consequences, and EV battery recycling itself 
can causes pollution (Ortar and Ryghaug 2019).

Smart grid solutions may reinforce and accelerate prac-
tices producing energy demand peaks, rather than contrib-
uting to more sustainable ways of living (Strengers 2012). 
A focus on solving the problem of demand also distracts 
from rethinking everyday practices requiring energy in the 
first place (Strengers 2014, 2013). In other words, smart 
EV charging can be seen as a form of “technological solu-
tionism” (Morozov 2013), where social ills are framed as 
problems to be fixed by means of technology, while avoid-
ing structural change (Foth et al. 2021).

In any case, smart charging solutions significantly alter 
the EV charging experience: EVs may charge slower than 
expected; drivers may be disadvantaged by receiving less 
electricity or slower charging rates than other drivers, even 
if both cars are plugged in at the same time and charge 
point. It may also have unexpected side effects such as 
some neighborhoods receiving less electricity than oth-
ers. In short, use of AI makes EV charging less predict-
able. From the perspective of experts, this threatens 
social acceptance. Transparency promises to contribute 
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to people’s understanding of and trust in smart EV charg-
ing systems.

2.2  ‘The transparent charging station’

As of July 2021, the city of Amsterdam operates 2503 charg-
ing stations, or 4974 charging points (Gemeente Amster-
dam 2021). Of these, at the time of our study, 452 stations 
(904 points) were part of a smart charging system called 
Flexpower (Gemeente Amsterdam 2020). This system 
increases charge speed when solar energy is available, and 
decreases speed around peak times when the grid is used 
more intensively.

Prompted by rising public concern about the risks of the 
Internet of Things and AI, in 2016 electric grid operator 
Alliander1 and EV charging knowledge institute ElaadNL,2 
commissioned a design study from design agency The 
Incredible Machine3 to develop ways of making smart 
charging transparent for EV drivers. The outcome was the 
Transparent Charging Station, a speculative design proto-
type of a smart charge point using a video game metaphor 
for visualizing automated charging decisions (Turel et al. 
2017). A key aspect of the Transparent Charging Station is 
the use of priority schemes: for example, shared EVs would 
get priority access to charge faster, sooner and more than 
non-shared private vehicles. The design study received sig-
nificant public interest but also raised questions about the 
meaning, viability and utility of transparency in the context 
of a street-level public service.

A follow-up project, UI for Smart EV Charging, was ini-
tiated in 2019 by the same knowledge institute and design 
agency, who were joined by the municipality of Amsterdam 
and the Amsterdam Institute for Advanced Metropolitan 
Solutions.4 The aim was to develop a prototype transpar-
ency interface inspired by but distinct from the Transparent 
Charging Station speculative prototype. The project built on 
the newly formulated digital agenda of the city of Amster-
dam entitled A Digital City for and by Everyone, which lays 
out values and ambitions for a “free and inclusive digital 
city” in which the digital rights of all residents are protected 
(Gemeente Amsterdam 2019). This design was aimed at a 
solution compatible with existing Flexpower charge points 
in an effort to further study the technical feasibility, use-
fulness, usability and desirability of transparency provided 
through a screen-based user interface. The first and last 
author agreed to become part of this project group to con-
sult during the design phase, and to lead the evaluation of 

the design solution. Simultaneously, we pursued our inde-
pendent research agenda into the varying conceptions of 
transparency by major direct stakeholders involved in urban 
AI projects.

3  Related work

Transparency is a widely held and discussed moral and 
political value, especially in settings where informed con-
sent, accountability and deliberation are emphasized. In the 
context of AI, in particular when developed using machine 
learning (ML), transparency commonly refers to visibility 
and accessibility of information related to a system’s func-
tioning. Opacity of AI systems can stem from a variety of 
sources: deliberate secrecy by system developers and opera-
tors; lack of technical literacy of the observer; or technical 
properties of systems themselves (Burrell 2016). In particu-
lar, transparent AI aims to provide explanations of model 
behavior. Such explanations can be arrived at by develop-
ing models that are interpretable by humans, for example 
because they are rule-based. When models are developed 
with techniques producing opaque or “black box” models 
resisting human interpretation, explanations can still be pro-
duced in a post-hoc fashion by means of a supplemental 
explanation model (Zhang and Chen 2020; Kim et al. 2020).

In debates around social and ethical ramifications of 
AI, transparency has quickly become a central if contested 
notion. Many view transparency as a desirable value, either 
for moral reasons, or because it aids understanding and 
increases trust. Others point out AI systems resist straight-
forward explanation due to their socio-technical nature, and 
warn against transparency shifting responsibility from sys-
tem developers to users.

Surveying the literature in HCI design research, philoso-
phy of technology, and interdisciplinary work on big data 
and AI, we can identify this same emphasis on the relation-
ship between transparency, understanding, and trust. There 
is also a growing body of critical work exploring transpar-
ency’s limits.

3.1  Transparency, understanding and trust

The main vehicle for creating transparency of AI systems 
on the level of user interfaces is through so-called “explana-
tions”, informational and/or interactive elements commu-
nicating some aspect of an AI system’s workings. Various 
kinds of explanations can contribute to people’s understand-
ing of an AI system (Rader et al. 2018).

Explanation completeness and soundness impact the 
fidelity of end users’ mental models. Explanations with a 
high level of completeness have the lowest perceived cost 
and highest benefit. However, this favorable cost–benefit 

1 https:// www. allia nder. com.
2 https:// www. elaad. nl.
3 http:// www. the- incre dible- machi ne. com.
4 https:// www. ams- insti tute. org.

https://www.alliander.com
https://www.elaad.nl
http://www.the-incredible-machine.com
https://www.ams-institute.org
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perception does hinge on users being able to adjust system 
behavior (Kulesza et al. 2013). Furthermore, when users feel 
they are able to form an adequate mental model from simply 
interacting with systems, explanations are less likely to be 
considered beneficial, because they take attention away from 
primary tasks (Bunt et al. 2012).

Increasing transparency by providing explanations can 
improve people’s trust in AI systems (Kizilcec 2016; Eslami 
et al. 2018; Binns et al. 2018). User literacy of AI systems 
may mediate the degree to which explanations increase 
trust (Shin 2021). There does not appear to be a single best 
way of explaining a system to increase trust (Binns et al. 
2018). In some cases, trust only increases as a result from 
explanations when user expectations have been violated by 
system behavior (Kizilcec 2016). There may also be a bell-
curved relationship between information amount, and user 
trust. Providing too much information can actually erode 
trust (Kizilcec 2016). Trust does not appear to be impacted 
by people’s objective understanding of systems, nor by the 
form of explanation used (Cheng et al. 2019). There is some 
evidence explanations need not even be truthful to increase 
user trust (Eiband et al. 2019).

User trust may also be impacted significantly by their 
attitudes to the larger systems that form the context of auto-
mated decision-making. For example, looking at the applica-
tion of AI in child welfare services, Brown et al. (2019) find 
people’s distrust of non-automated systems increases their 
discomfort with AI.

A tension exists between making people aware of AI’s 
functioning and preventing them from developing behaviors 
at odds with system developer goals. A level of obfuscation 
is necessary to prevent bad actors from gaming the system, 
whereas a lack of transparency reduces people’s sense of 
control and makes them unsure about how their behavior 
might impact outcomes (Alvarado and Waern 2018; Jhaver 
et al. 2018; Eslami et al. 2019).

3.2  Critiques of transparency

In philosophy of technology and interdisciplinary work on 
the social implications of big data and AI, critical efforts 
have explored the limitations of the transparency ideal.

The language of transparency suggests we are remov-
ing things obscuring our view, while in fact transparency 
requires active production of information (Menéndez-Viso 
2009). However, more data do not necessarily lead to better 
understanding. In our current age, it is not a lack of informa-
tion but a shear abundance of data obscuring our understand-
ing (Caduff 2017). Furthermore, when we strive to make 
automated decisions explainable, we should be wary of the 
distinction between appearing transparent and actually being 
transparent. The latter requires actionable information, that 
is to say, information humans can use as a resource for their 

own decision-making (Vakarelov and Rogerson 2020). Pub-
lishing (non-actionable) information in an effort to merely 
appear transparent can be a form of “tokenism” or “engage-
ment theatre” in that it does not actually increase democratic 
control over urban AI systems (Kamols et al. 2021; Monno 
and Khakee 2012). Indeed, large tech companies use trans-
parency initiatives at least in part to stave off government 
regulation (Grandinetti 2021). Another risk of focusing on 
transparency is that it makes us less likely to consider if we 
want an AI to determine a particular aspect of our lives at 
all (De Laat 2019).

Transparent AI is often treated as an issue best dealt with 
behind closed doors by experts. AI presents challenges for 
traditional HCI design in general (Holmquist 2017), and 
participatory design approaches in particular (Bratteteig 
and Verne 2018). However, a small but growing body of 
work seeks to bridge the gap between advocating for abstract 
principles and supporting design choices situated in context 
(Aizenberg and Hoven 2020) and opening up AI develop-
ment processes to a broader range of stakeholders (Krafft 
et al. 2021). In this way, users and citizens gain control over 
ways in which transparency is implemented in particular AI 
systems so they support their needs.

The transparency ideal can reinforce a neoliberal model 
of human agency, in which perfectly informed and fully con-
senting individuals make rational decisions that in aggregate 
produce improved social outcomes (Ananny and Crawford 
2018). This model reduces citizenship to one of consumer 
choice. If on the basis of information provided a person 
disagrees with a system’s functioning, they are expected to 
defect to a competing but sufficiently equivalent service. In 
the language of Hirschman (1970), this is the “exit” option. 
The alternative is “voice”: expressing disagreement to effect 
change. Hirschman suggests we focus on the latter because 
making space for and responding to feedback increases “loy-
alty”. Since we are dealing with public AI systems, relying 
on exit alone is problematic because citizens should have a 
say in the operation of these systems, and limiting participa-
tion to “voting with your feet” infringes on people’s right to 
the city (Shaw and Graham 2017; Sadowski and Pasquale 
2015; Cardullo and Kitchin 2017; Foth et al. 2015).

Making AI system data and models visible is not the same 
as holding whole socio-technical assemblages accountable. 
For this, it is necessary to see who has power to change 
systems, and to be able to experiment with changes our-
selves (Ananny and Crawford 2018; Hollanek 2020; Dour-
ish 2016). Socio-technical complexity of urban AI systems 
may exceed individual capacity, in which case it can only be 
understood collectively (Innerarity 2021). Transparency can 
also not account for cases in which a system’s behavior devi-
ates from design intent due to adversarial attacks (Descampe 
et  al. 2021). Furthermore,  there are ways of increasing 
accountability that do not depend on transparency at all. 
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One example is to introduce ways for AI systems to exer-
cise “discretion”, to diverge from baked-in policy in cases 
where user dissatisfaction with system behavior is detected 
(Alkhatib and Bernstein 2019). Another is to include means 
for decision subjects to contest AI system decisions, to make 
them responsive to requests for human intervention (Walms-
ley 2021; Vaccaro et al. 2019; Sarra 2020; Almada 2019; 
Hirsch et al. 2017).

Empirical work in HCI indicates transparency through 
user interface-level explanations can contribute to under-
standing and trust. However, both understanding and trust 
achieved in this way are highly contingent and may not even 
be justified in the objective sense. At the same time, critical 
work points to the limitations of the transparency ideal, often 
questioning the motivations of system designers and devel-
opers, pointing out how their understanding and valuing of 
transparency may not be the same as users. When conflicting 
mental models and values are glossed over, design processes 
and outcomes are likely to suffer. Since public AI systems 
enact policy and in such settings, users are also citizens, 
the ways in which transparency interfaces mediate the rela-
tionship between experts and citizens should be considered 
together. We therefore argue it is necessary to improve our 
understanding of the varying conceptions of transparency 
by the major direct stakeholders involved.

4  Methods

Our overall research approach is qualitative-interpretive. To 
investigate how experts understand transparency, and how 
citizens experience a transparent AI system, we conducted 
what Koskinen (2011) describes as a practice-based design 
research study in the “field” mode. In this approach, design 

methods such as interventions with prototypes in real-world 
settings are used to generate research data. In addition, we 
draw on participatory action research (Kemmis and McTag-
gart 2006) for our active involvement in the industry project 
that produced the prototype. Our research consists of two 
main activities: (1) participation as design experts in an 
industry project to observe how experts conceptualize and 
implement transparent urban AI; and (2) evaluation in the 
field of the resulting design to understand how citizens expe-
rience urban AI transparency, as implemented in a transpar-
ent smart EV charge point. These activities we undertook 
as part of the UI for Smart EV Charging project (Sect. 2.2). 
Figure 1 provides an overview of the project structure.

Data collected consisted of project documents, field 
observations, and interviews. The first author was present 
at all meetings of the design team to observe and participate 
in the discussions. A reflective field journal was kept and 
documents produced during this phase, such as the design 
agency’s project proposal and slide decks used during pres-
entations (D1 through D10), were stored for future analysis. 
Analysis was performed using reflexive thematic analysis 
(Braun and Clarke 2006).

4.1  Design process and evaluation

The design and evaluation were done in sequence. The 
design phase was led by the design agency. Their starting 
points were their previous experience on the preceding 
speculative project, the project proposal drafted by the pro-
ject partners to acquire funding (D10), and a requirements 
document developed by the project partners (D4). In the 
initial design phase, five EV drivers were interviewed to 
acquire insight into user needs (D7). A typical user journey 
for EV charging was mapped (D5). The first author spent 

Fig. 1  Overview of ‘UI for Smart EV Charging’ project structure



 AI & SOCIETY

1 3

a day at the design agency to ideate various approaches 
for the design. Following an exploration of various design 
options and feedback from the consortium, a final design 
was chosen. This design was developed into a high-fidelity 
non-functional prototype.

For evaluation, a fast charging facility centrally located 
in the Netherlands was selected as the field site. We set up 
the prototype next to fast charge points (Fig. 2) and invited 
people who came to charge their car to participate in the 
study. If they agreed, we went through an information sheet 
and consent form. To improve ecological validity, we did 
not provide participants with details on how the system 
operates, beyond telling them we were testing the design 
of a “smart” EV charge point, that adjusts speed based on 

a number of (unspecified) factors. Subsequently, we asked 
them to perform the task of charging their car using our 
prototype. While they did so, we invited them to think out 
loud and occasionally prompted them with open-ended 
questions. After completing the task, we followed up with a 
semi-structured interview to dig deeper into their experience 
with the prototype. All sessions were recorded using video 
and audio. Still photographs were also taken. Furthermore, 
researchers took hand-written notes while observing. Over-
all, we conducted two rounds of one-day long design evalu-
ations: round one included five participants (P1 through P5; 
1 female, 4 male), whereas round two included four partici-
pants (P6 through P9; 1 female, 3 male). Audio recordings 
of the evaluations were subsequently transcribed for further 
analysis. All participant and some document quotes in this 
paper’s results section were translated from Dutch by the 
first author.

4.2  Prototype

The prototype consists of a 1:1 scale cardboard replica of 
the charge points in use in Amsterdam. The signage on the 
stations is reproduced and ports have been added for actual 
charge connectors to fit into. A 12.9-inch tablet is attached 
to the top of the charge point for the transparency interface 
to run on.

Figure 3 shows a selection of screens from the prototype 
(translated from Dutch by the first author). The basic struc-
ture consists of: (1) an idle screen, (2) a screen shown once 
charging has started, and (3) a screen shown after charging 

Fig. 2  The design prototype was evaluated with EV drivers recruited 
on the spot at a fast charging facility

Fig. 3  Key screens of prototype v2
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has concluded. We distinguish two types of screen ele-
ments: those supporting the task of charging (e.g., a prompt 
to swipe a card to begin) and elements aiming to make the 
smart charging system transparent, i.e., explanations.

The prototype screens were created in a graphics package 
and data reflecting the imagined scenario of use was added. 
The screens were collected in presentation software so it was 
possible to advance them using a concealed wireless remote 
control in response to participant actions. We created two 
version of the user interface design, v1 and v2. V2 addressed 
some basic usability issues detected during the initial round 
of evaluations. These usability fixes aside, both versions of 
the prototype are identical.

4.2.1  ‘Rules’ as explanations

The main means of providing transparency is a set of ele-
ments that together list the “rules” governing system behav-
ior. For each rule, its currently active state is displayed along 
with a short descriptive name. In v1, the other possible states 
are also immediately shown and a few lines of additional 
explanatory text are included. In v2, each rule can be tapped 
to reveal a modal box including the additional text, the other 
possible states and a graph or diagram offering a visual 
explanation. Once charging starts, each rule also includes 
an indication of how it impacts the charge speed. V1 uses 
amperes (A) as the indicator of charge speed (actually the 
unit of current). V2 instead uses kilowatt (kW) (the unit of 
power).

The screen displayed when a charging session is finished 
uses the conceit of a cash register receipt to show how much 
the user had charged in total, expressed in kWh. The receipt 
also shows any changes to each rule that may have occurred 
during charging while the user was away. A QR-code and 
a unique URL for the charge session are also displayed and 
some text next to it explains the code can be scanned or the 
URL accessed to receive a digital copy of this receipt.

4.3  Analysis

Two datasets were analyzed: dataset 1 compiles documents 
produced during the design project; dataset 2 compiles 
data from prototype evaluation sessions with EV drivers. 
Analysis was done using the qualitative data analysis soft-
ware Atlas.ti. The data were first coded inductively by the 
first author. Codes were repeatedly refined and grouped into 
an initial set of themes. The second author independently 
coded a subset of the data, and a refined set of themes was 
jointly developed. The first author also checked the codes 
and themes with the commercial collaborators. Finally, the 
themes were once more condensed into the final, smaller, 
richer and more narrative set presented in this paper.

5  Results

We generated six themes related to accounts of transpar-
ency in the data. Two themes for experts were derived from 
design project documents: (X1) truthful information pro-
duces transparency; and (X2) transparency enables fairness 
assessment. Four themes for citizens were derived from 
prototype evaluation session transcripts: (C1) transparency 
mediates concern; (C2) transparency is burdensome; (C3) 
transparency invites strategic behavior and (C4) transpar-
ency evokes desire for control. Almost all the data were 
included in the themes.

5.1  Expert understanding of transparency

5.1.1  Theme X1: truthful information produces 
transparency

Experts talk about transparency as something created by 
providing truthful information about “automated decisions” 
(D4). The issue with these decisions is that they are opaque, 
hidden inside “black boxes” (D10).

However, algorithms that currently control smart city 
objects are “black boxes”: the public is affected by 
their decisions, but does not know what factors are 
taken into consideration and how they are weighed 
against each other to reach a decision. (D10)

Here, we get a glimpse of what decisions an AI system 
makes: it weighs various factors against each other. How-
ever, throughout the documents, decision-making and pri-
oritization are used interchangeably. We can also see that 
not only decisions, but motivations for them must be made 
transparent.

Prioritization appears to produce dilemmas. Some people 
will lose and others will win out in resource distribution.

When a city service is scarce, prioritization is 
required. By using smart applications, cities need to 
make the prioritization beforehand and program it 
explicitly. It’s possible to prioritize on: Target groups, 
like citizens, disabled, professionals, etc; Shared vehi-
cles; Price; Time slots. (D10)

This notion of dilemmas connects to one of the driving 
motivations for pursuing transparent smart charging. It is 
not so much a moral imperative, but a pragmatic one. The 
concern is that opacity threatens acceptance of EV driving 
and charging by citizens.

Visibility [of] the automatic decision making in the 
smart charging process can help the adoption of this 
new technology. (D10)
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The conceptual metaphor used by stakeholders to describe 
how transparency is achieved is sometimes explicitly vision-
based. Apparently, automated choices can be made visible.

The Transparent Charging Station will provide insight 
into this by making the underlying choices of the algo-
rithm visible on the display. (D1)

5.1.2  Theme X2: transparency enables fairness assessment

Using transparency, users should be able to determine if they 
have been fairly treated. Fairness assessment is impacted by 
design choices. For example, at one point during the design 
process, the design agency emphasized they had moved 
away from determining fairness by comparison.

It is not about understanding fairness by comparing 
your treatment to that of fellow chargers, it is about 
whether you think the (choice for) parameters and 
weights is fair. (D6)

Fairness is also invoked on the level of messaging. One of 
the aims of the design project is to convey a “positive mes-
sage” (D4) about the municipality’s role in the transition to 
fully electric driving in the city.

The core of the message is that the interests of different 
parties are fairly represented in order to arrive at solu-
tions that work for citizens, government and private 
parties as smoothly as possible. (D4)

Project members agreed this message should be conveyed 
using a “positive tone of voice” (D4). When discussing tone 
of voice, fairness is once again invoked, although it may 
also be understood as truthfulness, because the Dutch word 
for both truthful and fair is the same (“eerlijk”) and it is not 
entirely clear from context which meaning is intended here.

The design and all communication around it are based 
on a positive tone of voice (truthful, predictable, not 
too difficult, positive connotation, municipality listens, 
no algorithmic doom scenarios). (D4)

We see truthfulness and fairness recur on different levels 
throughout the project. Truthfulness is seen as a quality of 
information provided by the system, producing transparency 
about how a person is treated. This treatment can be more 
or less fair, the assessment of which is enabled by truthful 
information. The system is imagined to convey a message 
that people are indeed being treated fairly. That every party 
with an interest smart EV charging, citizens included, is 
given fair consideration. Finally, fairness and truthfulness 
are (ambiguously) invoked as a desired tone of messages.

5.2  Citizen experience of a transparent AI system

5.2.1  Theme C1: transparency mediates concern

In general, participants were welcoming of automated deci-
sion-making in the EV charging process. Many responded 
positively to the notion of using automation to optimize EV 
charging towards what could be described as common inter-
ests: a stable electric grid, a fair distribution of power, and 
sustainability in general terms.

In addition, many people seemed more or less indifferent 
to the presence of automated decision-making. For exam-
ple, when asked if any automated decisions had been made, 
P6 responded “Yes, but based on what was already there.” 
By which they meant, the system was simply responding to 
the inputs it sensed in the environment. P5 commented they 
were sure there were “technicians who have thought about 
it …” In other words, they put their faith in the expertise of 
the people who built the system. P6 simply stated “I take it 
the way it is.”

One of the most striking statements for us was when P7 
said “I don’t think I should be able to make a choice about 
that,” referring to trade-offs between collective interest at the 
expense of individual efficiency.

People’s indifference to AI may be in part due to the fact 
that when charging in the city, less is at stake compared to 
say a fast charging session. Charge speed is slow, session 
duration is short, and out of all charging options (at home, 
at work, at a fast charging facility, in the city) public charge 
points are the least depended on. P7: “on the one hand when 
I’m going to run an errand and I’m done within the hour 
yeah then I don’t care how fast.” Any charge received while 
parking is considered a bonus.

A few participants did express concerns about situations 
in which they would be disadvantaged by the system, and the 
impossibility of making a one-time exception. For example, 
when they were in a hurry, or when they were forced to 
charge during peak hours.

The strongest reactions against automated decision-mak-
ing related to the shared car priority feature. Many partici-
pants latched on to this, while ignoring most of the other 
rules made transparent. P2: “Shared car has priority. I don’t 
like that but okay. Sustainable of course.” Some recognized 
it would be beneficial for sustainability reasons, so they did 
accept its rationale. But none of the participants were shared 
car drivers themselves. Some participants wondered about 
what was considered a shared car, who determined this, and 
how the system would deal with, for example, shared cars 
from outside of Amsterdam.

P2, a resident of Amsterdam, made a connection between 
shared car priority and local politics, which recently had 
taken a more left-leaning, progressive turn than in years 
before. They expressed fear of politicians pushing for more 
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extreme forms of shared car priority at the expense of private 
car owners.

Well ... See if it will be that way later ... You will get 
a political decision. Politicians are going to say yes 
but ... If there is a shared car, the other cannot get in 
and so on, you have to let three shared cars go first. 
Especially with Femke5 in Amsterdam, I am a little 
afraid of that. (P2)

The comment was made somewhat in jest, but it does 
stand in remarkable contrast to the general indifference to 
automated decision-making which we have tried to capture 
thus far.

This discomfort with treating some EVs differently from 
others may be due in part to the scarcity of charge points. 
It can be a challenge to find a free spot. If one ends up next 
to a shared car and charges slower as a result, it feels unfair.

Well, that shared car [priority] makes me go gosh 
darn it ... I find it very annoying. At a busy time I am 
... Racing through the city and all the stations were 
occupied in the neighborhood. Then I arrive here and 
then I actually get punished a bit more. Then they 
would have had to put a few more stations in Zuid 
[affluent city area] ... We all have a Tesla. So that’s a 
bit complicated. (P2)

There appears to be a relationship between people’s atti-
tude towards automated decision-making, and the purposes 
to which it is put. This is different from the narrative about 
people being suspicious of all automation, regardless of 
where it is applied. It also sheds a different light on in which 
cases transparency is necessary or desired.

5.2.2  Theme C2: transparency is burdensome

With this theme, we capture how EV charging is often a sub-
optimal experience, made worse by the additional demands 
transparency puts on people.

First, EV charging in general is an error-prone activity. 
Poor design and engineering of charge points and wider 
infrastructure frequently lead to failed charging attempts. 
In our prototype evaluations, most participants started a 
charge session in the “wrong” way, even though instruc-
tions were listed on the opening screen. They typically made 
their way through it in a trial and error fashion: swiping a 
card and plugging in a connector in succession until the sys-
tem progressed to the next state, not taking time to read any 
instructions beforehand. It is a usability truism users do not 
read, and people charging an EV are clearly no exception. P7 

acknowledged as much when she responded to the explana-
tion by saying “So anyway, that only makes sense if you read 
it very carefully.” It is likely this situation is even worse out-
side of a prototype evaluation because when EV charging at 
a public charge point, people are likely to be in a rush. They 
might have someone else waiting to use the same charge 
point, and in any case, they will probably have somewhere 
else to be. Therefore, as P7 pointed out, they are not inclined 
to study a user interface at length when they are setting up 
their EV for charging.

In the city I am not going to do that ... I think. Cer-
tainly not when I go shopping ... usually it is like let’s 
get it over with and then you want to go on again ... I 
would be very interested in how it works, but I would 
rather see that afterwards. (P7)

A final source of unease is uncertainty over the amount 
of charge delivered. While charging, prototype v1 displayed 
the real-time charge speed in amperes (amp), a measure 
of current. This was a largely meaningless indicator for 
participants.

This – 12 ampere doesn’t tell me very much. I really 
benefit from seeing where I am at now and how much 
time it will take me to get to 100%. So what percentage 
am I at and how much time does it take me to get to 
100%. I think that’s important. (P5)

V2 switched to kilowatt (kW), a measure of power. Par-
ticipants could at least extrapolate from this real-time meas-
ure to an expected amount of energy received at session 
end. Most participants were also able to translate a session’s 
worth of energy charged measured in kWh to range, because 
they had memorized the capacity of their EV battery. Or, 
they compared the listed amount to what they knew a fast 
charge point delivers. Needless to say, all this mental arith-
metic meant more work for participants, and although some 
did take pride in their ability to perform it, most were per-
fectly happy to offload all of it onto a system.

For all of these reasons, it should come as no surprise 
many participants reported feeling overwhelmed by expla-
nations. P9: “There is already a lot of information on it, I 
must say.” Participants do not welcome additional demands 
put upon them by this information when all they want to do 
is charge their EV. P3: “I think it’s a lot of information. … I 
just want to charge.” Additional information lead to confu-
sion. P7: “I think it’s too much info. Honestly, it’s confusing. 
From the start I actually think I see way too much.” This 
confusion is caused at least in part because participants think 
they are expected to act on it somehow.

Apparently, participants are focused on completing the 
task of EV charging with confidence and minimal has-
sle. The information added to the interface in the interest 
of transparency does not directly support task completion. 

5 Femke Halsema, at the time mayor of Amsterdam and former 
leader of the national Green Left party.



 AI & SOCIETY

1 3

Since, as we captured with the previous theme, participants 
are largely indifferent to AI, this information is experienced 
mostly as a burden.

This is kind of competing for my attention. ... What I 
want to know, just step 1, 2, 3, 4 of my actions but this 
here is a lot of information that makes me go “what 
should I do with it?” (P9)

5.2.3  Theme C3: transparency invites strategic behavior

Participants expressed intent to adapt their behavior to the 
system, something that could be considered an unintended 
side effect of providing more transparency. Participants sug-
gested they might pick a different time to charge, so that they 
would benefit from increased speed during off-peak hours, 
or would enjoy extra speed when the sun was out. Another 
reason for changing behavior particularly in relation to solar 
power availability was sustainability.

Some participants were driven less by a desire to be more 
sustainable and were more interested in reaping economic 
benefits. For example, P5, while discussing the “receipt” 
displayed at the end of a charging session, talked about how 
they were most interested in changing their behavior so they 
would pay less.

What I would like to see here is ... What have I paid? 
... What I can do better to charge better next time. Now 
I’m looking at this, but I don’t immediately see what I 
can do about it. Do I have to go to the green bar? How 
can I influence it? (P5)

Regardless of whether a participant was looking to 
improve charging speed, sustainability, or cost, availability 
of more information about smart charging system operation 
appears to inspire an intent to optimize behavior.

It should be noted not all participants were as keen on 
changing their behavior. Most participants happily specu-
late about what other people might do with the information 
provided. P8: “Well then people are aware and they charge 
at a certain time when they have the choice.” But when we 
put them on the spot, they frequently admitted they did not 
expect to change anything about their behavior themselves. 
This could be because benefits do not outweigh additional 
effort. It could also be because, particularly in the context 
of city charging, time and place of a charging session is 
strongly dictated by circumstances, such as availability of 
free parking spots. As both P1 and P8 stated: “If I have to 
charge, I have to charge.”

5.2.4  Theme C4: transparency evokes desire for control

Many participants interpreted explanations themselves as 
things to be interacted with. When confronted with the 

opening screen, P1 asked “But do I have to choose some-
thing or not?” and while looking at the status indicators said: 
“What those are? … A choice, I can tap on.” (P1) And P3 
commented “I think that’s very interesting for you. That peo-
ple look at such a screen in this way. They are staring at it 
going ‘what the hell should I choose.’”.

Most participants expected to be able to change things to 
their advantage, not only in terms of charge speed but also in 
terms of price: “Here I can say ‘shared car yes or no’” (P4) 
“What I see here I could determine myself … Determine the 
best price-quality ratio.” (P5) “That you can interact. So if 
I do that, it will be cheaper or more expensive. Or it will go 
faster or slower. You kind of think that.” (P2).

In some cases participants wanted to have the choice to be 
altruistic. P1 expressed a desire to decide for themselves if 
they would indeed give priority to the shared car connected 
to the charge point they were using: “I gave something to the 
shared car. So I’ve done my good deed for the day.” It should 
be noted being nice to shared cars would really depend on 
circumstances. “Shared car priority. So here you can choose 
how nice you want to be. But maybe also if you are in a 
hurry then you are in a hurry.” (P1).

Those who were more or less indifferent to AI typically 
did not respond too strongly to the revelation they in fact 
could not exercise any control. Some participants, however, 
did respond with some chagrin, such as P3 here:

Well, it is clear to me that I actually decide almost 
nothing and the system decides everything for me. I 
find that strange... Because I... Well, the system itself 
makes decisions while I don’t know what exactly is 
happening. (P3)

P3 clearly did not experience the sense of agency 
expected to result from transparency. Other participants 
warned against not including user choice because that would 
lead to rejection from users: “I think that people will respond 
negatively more quickly maybe … Because then you can 
only grumble about it.” (P1).

Furthermore, lack of control in some cases leads to par-
ticipants questioning the value of including any explanations 
at all.

Just now I had the idea that I could opt for green 
energy. Or I can choose to deliver back to the net. So 
I thought I could make choices. But basically it’s just 
plug in and all kinds of stuff happens. But I have no 
influence on it. So then I think why should I have all 
that information? If I have no influence on it, what 
should I do with it? (P3)

When asked how they would deal with automated deci-
sions they disagree with, the majority of participants seemed 
somewhat resigned to accepting the system’s functioning 
as it is presented to them. Although one might expect some 
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participants would want to make their disagreement known 
to system operators, most stated they would simply try to 
find a different (non-smart) charge point.

If I know I have no influence on things right now, 
because I can’t change any settings. When I know that 
a decision is made for me and I do not like them at that 
time, or faster loading or yeah, that car is charging 
really fast, it is a shared car, well, in that case I can 
choose to to find another charge point. (P4)

Making attempts to influence system developers hardly 
came up. P1, when asked what they would do if they disa-
greed with how things worked, said: “Well I tweet. I’ll put 
it on twitter.” This same participant felt if you cannot make 
any choices, if everything is automated, this is bad, because 
“then you can only grumble about it.”

6  Discussion

Using a reflective thematic analysis of design process docu-
ments and prototype evaluation transcripts, we have captured 
ways in which a group of experts understand transparency, 
and how the transparent urban AI system resulting from their 
efforts, a transparent smart EV charge point, is experienced 
by citizens. In this next section, we reflect on three tensions 
constructed from a comparison between the two groups of 
narrative themes (Fig. 4). These are: (1) information qual-
ity over quantity; (2) level of concern; (3) sense of control.

6.1  Tension #1: information quality over quantity

We have found that according to experts, transparency 
is created by providing truthful information about auto-
mated decisions (X1). However, the belief that being truth-
ful leads to increased trust is not born out by previous 

research. For example, placebo explanations can still 
improve trust (Eiband et al. 2019). In addition, explana-
tions can be satisfying to users without necessarily being 
truthful (Eslami et al. 2018). What is more, users typi-
cally cannot ascertain correctness of system output from 
an explanation alone (Rader et al. 2018).

Experts believe that, because automated decisions 
might benefit some more than others, and because AI is by 
its nature hidden, they need to be made visible (X1). This 
can be seen as an example of setting too high standards of 
explanation for machine decisions (Zerilli et al. 2019). A 
vast number of decisions are made by city governments 
benefiting some more than others, and a lot of city gov-
ernance recedes from the view of ordinary citizens. Not 
all such decisions are made visible to the extent pursued 
in this project. On the other hand, it can be argued AI 
systems demand a higher degree of transparency precisely 
because of their technical nature. When ML techniques 
produce proper black-box models, such systems are funda-
mentally less predictable and more opaque than a human 
equivalent (Günther and Kasirzadeh 2021).

The project can be considered an example of how pur-
suing transparency sidelines the question “should we be 
using AI at all?” (De Laat 2019). Experts did not ques-
tion the decision to use an AI system in EV charging. The 
pursuit of transparency serves to support the ongoing use 
of AI.

Experts in our study talk about transparency in terms of 
making the hidden visible, as if an AI is something that can 
be seen and there is merely something obstructing our view 
in need of removal. However, what we see them do in our 
project is something quite different, and supports the notion 
that transparency requires active production of information 
(Menéndez-Viso 2009). The language our experts use is also 
at odds with the view that understanding a system requires 
more than seeing inside it, that it requires being able to 

Fig. 4  Tensions between expert motivations and citizen experiences. 
Experts implement AI to achieve energy infrastructure reliability and 
sustainability. A need for legal compliance and societal acceptance 
drives efforts to make AI transparent. This transparency increases 
citizen awareness, which triggers several responses: concern over 

optimization targets, increased cognitive burden, various forms of 
adaptive behavior, and an increased desire for control. Each response 
impacts citizen trust in positive or negative ways, which in turn 
affects social acceptance desired by experts
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change systems, and seeing how they behave in relation to 
their environment (Ananny and Crawford 2018).

Information provided in the interest of transparency is 
frequently experienced by citizens as burdensome (C2). It 
is not perceived to be supportive of charging an EV, a task 
rather error-prone and stress-inducing to boot.

Citizens apparently perceive the benefits of engaging with 
explanations to not outweigh the costs. This can be due to 
explanations lacking completeness (Kulesza et al. 2013), 
although the interface in question did provide explanations 
of a range of system aspects. A more likely reason is that 
citizens believe they can form an adequate mental model of 
the system by simply using it, where “adequate” may be next 
to no model at all (Bunt et al. 2012).

In other words, information quality over quantity is the 
actual moral problem of transparency (Menéndez-Viso 
2009). The information produced in the interest of transpar-
ency can occlude as much as it reveals, and in the process 
add to anxiety already felt in response to being subjected to 
automated decision-making (Ananny and Crawford 2018; 
Caduff 2017). Others have argued for a distinction between 
explanations in direct support of tasks and explanations of 
AI decisions with only an indirect connection to user actions 
(Rader et al. 2018). Our project more closely matches the 
latter category. Perhaps, when AI is indirectly connected to 
user actions, explanations should be made subordinate to 
information which is in support of tasks, and made available 
upon explicit user request, or when a high likelihood of a 
need for explanations has been detected through implicit 
signals.

There exists a tension here between experts’ desire to 
make citizens aware of the presence of an AI and the aim 
of old-fashioned user interface design in support of user 
tasks. In a world where AI is part of an increasing number 
of systems, we should ask ourselves if user interfaces are the 
proper location for raising awareness.

This point of tension is of particular importance when 
dealing with street-level touch-points of urban AI systems, 
because people’s attention tends to be even more limited due 
to pressures of everyday urban activities.

6.2  Tension #2: level of concern

Experts pursue transparency because citizens may reject use 
of automated decision-making in public infrastructure (X1). 
The position of experts here mirrors the idea that transpar-
ency has no moral content (Menéndez-Viso 2009), it is a 
means towards an end. For our experts, the goal is accept-
ance by the public, EV drivers in particular. Various factors 
may lead to this acceptance, but the reasoning in the pro-
ject seems to be that once citizens understand the workings 
of a system, they can ascertain its fairness, and once they 
know it is fair, they will accept the system. However, the 

literature we have reviewed provides a mixed view of the 
relationships between transparency, understanding, fairness 
and trust (Binns 2018; Cheng et al. 2019; Kizilcec 2016). 
What this means is that if acceptance is the aim, relying on 
transparency is likely insufficient or may even backfire, for 
example when an excess of information decreases people’s 
trust (Kizilcec 2016). It may also be the case that a limited 
form of transparency offering justification of decisions is 
more likely to increase perceived legitimacy of a system, 
rather than the more extensive transparency of the automated 
decision-making process itself attempted in this project (Fine 
Licht and Fine Licht 2020).

If we consider responses of some citizens to the explana-
tions provided, it appears trust may have decreased instead 
of improved. Transparency enabled them to see some of 
the decisions affecting charge speed, and in some cases 
had them wondering about system developer motivations 
to include those factors, most notably in the case of the 
shared car priority feature. Being critical is not necessarily 
the same as being distrustful, but uncritical acceptance is 
unlikely to be the result of transparency. This suggests trans-
parency efforts should be prepared for public debate with 
users around issues uncovered by transparency. Further-
more, such opportunities for “voice” may in fact increase 
trust (Hirschman 1970).

The experience of citizens is characterized by an overall 
acceptance of, or even indifference to, the presence of auto-
mated decision-making (C1). AI is seen as a convenient way 
of optimizing towards broadly shared collective interests 
such as electric grid stability and sustainability.

This echoes others’ findings that people find AI useful, 
but crucially also that the AI systems people find most use-
ful is not necessarily the one they find most fair (Dolin et al. 
2018). Potentially, also in our project, people are making 
trade-offs between fairness and usefulness. This could go 
some way towards explaining our participants’ general indif-
ference to the use of AI in EV charging.

It is only when something is at stake (illustrated in our 
study by the shared car priority feature) that citizens start 
to question AI (C1). Others have pointed out different peo-
ple respond to transparency in different ways. As a result, 
people also trust a given system in different ways (Ananny 
and Crawford 2018). The various motivations our partici-
pants have for EV driving (e.g., saving money, protecting the 
environment) may influence how they respond to AI features 
exposed to them in the interface. Prior experiences with 
organizations deploying AI influence the extent to which 
people trust AI (Brown et al. 2019). Similarly, the extent to 
which participants consider local government, power com-
panies, etc. to be “on their side” also figures into how they 
perceive use of AI for automated decisions.

AI opacity as such is hardly ever an issue for citizens. 
This suggests experts should focus more on contested issues 
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(such as air quality, parking space, congestion) and how 
automated decision-making interacts with those. A typical 
line of reasoning is that technology can improve on these 
issues, and should, therefore, be welcomed. This is certainly 
a general driver behind the push for electric mobility in 
Amsterdam. At the same time it is felt AI lacks transparency 
and that this should be fixed. What is not considered is how 
a person’s view on an issue like spatial justice may affect the 
extent to which they welcome EV charging, and by extension 
a smart charging system, regardless of how transparent it is. 
This suggests transparency efforts should be focused more 
towards those matters that are actually contested, and how 
AI mediates those issues.

6.3  Tension #3: sense of control

Experts believe explanations are actionable by citizens (X2). 
Experts presume explanations make it possible for citizens 
to assess the fairness of decisions by evaluating inputs, pro-
cesses and outcomes of “the AI”, by having access to a jus-
tification for the AI’s design, and by knowing who “owns” 
the AI.

However, actionability is influenced not only by content 
but also by the format of explanations. For an explanation to 
be actionable, it must be usable as “currency” in a person’s 
decision-making process (Vakarelov and Rogerson 2020). 
Having the ability to assess fairness by itself does not equip 
a person to act on that assessment. The current transpar-
ent EV charge point design addresses this issue through the 
previously described “receipt” feature (Sect. 4.2.1). How-
ever, none of our participants spontaneously suggested they 
would use those resources if they disagreed with the sys-
tem’s functioning.

Citizens intend to use explanations as a resource for 
adapting behavior towards altruistic or egoistic ends (C3). 
The tension between transparency and the possibility of 
“gaming” behavior, as well as concerns over exposure of 
intellectual property has been noted previously (Alvarado 
and Waern 2018; Jhaver et al. 2018). In our project, we did 
not see experts express such worries.

The fact that citizens indicate desire to change behavior in 
response to explanations suggests information is actionable 
to some degree. However, actionable information by itself 
does not appear to provide sufficient means of influence over 
system behavior.

Explanations created expectations of user control, an 
ability to override automated decisions (C4). The absence 
of control leads some participants to question the relevance 
of explanations.

Others have shown transparency paired with control can 
alleviate anxiety caused by automated decisions (Jhaver et al. 
2018). Users can have favorable cost–benefit perceptions of 
explanations if they are able to act on provided information 

by adjusting system behavior (Kulesza et al. 2013). Possi-
bly, our participants’ responses to the transparency interface 
would have been quite different had it also offered means 
of directly or indirectly influencing the operation of the AI. 
This underscores the fact that explanations by themselves are 
not always perceived as sufficiently actionable. Furthermore, 
it is also possible that, rather than alleviating frustrations 
around lack of control through something akin to seamful 
design (Alvarado and Waern 2018; Chalmers and Galani 
2004), further opening up of systems actually produces even 
greater anxiety in users who are already overwhelmed by 
explanations.

This desire for control appears to be at odds with the fact 
that experts are not willing or able to offer direct control over 
system behavior and anticipate explanations alone to be a 
sufficient form of accountability. Citizens do not want to, or 
believe they are not able to, petition experts for changes to 
system behavior, despite the presence of explanations that 
could be leveraged for purposes of recourse. This suggests 
more explicit channels for voice should be made available 
in or around touchpoints of AI systems.

In case of disagreements with automated decisions, most 
citizens opt to defect to an alternative means of charging, 
rather than try and influence policies shaping system behav-
ior (C4).

Some have argued transparency invokes a neoliberal 
model of agency (Ananny and Crawford 2018; Cardullo 
and Kitchin 2017; Kitchin 2019). We think our project is a 
clear illustration of this logic in action. Our participants did 
not appear to feel they had a substantial say in the opera-
tion of the system. This could be because there were no 
clear “channels for voice”. It could also be because peo-
ple’s lack of “loyalty” to the organization deploying the 
system made them disinclined to go through the trouble of 
acting on their disagreements (Hirschman 1970; Centivany 
and Glushko 2016). In any case, we feel that in our project, 
transparency alone was insufficient for creating any form of 
agency beyond EV drivers simply not “buying” the services 
of the charge point they disagree with, a reduction of citizen 
participation to consumer choice. The implications of this 
for experts is that, if shared control over system behavior is 
desired, “voice” needs to be put on the table. Citizens need 
to be able to discuss and debate the significance of informa-
tion they are provided through transparency, in a dialog with 
system designers, developers and operators. This suggests 
efforts to make urban AI more transparent should be paired 
with more participatory and collaborative approaches to city 
governance and policy-making (Dourish 2010; Foth 2018; 
Frauenberger et al. 2018).

In closing, we argue these tensions show transparency should 
not be seen as a property of technology, but must be understood 
as a communicative process between experts and citizens, who 
are more than mere users. AI systems mediate this process, 
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inviting some actions, and inhibiting others (Verbeek 2006). 
Understanding of a system is not the product of simply receiving 
and processing information. Understanding emerges from debate 
between stakeholders, and is always provisional. All three ten-
sions we identify (information quantity, level of concern, desire 
for control) in various ways point to the need for additional chan-
nels for voice through which this debate can be facilitated.

Some of our findings relate quite specifically to the vagaries 
of smart EV charging. An example would be the challenge of 
finding an intuitive measure of charge speed. Furthermore, the 
class of AI we worked on is a deterministic one. The design 
solutions pursued in our project may not be viable when deal-
ing with stochastic systems. At the moment, EV driving is 
accessible mostly to significantly affluent or professionally 
employed people. Certainly, our sample of citizens skews 
highly educated. It is likely this informs their attitudes to issues 
such as sustainability and automation. Our expert-citizen dis-
tinction leaves out a lot of other relevant stakeholders to inves-
tigate. Indeed, our citizens were all direct stakeholders and 
users of the system. There are plenty of citizens who are not 
EV drivers, but who are likely to be impacted by the roll-out 
of EV charging infrastructure in various ways. For example, 
by reduced neighborhood parking space, or by continued pri-
oritization of road space for cars. There are also a good deal 
of stakeholders who have relevant expertise, but who are not 
considered “experts” in the sense we have been using here, 
that is to say those stakeholders who have some level of formal 
influence over the shape the system takes.

7  Conclusion

We have presented findings from a practice-based design 
research study investigating diverging conceptions of trans-
parency by expert and citizen stakeholders of an urban AI 
system. Our expert participants believe transparency is 
achieved by providing truthful information about automated 
decisions. They expect citizens are able to assess system 
fairness using this information, and that they can act on this 
information. Meanwhile, our citizen participants are largely 
indifferent to AI, and they primarily experience explanations 
as burdensome, and question their relevance if they are not 
accompanied with the ability to override system decisions.

Transparency is a growing topic of interest in HCI design 
research, and in public discourse, it is commonly invoked 
as a solution to negative effects of AI opacity. As a result, 
transparency has also been taken up as a desirable system 
property in urban AI systems development. Our findings 
illustrate it is necessary to remain critical of assumptions 
driving the pursuit of transparency in user interfaces of AI 
systems. Transparency puts additional cognitive demands 
on people, and shifts responsibility of ensuring fairness onto 
them, reinforcing a neoliberal model of agency.

For these reasons, we believe transparency should be 
reframed. It should not be seen as a property of a system 
through which information flows from experts to individual 
users. Rather, transparency must be seen as a communica-
tive process between experts and citizens, mediated by AI 
systems.
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