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Abstract

We introduce a new continual (or lifelong) learning algorithm called LDA-CP&S that performs segmentation tasks without
undergoing catastrophic forgetting. The method is applied to two different surface defect segmentation problems that are
learned incrementally, i.e., providing data about one type of defect at a time, while still being capable of predicting every
defect that was seen previously. Our method creates a defect-related subnetwork for each defect type via iterative pruning
and trains a classifier based on linear discriminant analysis (LDA). At the inference stage, we first predict the defect type
with LDA and then predict the surface defects using the selected subnetwork. We compare our method with other continual
learning methods showing a significant improvement — mean Intersection over Union better by a factor of two when compared
to existing methods on both datasets. Importantly, our approach shows comparable results with joint training when all the
training data (all defects) are seen simultaneously.

Keywords Continual learning - Automatic vision inspection - Surface defect segmentation - Linear Discriminant Analysis

(LDA)

Introduction

Automatic defects inspection plays an important role in prod-
uct quality evaluation (Prunella et al., 2023). In the beginning
of the field, the creation of meaningful features to find defec-
tive regions was done manually (Ojala et al., 2002; Chao and
Tsai, 2008; Song and Yan, 2013; Jeon et al., 2014). Although
classical machine learning methods have been proposed to
identify images with defective surfaces (Jiaetal.,2004; Agar-
wal etal.,2011; Shanmugamani et al., 2015), recent advances
in deep learning research have led to an increase in perfor-
mance (Prunella et al., 2023). Typically, there are three types
of tasks for defect inspection with neural networks — classifi-
cation, detection (He et al., 2019) and segmentation (Tabernik
etal.,2020). In the case of defect classification, transfer learn-
ing helps to increase the network’s ability to detect defective
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surfaces (Aslam et al., 2020; Wu and Lv, 2021). For seg-
mentation, most methods are based on the U-Net architecture
(Ronneberger et al., 2015) taking advantage of convolutional
layers that automatically extract features from the images of
the surfaces (He et al., 2019; Song et al., 2020; Hao et al.,
2021; Huang et al., 2020). Attention mechanisms (Vaswani
etal., 2017) employed in the model’s architecture can lead to
even more accurate predictions (Pan and Zhang, 2022; Uzen
et al., 2022).

The advent of deep learning models came with more data
for training and comparing these models in different real-life
scenarios. For instance, after Song and Yan (2013) proposed
their NEU-DET dataset with Hot Rolled Steel Strip Surface
defects, containing six types of defects, other groups col-
lected datasets with either different defect categories or a
more significant number of defects, e.g., GC10-DET (Lv et
al., 2020) and X-SDD (Feng et al., 2021). In segmentation
literature, we can also find examples of different categoriza-
tions of surface defects, e.g., the Magnetic tile dataset (Huang
et al., 2020) contains images of five types of defects together
with defect-free cases. As a final example, the dataset col-
lected by Liu and Ye (2022) also contains a large number of
images but only has three types of defects.
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Notwithstanding the increase in availability of datasets,
there are many instances where there are few types of defects
in each dataset. This is a natural occurrence in Engineer-
ing practice because many processes are not amenable to
high-throughput. Simultaneously, if new defects occur or if
another defect identification task with similar characteristics
is encountered, using the original dataset and neural network
model while considering new types of defects in similar (or
even different) materials can be invaluable. However, train-
ing the same neural network model on a new dataset currently
requires retraining it on all the data, even if the model was
already capable of detecting some types of defects. This hap-
pens because deep learning models suffer from catastrophic
forgetting (French, 1999; Goodfellow et al., 2014; Coop et
al., 2013). In conventional training, neural networks cannot
learn new tasks without forgetting old ones if the tasks are
learned incrementally. Instead, the continual learning field
(De Lange et al., 2021) aims to solve this type of problem
where the model receives data in batches (tasks) but aims to
learn information mitigating the forgetting issues.

We illustrate the impact of catastrophic forgetting on
segmentation tasks in Fig. 1 by considering the defect
segmentation dataset SD-saliency-900 (Song et al., 2020).
This dataset consists of images with three types of defects:
scratches, patches and inclusions. We illustrate this phe-
nomenon by focusing on three typical learning scenarios:
1) single-task training where each defect is learned with a
single network, meaning there are three networks in total;
2) joint training where the model has access to the entire
dataset at once; 3) finetuning, in which the network learns
to segment sequentially, adapting the parameters for the new
task, having them pretrained on previous ones.

For all three learning scenarios, we quantify the segmen-
tation performance via the mean Intersection over Union
(mloU) score for every task after each incremental step (Fig.
1). We observe that finetuning on a new task leads to a signifi-
cant drop in performance for the previous task(s), as indicated
by the blue bars — a clear illustration that learning a sequence
of tasks with a single network leads to forgetting the previ-
ous tasks in the sequence (catastrophic forgetting). However,
forgetting does not occur in the case of single- and joint-task
training because the network is capable of learning each of
the defects separately without any pretraining, while also
being capable of learning all of them together. We also note
that both single- and joint-task training have comparable per-
formance, despite a small decrease in the latter case.!

' As a short note, marginal improvements in performance sometimes
occur when changing the task order (investigated at the end of the
article). For example, the mloU performance for the Scratches task
improved by 0.13 points after learning the Inclusion task, but the
improvement is small compared to how much it degrades after learning
the Patches task.

@ Springer

Therefore, we see that the ability to predict defects of pre-
vious types is lost when training for a new type of defect, i.e.
that is out-of-distribution. The main objective of our work is
to propose a continual learning algorithm suitable for the sur-
face segmentation problem. Therefore, we developed a novel
continual learning algorithm that performs significantly bet-
ter than the state of the art: more than two times better
according to two different segmentation performance met-
rics and for two different datasets. Moreover, the proposed
approach does not exhibit any forgetting and is comparable
with joint training, i.e. when all the data is used for training
(no continual learning). To the best of our knowledge, this is
the first work that addresses the catastrophic forgetting issue
and develops a continual learning approach for surface defect
segmentation.

The article is organized as follows: “Continual learning”
Section gives a brief overview of continual learning methods
and their application in manufacturing processes, “Proposed
approach” Section describes the proposed approach, “Exper-
iments and results” Section provides numerical results and
illustrates the comparison with other continual learning algo-
rithms, and “Conclusion” Section summarizes the work.

Continual learning

Overcoming the above-mentioned catastrophic forgetting
requires deep learning models to be trained in a contin-
ual (or lifelong) learning manner (Thrun and Pratt, 1998).
The overwhelming majority of continual learning literature
is dedicated to classification tasks. In that context, three
different categories have emerged (De Lange et al., 2021):
regularization-based (Liand Hoiem, 2017; Zenke etal., 2017;
Aljundi et al., 2018), replay-based (Rebuffi et al., 2017; Cas-
tro et al., 2018; He et al., 2019; Douillard et al., 2020) and
architectural-based methods (Mallya and Lazebnik, 2018;
Sokar et al., 2022; Dekhovich et al., 2023). In some cases,
there are methods that can fall into more than one category
(Yan et al., 2021; Wang et al., 2022). Often these methods
show better performance but require more memory or have
high computational cost (e.g., extra memory buffer or archi-
tecture extension), which creates specific challenges when
deployed in real-life applications.

Regularization-based methods penalize parameters obtained
on incremental step ¢ — 1 from drastic changes while learning
the task on incremental step ¢. For example, SI (Zenke et al.,
2017), EWC (Kirkpatrick et al., 2017) and MAS (Aljundi et
al., 2018) employ total loss £® (x; ) on incremental step
t that consists of the loss computed for the current data, and
a penalty term to prevent forgetting:
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Fig.1 Example of forgetting in the case of incremental learning of three types of defects
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where L (x; 0@) is a loss on the current data, Y ;|
Q; (Oi(t) — Gi(t_l))2 is the penalty term, €2; is the cumula-
tive importance for parameter i, and 0U=D 90 are network
parameters at incremental steps + — 1 and ¢, respectively.
Learning without forgetting (LwF) (Li and Hoiem, 2017)
aims to mitigate forgetting by minimizing the cross-entropy
between output probabilities before and after the model is
trained on a new task.

Replay-based (or rehearsal-based) approaches use a small
fraction of data from previous tasks and keep it in a fixed-size
memory buffer. However, storing old data in the buffer may
not be allowed due to privacy issues (Zhang et al., 2020).
Also, if the model parameters were downloaded without the
memory buffer, further model training is not possible without
forgetting. Therefore, in this work, we do not focus on this
type of methods.

Architectural approaches do manipulations with the net-
work structure by freezing and assigning some parameters to
aspecific task (e.g., PackNet (Mallya and Lazebnik, 2018)) or
constantly growing the architecture increasing the expressiv-
ity of the network (e.g., DEN (Yoon et al., 2018)). However, if
the model grows while learning a new task, the final number
of parameters is not bounded, leading to additional computa-
tional costs. Alternatively, if the algorithm finds task-specific
parameters, e.g., via iterative pruning in CP&S (Dekhovich
etal., 2023) or pruning at initialization in SupSup (Wortsman
et al., 2020), the challenge lies on activating the correct sub-
network during inference. This subnetwork selection in both
CP&S and SupSup requires a batch of test data of the task to
be predicted, such that the correct subnetwork (i.e. task ID)
is identified. This may also be impractical in real-life cases.

Literature on continual learning for semantic segmenta-
tion is scarcer. We can find examples that adapt classification

continual learning algorithms to segmentation (Baweja et al.,
2018; van Garderen et al., 2019), or some new approaches
designed specifically for segmentation (Klingner et al., 2020;
Douillard et al., 2021; Yan et al., 2021). Similar to the classi-
fication case, better results are achieved by the methods that
use a fixed-size memory buffer with samples from old tasks
to overcome forgetting (Cha et al., 2021; Qiu et al., 2023).
However, even though these methods use old data (facilitat-
ing training), they still show significant forgetting of the first
tasks while performing well only on the last ones.

Continual learning also finds its application in industrial
and manufacturing cases. For example, MAS (Aljundi et al.,
2018) was applied for product quality evaluation (Tercan et
al., 2022). The approach clones the output head for previ-
ous tasks with the lowest loss on the current data and uses
this copy as initialization for a new task. The weight trans-
fer for the output layer, and MAS algorithm that penalizes
parameters from previous layers, show good performance
for the considered regression problem. Regularization-based
methods have been examined for anomaly detection in manu-
facturing process (Maschler et al., 2021) and fault prediction
in lithium-ion batteries (Maschler et al., 2022). Sun et al.
(2023) developed an adaptive classification framework based
on continual learning to identify new unlabeled samples.
The proposed approach uses Mahalanobis distance and is
employed to decide whether a new batch of data belongs to
the already seen defect type, or forms a new one.

Proposed approach

We propose to take advantage of architectural methods that
create task-specific subnetworks for each task, eliminating
the subnetwork selection issue. As a base method, we con-
sider Continual Prune-and-Select (CP&S) (Dekhovich et al.,
2023) where we improve the subnetwork selection process
by training a model for this purpose, instead of having simple
metric-based decision rules. In general, the task-prediction
problem is quite challenging in continual learning (Kim et

@ Springer
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al., 2020) and can be seen as an out-of-distribution (OOD)
detection problem (Kim et al., 2022). The difficulty arises
from the presence of arbitrary classes in each task, leading
to cases where classes within each task may not be simi-
lar, while classes from different tasks may have important
similarities. This poses a challenge to identify the task ID
and corresponding subnetwork, affecting the performance of
the continual learning model when the wrong subnetwork is
selected. Conversely, these methods have the advantage that
when the correct subnetwork is identified then there is no
forgetting, which explains their state-of-the-art performance
in different image-classification datasets (Dekhovich et al.,
2023).

However, in contrast to image classification, every task in
defect segmentation problems consists of defects of only one
type. This represents an opportunity for architectural con-
tinual learning methods because we can train a model that
learns the distribution of each defect separately. To do so, we
use linear discriminant analysis trained on features extracted
from a pretrained convolutional neural network (Dorfer et
al., 2016; Hayes and Kanan, 2020). For the segmentation
model, we use the U-Net architecture (Ronneberger et al.,
2015), in which we create task-specific subnetworks via iter-
ative pruning. As a pretrained feature extractor, we use the
EfficientNet-B5 architecture (Tan and Le, 2019) pretrained
on ImageNet-1000 (Deng et al., 2009).

In Fig. 2, we illustrate the inference stage of our approach,
which consists of two steps: (1) predicting the defect type
(task ID) with LDA; and (2) using a subnetwork that cor-
responds to the predicted defect to predict the segmentation
mask. Note that at the inference stage, defect type prediction
and defect mask prediction need to be done sequentially.
Training for these steps can be done in parallel and inde-
pendently from each other. We call our proposed approach
LDA-CP&S since it uses the CP&S paradigm of creating
subnetworks during training, and it employs LDA for the
subnetwork selection.

Referring again to Fig. 1, we recall that the three separate
models (single-task grey bars) are capable of learning the
defects slightly better than joint training with all the tasks
together (orange bars). This hints that having task-specific
parameters associated with only one task can even help the
learning process. At the same time, the shared parameters
provide a transfer learning effect between a new subnet-
work and all the ones created before. Both advantages can
be exploited by LDA-CP&S.

Notwithstanding, our method could suffer a performance
drop from two possible sources: the pruning stage, and the
LDA classification stage. The performance reduction due to
pruning may occur because some important parameters could
be deleted when creating additional space (free connections)
for future tasks. In addition, misclassification by LDA could
result in signal routing through the wrong subnetwork and
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consequently poor segmentation performance. In “Experi-
ments and results” Section, we show that these two sources of
error are negligible compared to the benefits of our approach.
In the following subsections, we describe the processes for
subnetwork creation and LDA training.

Subnetwork creation

To create a subnetwork for the given task, we use NNrelief
pruning algorithm (Dekhovich et al., 2024). The approach
evaluates the strength of the signal that propagates through
every connection/kernel. This pruning technique shows bet-
ter sparsity results than other connection/kernel-based prun-
ing techniques (Han et al., 2015; Li et al., 2017; Lee et al.,
2019).

For the set of m;_j-channelled input samples X'~! =
{Xll_l, R xlN_l}, where xi_l = (x,l;l, R xk;H) €
Rk with Al and h?_| being the height and
width of feature maps for convolutional layer /. For every

1 1 1 I _ 1 ryXrg
kernel Kl.i’ sz, ...,Km”., Kl.j = (kith) e R ,q >

. . . 0 .
1, r; > t, where r; is a kernel size, and for every bias b() in

filter Flj, we define Kfj = ( kqut

of the absolute values of the matrix Kl(j) Then we compute

) as a matrix consisting

importance scores sfj, i €{l,2,...,my} of kernels Kfj as
follows:

1N ||l -1
L | [RGx,
) = , , @
Sj

where S; =¥ (% Yo Hﬁﬁj *
importance score in filter Flj of layer /, with * indicating
a convolution operation, and where ||-||r is the Frobenius
norm.

The sketch of the algorithm for pruning filter Flj in a con-
volutional layer / can be described as follows:

-1 :
: the total
X, ’HF> is the tota

1. Choose & € (0, 1) — the amount of kernels’ importance
that we want to keep relative to the total importance of
the kernels in the filter Fl]

2. Compute importance scores sf j for all kernels in the filter
FIJ i=1,...,m_1,using Eq. 2.

3. Sort importance scores sf ; for the filter Flj

4. For the sorted importance scores §f ; find minimal p <
mj_1 such that }_F_, §fj > a.

5. Prune kernels with the importance score sl{ i < 55,./. for
alli <mj_; and fixed j.
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Overall, NNrelief finds kernels that propagate on average
the lowest signal according to the Frobenious norm and prune
these kernels. As the outcome of the procedure, we obtain a
subnetwork (sub-U-Net) that predicts the defect for only one
type of defects. Then we fix all parameters that are assigned to
this subnetwork and do not update them anymore. When the
network receives a new task with a new type of defect, CP&S
finds a subnetwork for this task within the main U-Net, using
the parameters assigned to the previous tasks, but without
updating them. Algorithm 1 illustrates the pseudocode for
CP&S and Fig. 3 illustrated the method:

Algorithm 1 Pseudocode for CP&S training procedure

Require: network A, dataset {X( )}thl. Initialize learning parame-
ters (learning rate, weight decay, number of epochs, etc. ), pruning
parameters (for NNrelief algorithm: o and num_iters).

l: forr=1,2,...,T do

20 NO N

3 for iteration = 1,2, ..., num_iters do > repeat pruning
4: N® « Pruning NV, XD, o) > pruning step: NNrelief
5: Retrain subnetworks A/®) > retraining step
6:  end for

7 Freeze parameters w € N*) and never update them

8: end for
Ensure: network N that learned tasks 1,2, ..., T.

We note that the proposed algorithm involves the CP&S-
based subnetwork creation procedure which has complexity
proportional to the number of pruning iterations. This makes
the approach more costly than regularization-based ones
(depending on the number of pruning iterations). However, as
demonstrated next, only a few iterations are needed (between
1 and 3) and the performance improvement clearly outweighs
the computational costs.

Subnetwork prediction (or selection)

To predict the task ID (type of defect) at the inference stage,
we propose to use linear discriminant analysis (LDA). In
this subsection, we describe the training procedure for LDA.
In LDA, it is assumed that all classes have class means
wD @ uT) and share the same covariance matrix
3. However, in continual learning, we do not have access
to all tasks at the same time, but only task 7. Therefore, the
covariance matrix needs to be updated online with respect to
the new data batch.

Letus denote a new given task as X = (X%, ..
Following streaming LDA (SLDA) strategy (Hayes and
Kanan, 2020), we use a feature extractor F pretrained on
ImageNet-1000 to obtain low-dimensional data representa-
tion Z0 = {z{" 2", ... 2L 2 = F(x”) € R Then
we can compute the class mean u(’) € R? and update the
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(1) (1) (t)}

shared covariance matrix £("") € R?*4 after incremental
step ¢ as follows (Dasgupta and Hsu, 2007):

(t) _ Z (t) (3)
Ti=1
(t — ])2(1#—1) + A®

t

s _ , “

where A® — (=DEZP—u)(ZO—uO)T

() ()
(7

- and (Z® — @) .=
— 0,2 — ) — u®) € RV In SLDA,
the regulanzed version of LDA is implemented by apply-
ing shrinkage regularization to covariance matrix: A1) =
[(1— S)E(”) + eI]™!, where I is an identity matrix of the
corresponding dimension.

At the inference stage, after learning all class means
w, ¢t =1,2,..., T, and shared covariance matrix ¥ }:7)
(and AL a5 4 result), we can make a prediction for a new
test sample x as follows:

c = argmax (WF(x) +b);, (@)
i=12,...T

where W = MU AT rows of MUT) are mean vectors
w (¢ =1,2,...,T),and b; = —%M(i)A(l‘T)M(i).

Unlike previous task prediction strategies (Wortsman et
al., 2020; Rajasegaran et al., 2020), with LDA we can pre-
dict the task ID with a single test sample, rather than with a
batch of samples, representing an important advantage. This
is possible because each task consists of defects of the same
type and can be described well by a normal distribution with
class means p") and common covariance matrix 7).

Experiments and results

We evaluate our LDA-CP&S approach on the SD-saliency-
900 (Song et al., 2020) and Magnetic tile defects (Huang et
al., 2020) datasets, comparing with the following scenarios:

e joint training: the model has access to all data at each
incremental step. This case is an upper bound for
rehearsal-based methods.

e finetuning: the model is trained at each incremental step #
without preventing forgetting, i.e., we finetune the model
to a new task ¢ that is pretrained on previous tasks
1,2,...,t — 1, inevitably causing forgetting of previ-
ous tasks because the network parameters (weights and
biases) are updated for task 7.

e Regularization-based continual learning methods: LwF,
MAS that penalize important parameters from changing
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(see “Continual learning” Section, Eq. 1), in an attempt
to alleviate forgetting.

We do not consider rehearsal-based approaches that replay
a small portion of data from previous tasks while learning a
new one because our premise is that old data is not avail-
able and should not be used. Furthermore, our comparative
investigation of the proposed LDA-CP&S method with oth-
ers includes the joint training strategy, which is an upper
bound for rehearsal-based methods, where all data is avail-
able at each incremental step. Therefore, if we show that
LDA-CP&S performs similarly to joint training, there is no
need to consider rehearsal-based continual learning methods.

As performance metrics, we follow other segmentation
works and use the mean Pixel accuracy, Dice and Intersec-
tion over Union scores. For ground truth ¥ = (y;;) lH jivl and
prediction ¥ = (S)ij)ﬁ}v:vl (vij, ¥ij €10, 1}), Pixel accuracy,
Dice and IoU scores are computed as follows:

Pixel accuracy(f’, Y) =100% - I

1 H W
W ZZ yl] == yU
i=1 j=1

(6)
.4 21Y N Y|
Dice(Y,Y) = —, @)
Y|+ Y]
. Y Nny|
IoU(Y,Y) = ——, ®)
Y U Y|

where 1 is an indicator function and H and W are the height
and width of the output image.

To train the model, we use IoU loss which leads to better
performance in our experiments than other losses, e.g., Tver-
sky loss (Salehi et al., 2017) and Focal loss (Lin et al., 2017).
However, it is worth noting that the difference in IoU scores
between models trained with different loss functions is not
significant. The IoU loss is computed as follows:

YL Z}/V=l bij - yij T €
H ~W -
Doim1 2 je1 Pij +vij —

IoUloss(P,Y) =1 —
9

where p; j € [0, 1] are the output probabilities, and H and W
are the height and width of the output image, ¢ is a smoothing
parameter.

SD-saliency-900 dataset

In the case of the SD-saliency-900 dataset, we consider a
smaller version of U-Net with 16, 32, 64 and 128 in the
encoder block and 256 channels in the bottleneck because it

pij - yij t€

Table 1 Classification accuracy (%) for SD-saliency-900 dataset. The
numbers are averaged over all six orderings

Scratches Patches Inclusion Average

accuracy (%) 98.33 100 100 99.44

consists of only three types of defects — Scratches, Patches
and Inclusion — with 300 images per defect. The original
size of the images is 200 x 200 but we resize the images to
224 x 224 to make them acceptable for U-Net. We train the
segmentation model for 70 epochs with 8 images in a batch,
using Adam (Kingma and Ba, 2015) optimizer and learn-
ing rate 0.001. During the pruning stage, we use @ = 0.9
and 3 pruning iterations. More details about the influence
of hyperparameters on the results are shown in Section 4.3.
As it is common in continual learning literature (Masana et
al., 2020), we consider different task orderings in our exper-
iments. We can construct six task orderings for the current
dataset (e.g., Patches — Scratches — Inclusion). For other
approaches with which we compare our method, the train-
ing hyperparameters such as the number of training epochs,
learning rate and optimizer are the same as for LDA-CP&S.

First, we have to make sure that LDA can accurately
predict the defect type in an incremental manner. Table 1
illustrates the classifier’s accuracy for each defect averaged
over all six orders. We can observe the high performance of
LDA, misclassifying only a few images from the Scratches
dataset. Since 60 images were selected to test each defect
type, the prediction error presented corresponds to only 1
misclassified image.

In Fig. 4, we show mloU score after every incremen-
tal step for every task order. Regularization-based methods
only slightly outperform finetuning strategy, while our LDA-
CP&S shows comparable results to joint training. Poor
performance of the regularization methods can be explained
by the lack of a task-specific output layer, which is present
in classification network architectures as a classification
head. Therefore MAS and LwF update all parameters but
change them slightly less than finetuning. On the contrary,
LDA-CP&S creates fixed task-specific subnetworks that can
overlap and transfer knowledge between each other. Since
LDA predicts the defect type (i.e., subnetwork) well at the
inference stage, we almost do not have any losses in seg-
mentation performance. We also do not observe network
saturation, i.e., the situation when the model does not have
enough free space to learn a new task, even though we use
a smaller version of U-Net. Table 2 summarizes the final
pixel accuracy, Dice and mloU average scores for all consid-
ered learning cases, including the single-task scenario where
we train six separate models (one per defect type). Notably,
LDA-CP&S not only outperforms the regularization-based
approaches but is also more robust to different task order-
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Fig.4 IoU score after every incremental step for SD-saliency-900 dataset. The results are presented for all six possible defect orderings

Table 2 Pixel accuracy, Dice
and IoU scores averaged over 6

orderings (% standard deviation)
after all six tasks are learned
based on the SD-saliency-900
dataset

Pixel accuracy Dice mloU
single-task 97.54 £ 0.92 86.44 £ 5.41 77.92 +7.17
joint 97.33 £0.28 84.94 +1.97 75.93 £2.38
LwF (Li and Hoiem, 2017) 85.81 £3.36 42.70 + 13.62 35.25 £9.67
MAS (Aljundi et al., 2018) 84.86 £7.17 4235+ 14.24 35.15+£9.83
LDA-CP&S (ours) 97.19 £ 0.16 84.77 +£ 0.40 75.65 + 0.65

ing, having significantly lower standard deviation across all
learning scenarios.

Magnetic tile defects dataset

Magnetic tile defects dataset (Huang et al., 2020) contains
five types of defects, namely Blowhole, Break, Crack, Fray
and Uneven, and images that are free from defects (Free).
In this work, we consider only images with defects, i.e., five
classes. Since the number of defects is higher in this case, we
use a U-Net of the original size with 64, 128, 256, and 512
in the encoder block and 1024 channels in the bottleneck.
All images in the dataset have different image sizes and,
therefore, we resize them to 224 x 224. For every defect,
we randomly select 80% images for training and the rest for

@ Springer

testing. U-Net is trained for 150 epochs with 8 images in a
batch, using Adam optimizer and learning rate 0.0001. We
use these hyperparameters for all considered training meth-
ods. Since the total number of possible task orderings is quite
large (5! = 120), we consider only five of them at random and
we do not have reason to believe that the final performance
would be very different when choosing other orderings:

Blowhole — Break — Crack — Fray — Uneven;
Break — Uneven — Fray — Crack — Blowhole;
Crack — Blowhole — Break — Uneven — Fray;
Fray — Crack — Uneven — Blowhole — Break;
Uneven — Fray — Blowhole — Break — Crack,
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Table 3 Classification accuracy

(%) for Magnetic tile dataset Blowhole Break Crack Fray Uneven Average

and the total size of the dataset. 4 yin (test) images 92 (23) 92022 6817  25(7)  721) N/A

The numbers for accuracy are

averaged over all five orderings test accuracy (%) 100 100 100 85.71 100 98.75

Table 4 Pixel accuracy, Dice - -

and IoU scores averaged over 5 Pixel accuracy Dice mioU

orderings + standard deviation single-task 98.70 + 1.68 88.96 + 5.93 83.47 £ 6.11

after all five tasks are learned o

based on Magnetic tile defects joint 98.52 + 0.56 86.25 + 1.58 79.63 £ 1.51

dataset LwF (Li and Hoiem, 2017) 90.49 + 1.71 36.43 £ 9.58 30.43 + 8.55
MAS (Aljundi et al., 2018) 91.22 £ 1.19 37.81 £7.20 31.56 + 6.57
LDA-CP&S (ours) 98.25 +0.19 87.22 £ 1.12 80.91 £+ 1.68

where each defect type appears exactly once for each order-
ing.

One of the main difficulties with this dataset is class
imbalance. Table 3 presents LDA accuracy with the same
feature extractor considered in the previous example: the
pretrained EfficientNet-B5 architecture. Overall, our classi-
fication model is able to identify correctly four out of five
types of defects, having some difficulties with the Fray sub-
dataset that contains the smallest number of images. The only
mistake was done in the Fray sub-dataset where we have
only 7 test images, meaning that only one image is classified
wrongly.

We would like to highlight the necessity of pretraining
the network that extracts features for LDA. The pretrained
EfficientNet-B5 produces lower dimensional embeddings
that can be used for training and classification with an
accuracy of 98.75%, misclassifying only one test image.
Meanwhile, if we were to consider a feature extractor with
random parameters it would compress the input images in
such a way that the LDA classifier would only achieve
16.24% of accuracy.

Table 4 illustrates the final average scores after the model
learned all five tasks. As in the previous case, LDA-CP&S
significantly outperforms the regularization-based methods
and shows better robustness to different task ordering. In
Fig. 5, we present the mloU score after every incremen-
tal step, comparing our LDA-CP&S with other continual
learning methods. As we saw in the previous example,
regularization-based methods do not handle this type of
segmentation problem well. The tasks that we constructed
from the Magnetic tile dataset can be quite dissimilar having
significant differences in defect areas. Therefore, by updat-
ing all the parameters without having task-specific ones,
regularization-based approaches are only slightly better than
simple finetuning where no anti-forgetting measures are con-
sidered. In contrast, our LDA-CP&S creates task-specific
parameters for each defect, fixing the values of the parame-
ters once they are assigned to a subnetwork (i.e., defect type

or task ID). This allows LDA-CP&S to deal with sequences
of tasks as well as joint training, which is very encouraging
because joint training is a performance upper bound since all
the data is available at each incremental step.

We also investigated how the mloU score changes for
every task after each incremental step. In Fig. 6, we con-
sider one of the task orderings: Fray — Crack — Uneven
— Blowhole — Break. The figure clearly shows the advan-
tage of our algorithm over regularization-based ones because
they are heavily dependent on the similarity of the tasks in the
order. For example, learning the Break sub-dataset (the last
incremental step) improves performance on Fray and Crack
sub-datasets compared to the previous incremental step for
MAS, LwF and finetuning strategies. However, Uneven is
totally forgotten after the network is trained on the Blowhole
sub-dataset.

On the contrary, LDA-CP&S does not forget previous
tasks and is still able to learn new ones even having fewer free
parameters. It has comparable performance with a single-
task scenario, where a separate U-Net is trained for every
task. Also, we observe that task-wise performance is almost
the same as for joint training, meaning the subnetwork over-
laps provide enough knowledge transfer to learn a new task.
As in the previous case, we did not experience the network
saturation issue, meaning that the current architecture has
not reached the limit yet. However, if the process were to
continue, after a certain number of tasks the model would
not learn new defects effectively. This was observed with
the CP&S method (Dekhovich et al., 2023) applied to the
CIFAR-100 classification problem (Krizhevsky, 2009) when
the dataset was split into 20 tasks.

Figure 7 illustrates the model output in every learning
scenario. We observe that regularization-based methods and
finetuning cannot capture the defects of the first tasks in
the sequence, while our LDA-CP&S finds defects’ segments
close to the joint training.
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Fig.5 IoU score after every incremental step for Magnetic tile datasets. The results are shown for all five selected defect orderings
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Fig.8 Comparison between different pairs of hyperparameters for the
pruning step in our LDA-CP&S method on SD-saliency-900 dataset
(left) and Magnetic tile dataset (right). The same colors on both fig-
ures correspond to the same hyperparameter values; note that the same

Hyperparameters choice

The choice of hyperparameters for pruning has a significant
impact on subnetwork sparsity and, as a result, performance.
In this subsection, we compare different options for the prun-
ing hyperparameter o and the number of pruning iterations. A
lower number of « and a higher number of pruning iterations
lead to higher sparsity (more free connections to learn future
tasks) but may cause lower segmentation performance. Also,
the values for hyperparameters depend on the length of task
sequences. In our work, we pre-define these hyperparameters
at the beginning and do not change them during the training
process.

Figure 8 illustrates how different pairs of hyperparame-
ters affect the training process for our approach. For both
datasets, we clearly see that the network starts to saturate
if pruning is not aggressive enough (e.g., « = 0.95 where
most of the signal is conserved) because the network does not
have enough free parameters for new tasks. In the case of the
SD-saliency-900 dataset, we can also observe the trade-off
between sparsity and mloU score: with @ = 0.9 it is clear
that pruning the network twice leads to better performance
than doing it three times, as the subnetwork that results is
less expressive (has fewer parameters). The results on the
Magnetic tile dataset show the trade-off between learning the
first tasks and the last ones: if we prune the network twice,
a = 0.9 leads to better performance if there are no more than
three tasks, while o = 0.85 is better suitable for longer task
sequences.
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hyperparameter choice is near optimal on both datasets (red line). The
results after each incremental step averaged over the number of consid-
ered task orderings

Conclusion

We believe smart monitoring systems should quickly adapt
to new tasks without a dramatic drop in performance on pre-
viously learned ones. However, this is not the case based on
the current state of the literature on surface defect inspec-
tion. Thus, there is a need for continual learning of deep
neural networks for automatic surface defect segmentation
such that product quality assessment is improved. By train-
ing deep learning models incrementally, we show that we
can accumulate all the learned information without retrain-
ing when a new task comes to the network. In addition, we
do not need to store data for retraining, which can be either
not allowed or not possible due to the (lack of) availability
of old datasets.

The LDA-CP&S method that we propose successfully
learns to segment the defects incrementally, without any for-
getting, using only the data that is given at the current time
step. Meanwhile, other methods that do not use data from pre-
vious tasks fail to remember all tasks, exhibiting considerable
forgetting in segmenting previously seen defects. Overall, the
performance of LDA-CP&S is more than two times higher
in terms of mean Intersection over Union score for the two
datasets considered herein when compared to other contin-
ual learning methods. Moreover, it is comparable with joint
training where the model has access to all the data observed
up to the current incremental step.
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Appendix A Abbreviations and Variables

The table 5 shows the abbreviations and variables with their
meanings that are most often used in the article.

Table5 Abbreviations and Variables

Abbreviation Meaning

CP&S Continual Prune-and-Select Dekhovich et al. (2023)
TIoU Intersection-over-Union (metrics)

LDA Linear Discriminant Analysis

LwF Learning without Forgetting Li and Hoiem (2017)
MAS Memory Aware Synopsis Aljundi et al. (2018)
Variable Meaning

o pruning parameter

A regularization parameter for MAS and LwF
num_iters number of pruning iterations
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