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 A B S T R A C T

Validating claims and replicating findings on the impact of artificial social agents (ASA), such as virtual agents, 
conversational agents, and social robots, requires a standardised measurement instrument that researchers can 
employ in different settings and for various agents. Such an instrument would allow researchers to evaluate 
their agents and establish insights beyond their specific study context. Therefore, we present the long and 
short versions of the ASA questionnaire (ASAQ) for evaluating human-ASA interaction on 19 constructs, such 
as the agent’s believability, sociability, and coherence. It has been developed by an international workgroup 
with more than 100 ASA-researchers over multiple years who identified community-relevant constructs and 
associated questionnaire items and examined the questionnaire’s reliability, validity, and interpretability. The 
result is a questionnaire that can capture more than 80% of the constructs that studies in the intelligent 
virtual agent community investigate, with acceptable levels of reliability, content validity, construct validity, 
and cross-validity. We suggest that ASA-researchers use the ASAQ short version to report their agent’s 
psychographic information and the ASAQ long version to analyse any constructs in-depth that are specifically 
relevant to their agent or study. Finally, this paper gives instructions for practical use, such as sample size 
estimations, and how to interpret and present results.
1. Introduction

Which questionnaire should I use? - A question familiar to re-
searchers studying chatbots, intelligent virtual agents, social robots, or 
any artificial social agent (ASA). The questionnaire they select deter-
mines how convincing and useful their research results will be to other 
researchers. The ideal questionnaire should ensure the measurement 
is generalisable, reliable and widely accepted by the scientific com-
munity. In this paper, we present the ASA questionnaire (ASAQ) for 
evaluating human-ASA interaction. We describe the sizable community 
effort in establishing it, examine its reliability and validity, and discuss 
how researchers can use it.

The question of what is a good questionnaire for a study is fun-
damentally about the validity of research claims and, relatedly, the 
reproducibility of a study using its code, method and same input data, 
and the replicability of scientific findings across studies based on their 
own data (National Academies of Sciences, Engineering, and Medicine, 
2019). Recent replication studies in psychological sciences (Open Sci-
ence Collaboration, 2015), clinical research (Ioannidis, 2005a,b; Mob-
ley et al., 2013; Errington et al., 2021), and economics (Camerer et al., 
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2016) repeatedly show the difficulty of replicating previously reported 
results. Researchers in other disciplines, such as chemistry, biology, 
physics and engineering, also reported to have tried and failed to 
reproduce reported findings (Baker, 2016), and reproducibility and 
replicability concerns are also raised in the area of computer science 
in general (e.g. Moraila et al. (2014)) and human–robot interaction in 
particular (e.g., Leichtmann et al. (2022), Gunes et al. (2022)). To ad-
dress the potential causes encouraging remedies are suggested, such as 
confirmatory tests, large sample sizes, preregistration, methodological 
transparency (e.g., Protzko et al. (2023)), and authentication of study 
material for replicating complex experiments (Li et al., 2015). While 
discussing each of these (and potentially more) replication issues and 
remedying actions is beyond the scope of this article, it is clear that the 
replication crisis needs our attention. The latter remedying suggestion 
to have study material available for replication comes from biomedical 
research, but it also applies to human-ASA interaction studies where the 
agent is the study material. Without standardising the study material, 
supporting, opposing, or null findings are difficult, if not impossible, 
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to interpret as the cause for the observed effect may differ, making a 
replication study like comparing apples to oranges.

An initial response to solving this is to make ASAs available to other 
researchers, for example, by making available their code or the runtime 
version. ASAs, also referred to as Socially Interactive Agents (Lugrin 
et al., 2021), are computer-controlled entities that can autonomously 
interact with humans in a manner that can be regarded from the 
perspective of social rules of human-human interaction (Fitrianie et al., 
2019). Unlike traditional machines or tools, these agents often interact, 
learn from, and adapt to human users in ways that simulate human 
social behaviours. They are deployed across various fields, such as 
healthcare, education, customer service, and entertainment, frequently 
taking on roles, such as companions, assistants, or educators. They are 
typically programmed to perceive and respond to social signals, such 
as facial expressions, body language, tone of voice, and the context in 
which interactions occur.

Despite recent advances, the solution of providing their code or 
runtime version still requires considerable technical knowledge of vir-
tualisation (for example, of virtual environments such as Docker1) to 
ensure that an ASA can function in the same manner between experi-
ments on various hardware and software configurations. This solution is 
a literal interpretation of the reproduction objective that can be useful 
when, for example, comparing a new ASA with a specific normative 
exemplary ASA. However, is a comparison with literal reproduction 
always intended? Do we want to compare with a specific ASA, or with 
what that ASA represents? For example, a researcher might want to 
compare their agent with an agent that uses a particular communica-
tion modality, e.g., auditory, symbolic, spoken communication, or even 
a combination. Such a comparison requires an accurate representative 
specification of each ASA, which comes with its own challenges, such 
as what is essential to describe and how to do this. Some efforts in 
this direction have been made over the years, for instance formalising 
the description of ASA behaviour generation in a framework that 
describes the Situation, Agent, Intention, Behaviour, and Animation 
(SAIBA). Here specific multi-modal ASA behaviour is defined using a 
standardied ‘‘behavioural markup language’’ (BML) (Kopp et al., 2006) 
and the function of each behaviour is described in a ‘‘functional markup 
language’’ (FML) (Cafaro et al., 2014; Heylen et al., 2008). However, 
this approach proved insufficiently rich for all future use cases. This 
resulted in lab-specific implementations and additions, which were 
foreseen and allowed under the initial specification, of the standard 
framework (e.g., van Welbergen et al. (2009), Cafaro et al. (2017), 
Kolkmeier et al. (2017), Bevacqua et al. (2010), Kipp et al. (2010), 
Hartholt et al. (2013), Holroyd et al. (2011)). As such, while the SAIBA 
framework, BML, and FML are valuable efforts, they still lead to the 
same issue as incompatible one-off descriptions of ASAs.

Therefore, in this work, we follow a mediated route (Fig.  1). Instead 
of focusing on the literal reproducing the ASA or what it represents 
(replicating the independent variable), we seek to replicate the impres-
sion the interaction with the ASA made on the individual (replicating 
the experience), such as its social presence and the human-likeness 
of its behaviour. This impression, we assume, causes the sought-after 
effect (the dependent variable). To be specific, we argue that the 
experience the user has is paramount to the realisation of any effects 
of the interaction with an agent and, crucially, these effects are not 
due to the specific agent. This reasoning is analogous to other set-
tings where the experience – not the specific agent – is defining the 
outcome. For example, different teachers in our school system create 
a similar learning experience which realises the same knowledge or 
skills in a group of students. Another example might be the outcome 
effect of enjoyment that can be realised through the experience of a 
music concert nearly independent of which musician performs – nearly, 
because some musicians (or teachers, or agents in our case) might 

1 https://www.docker.com/
2 
Fig. 1. The ASAQ’s approach: replicating human-ASA interaction experience in the 
context of a study, for example, a study where an agent attempts to impact the 
weight reduction of a user. Rather than directly replicating Agent X, the focus is 
on replicating the user experience created by the agent-human interaction, which in 
turn influences the dependent variable (weight reduction). Study Y attempts to achieve 
similar outcomes using Agent Y by recreating comparable user experiences.

not be able to create the same experience. Consequently, we argue 
that a successful replication of a human-ASA interaction study aims 
to show that, although it uses a different ASA, it creates a similar 
and authentic human experience that, in turn, impacts the dependent 
variable constituting a desired outcome such as weight reduction.

Thus, instead of specifying the agent, we need to specify the human 
experience with an agent. Considering the ISO standard for human-
centred design for interactive systems (International Organisation for 
Standardisation, 2019), we define user experience as a person’s per-
ceptions and responses that result from the use of an artificial social 
agent. This includes a person’s emotions, beliefs, preferences, percep-
tions, comfort, behaviours, and accomplishments that occur in relation 
to the interaction. We can specify such psychological phenomena in 
various ways: theory-driven, data-driven, or, as we have done, us-
ing a community-driven strategy. Let us take measuring personality 
as an example. The Myers-Briggs Type Indicator (MBTI) (Myers and 
McCaulley, 1985) questionnaire measures a person’s personality ac-
cording to Jungian personality characteristics (Matthews et al., 2003). 
An unmistakable limitation of this strategy is its dependence on the 
validity of the underlying theory. Therefore, Goldberg (1990) asked 
people to rate themselves on a large set of questionnaire items and 
identified groups of correlating items as evidence for a latent five-factor 
underlying structure to specify personality. The data-driven approach 
works for phenomena that are at the start of a causal chain, as cor-
relation grouping makes no distinction whether items relate because 
they are indicators of the same underlying construct or because they 
are indicators of two distinct constructs that have a causal relationship. 
This would be an issue as ASA researchers tend to be interested in only 
some constructs, optimise their ASA for those constructs, and study 
them in isolation. Thus causal relationships between constructs, such 
as the effect an agent’s enjoyability might have on accepting the agent, 
need to be accounted for in a measurement instrument. Therefore, we 
took the community’s research interests as our main lead for specify-
ing the human experience by measuring aspects we knew researchers 
would find relevant without grounding it in an overarching theoretical 
framework and accepting data dependencies between constructs.

Unfortunately, currently, no questionnaire seems to cover the vastly 
diverse community interest. For example, our literature survey (Fitri-
anie et al., 2019) of the intelligent virtual agents conference proceed-
ings from 2013 to 2018, found that 81 studies used 89 questionnaires. 

https://www.docker.com/
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The survey found little reuse, as 76% of questionnaires were only 
reported in a single paper. Even worse, the studies reported a total 
of 189 measured constructs, suggesting, at least on the surface, a 
diverse interest with little attempt to replicate the user experience. 
Therefore, we needed to look below the surface, see the underlying 
shared community interest, and capture this in a single standardised 
questionnaire.

In addition to what a questionnaire measures, researchers look-
ing to select a questionnaire for their study should also consider the 
research underlying the questionnaire’s development. Good method-
ological quality makes the questionnaire’s findings more trustworthy. 
Several appraisal tools (Rosenkoetter and Tate, 2018) help researchers 
review the quality of an instrument by considering basic psychome-
tric properties, such as reliability and validity, and the guidelines it 
provides for reporting findings. We were specifically inspired by the 
COSMIN initiative (Mokkink et al., 2010), which aims to improve the 
selection of health measurement instruments. As a community, they 
put forward reliability, validity, responsiveness and interpretability as 
quality criteria for a measurement instrument. Therefore, we set out 
to conduct a series of studies that, besides defining the questionnaire, 
examine these quality aspects, with the exception of responsiveness. 
This refers to the ability to detect change over time in a person, i.e., the 
ability to measure how an individual’s illness changes over time, for 
example, after a treatment (de Vet et al., 2011). Responsiveness is 
therefore important for a health context, but less so for a human-agent 
interaction experience context as it is related to the context-dependent 
outcome variable that we consider out of scope for this questionnaire. 
Furthermore, we also provide guidelines for the number of participants 
needed in a study and for reporting the results of the ASAQ. In this 
paper, we first describe the questionnaire (Section 2) and then dive 
into the development and subsequent validation steps (Sections 3–4). 
We end with usage instructions, power analysis and a discussion of the 
implications of this work (Sections 5–6).

2. The ASA questionnaire

In this section, we introduce the ASAQ. This instrument is developed 
through a comprehensive creation and validation process, which we 
describe in detail in the following sections. The ASAQ consists of 19 
constructs that represent specific phenomena or aspects we aim to 
measure. Three of these constructs are split up into a total of eleven 
dimensions (Table  1). Each construct and dimension is measured by 
questionnaire items (i.e., statements). Participants rate the extent to 
which they agree or disagree with these statements on seven-point 
scales ranging from ‘disagree’ (value of −3) to ‘agree’ (value of 3) with 
the middle point (value of 0) for ‘neither agree nor disagree’.

The ASAQ set-up is based on Classical Test Theory (CCT) (Lord and 
Novick, 2008), in which we gain an understanding of unobservable 
constructs by measuring observable items that we regard as manifes-
tations of these constructs. In other words, constructs are reflected in 
the items. Therefore ASAQ can also be referred to as using a reflective 
model (e.g., Hair et al. (2021)) to describe the relationship between 
items and construct.

Although the initial ASAQ defines eleven dimensions that are re-
garded as important to the ASA community, three dimensions are not 
included in the validation process of ASAQ namely: Agent’s Personality 
Type (6.2), Agent’s Emotional Intelligence Type (18.2), and User’s 
Intelligence Type (18.4). The reason for excluding these three dimen-
sions is the existence of well-established specialised questionnaires to 
measure them (e.g. OCEAN (Goldberg, 1990), Universal Emotions (Ek-
man, 1999), Valence-Arousal Circumplex Model (Feldman-Barrett and 
Russell, 1998), Self-Assessment Manikin (Bradley and Lang, 1994), and 
Geneva Emotion Wheel (Scherer, 2005)). Consequently, that would 
leave the ASAQ with eight dimensions, with the provision that the 
community is interested in these three additional dimensions. However, 
excluding the Agent’s Personality Type (6.2) dimension left the Agent 
3 
Personality (6) construct with a single dimension namely, Agent’s 
Personality Presence (6.1). As a result, the ASAQ consists of 19 con-
structs, with three of these constructs (1, 6, and 18) being measured 
by eight dimensions, resulting in 24 groups of questionnaire items (the 
non-italics constructs or dimensions in Table  1).

The ASAQ offers two versions, a long and a short version. The long 
version consists of 90 items distributed across the 24 constructs and 
dimensions, with about four items dedicated to measuring each con-
struct or dimension Appendix  A. The long version allows researchers to 
establish a comprehensive evaluation of the human-ASA interaction. In 
contrast, the short version of the ASAQ includes 24 items where every 
construct and dimension from the long version is represented by only 
one item Appendix  B. This short version allows researchers to establish 
a general impression of the human-ASA interaction quickly.

Furthermore, the ASAQ facilitates measuring the experience of peo-
ple who interacted with an agent themselves (i.e., first-person perspec-
tive), or of people who have observed someone else interacting with 
an agent (i.e., third-person perspective). Take, for example, the item 
‘‘[I/The user] can rely on [the agent]’’ from the User’s Trust construct. 
From the first-person perspective, the statement is ‘‘I can rely on...’’ 
and from the third-person perspective, the statement is ‘‘The user can 
rely on...’’. Moreover, instead of referring to the abstract concept ‘‘[the 
agent]’’, researchers are expected to replace this part in each item 
with the name of the agent under evaluation. To broaden applicability 
to any ASA, items in ASAQ do not refer to any particular physical 
part, modality, task, or functionality of an agent. Also, items that 
are reversed, are indicated by a [𝑅]. These scores must be reversed 
(multiplied by -1) before taking the mean item score for the construct 
or dimension. Likewise, items indicated with [𝑅] in the short version, 
also need to be reversed like this.

Finally, currently, translations of the ASAQ to several languages are 
available. Notably, the validated Dutch, German (Albers et al., 2024) 
and Chinese (Li et al., 2023) versions of the ASAQ have been developed, 
and online available.2

3. Creation of the questionnaire

The development of the ASAQ has been a long and ongoing pro-
cess in which many (𝑛 = 120+) people from the ASA community 
participated. For this we are grateful and their efforts should be ac-
knowledged. In particular, our ASA workgroup, organised on the Open 
Science Foundation’s platform, contributed on many occasions to this 
work.3 When in the next sections we speak of experts or judges we refer 
to members of this group. Finally, data and analysis code of the results 
presented in this paper are available online (Fitrianie et al., 2025).

3.1. Constructs and dimensions

First, we had to identify which constructs are important to the ASA 
community by reviewing the literature. For this, it was essential to 
determine the scope of the ASAQ (Fig.  2). We considered only the 
experience of human-ASA interaction in scope, whereas what precedes 
or follows the interaction is out of scope. Preceding the interaction 
are external entities such as an individual’s personality, gender, age, 
economic status, or the agent’s embodiment or interaction method. Al-
though potentially relevant to an interaction, these entities are defined 
before the interaction, often static during the interaction, and usually 
more objective. Following the interaction, external entities are linked 
to process and outcome measures in a specific context. These context-
dependent entities are why we design or use the agent, for example, 
to promote education, health, or entertainment. For instance, in an 

2 See the ASAQ project website for updates: https://asaq.ewi.tudelft.nl
3 See the OSF ASA workgroup contributors and efforts here: https://osf.io/

6duf7/
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Table 1
19 constructs of the ASAQ.
 No. Construct/Dimension Definition  
 1 Agent Believability The extent to which a user believes that the artefact is a social agent  
 1.1 Human-Like Appearance The extent to which a user believes that the social agent appears like a human  
 1.2 Human-Like Behaviour The extent to which a user believes that the social agent behaves like a human  
 1.3 Natural Appearance The extent to which a user believes that the social agent’s appearance could exist in or be derived from nature  
 1.4 Natural Behaviour The extent to which a user believes that the social agent’s behaviour could exist in or be derived from nature  
 1.5 Agent’s Appearance Suitability The extent to which the agent’s appearance is suitable for its role  
 2 Agent’s Usability The extent to which a user believes that using an agent will be free from effort (future process)  
 3 Performance The extent to which a task was well performed (past performance)  
 4 Agent’s Likeability The agent’s qualities that bring about a favourable regard  
 5 Agent’s Sociability The agent’s quality or state of being sociable  
 6 Agent’s Personality The combination of characteristics or qualities that form an individual’s distinctive character  
 6.1 Agent’s Personality Presence To what extent the user believes that the agent has a personality  
 6.2 Agent’s Personality Type The particular personality of the agent  
 7 User Acceptance of the Agent The willingness of the user to interact with the agent  
 8 Agent’s Enjoyability The extent to which a user finds interacting with the agent enjoyable  
 9 User’s Engagement The extent to which the user feels involved in the interaction with the agent  
 10 User’s Trust The extent to which a user believes in the reliability, truthfulness, and ability of the agent (for future interactions)  
 11 User Agent Alliance The extent to which a beneficial association is formed  
 12 Agent’s Attentiveness The extent to which the user believes that the agent is aware of and has attention for the user  
 13 Agent’s Coherence The extent to which the agent is perceived as being logical and consistent  
 14 Agent’s Intentionality The extent to which the agent is perceived as being deliberate and has deliberations  
 15 Attitude A favourable or unfavourable evaluation toward the interaction with the agent  
 16 Social Presence The degree to which the user perceives the presence of a social entity in the interaction  
 17 Interaction Impact on Self-Image How the user believes others perceive the user because of the interaction with the agent  
 18 Emotional Experience A self-contained phenomenal experience. They are subjective, evaluative, and independent of the sensations, thoughts, or 

images evoking them
 

 18.1 Agent’s Emotional Intelligence Presence To what extent the user believes that the agent has an emotional experience and can convey its emotions  
 18.2 Agent’s Emotional Intelligence Type The particular emotional state of the agent  
 18.3 User’s Emotion Presence To what extent the user believes that his/her emotional state is caused by the interaction or the agent  
 18.4 User’s Emotion Type The particular emotional state of the user during or after the interaction with the agent  
 19 User Agent Interplay The extent to which the user and the agent have an effect on each other  
Note: The numbering following <construct no>.<dimension no>. In italics are the constructs and dimensions that are not (or not directly) measured.
Fig. 2. The scope of the ASAQ: ‘‘(human) interaction with an artificial social agent’’. 
Out of scope are the more or less static entities that exist before and after the interaction 
(e.g., personality) and context-dependent process (e.g., healthy eating) and outcome 
(e.g., weight reduction) measures that are impacted by the interaction.

academic learning context, the process measure is the daily hours of 
studying and the outcome measure is the exam mark at the end of 
the course. Researchers often construct tailor-made questionnaires, rely 
on established measurement instruments, or use objective measures for 
these out-of-scope constructs.

Thus, constructs are relevant to the ASAQ when they represent the 
fundamental aspects of human-ASAs interaction experiences that are 
commonly studied by researchers in the ASA community. Therefore, we 
set out by looking for shared interest in the questionnaire constructs 
reported over six years (2013–2018) of one of the leading artificial 
social agent conferences; the international Intelligent Virtual Agent 
conference (IVA) (Fitrianie et al., 2019, 2020a).

This resulted in 189 identified constructs, of which many appear 
closely related. Take, for example, the constructs: Bonding (Jaques 
et al., 2016), Friendship (Grigore et al., 2016), Feeling of Closeness (Pe-
jsa et al., 2017), Perceived Rapport (Zhao et al., 2018), and Inti-
macy (Bickmore et al., 2013; Kolkmeier et al., 2016). These constructs 
appear so closely related in their name and description that they might 
warrant combining them into a single unifying construct. Many such 
combinations seemed possible, however, performing a direct grouping 
4 
Fig. 3. The relation between the core elements of an ASA-human interaction and the 
anchor points.

exercise of all 189 constructs was too cognitively challenging. Con-
sequently, we followed a divide-and-conquer approach, whereby we 
first split the constructs into large groups and, afterwards, into more 
detailed groups.

For our first divide-and-conquer step, we identified seven anchor 
points that experts could use during the large grouping steps (Tabel 
2). These anchor points are related to the three core elements in any 
human-agent interaction: the human, the agent and the interaction, and 
the interaction between these core elements (Fig.  3 and Fitrianie et al. 
(2020a) for more details). Our ASA workgroup members (𝑛 = 49) volun-
teered to associate the 189 constructs to one of the seven anchor points 
or, as a quality check, to one of three out-of-scope anchors (i.e., external 
entities such as personality, and context-dependent entities such as 
healthy eating and weight reduction, see Fig.  2). The experts could 
independently assess as many constructs as they liked. Twelve experts 
assessed all constructs. On average, each construct was assessed by 13 
experts, with a minimum of 12 assessments per construct.
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Table 2
The number of constructs classified into the single anchor points and anchor pairs.
 Core element Anchor point Single Anchor A pair of Anchors
 Agent Agent’s properties 4 24
 Agent’s social traits 27 30
 Agent-Interaction Agent’s role 9 23
 Impression of the agent after the interaction 1 2
 Interaction Interaction quality 12 32
 Human-Interaction Human’s impression of the interaction 23 49
 Human Human’s attributes 2 6
We used this expert data to determine the initial estimated grouping 
of constructs. A majority rule criterion was followed where a construct 
is associated with an anchor if at least 50% of the experts agreed 
on this association. Table  2 shows that 89 constructs (47% of the 
constructs) were associated with a single anchor. An additional 99 
(52%) constructs required the combination of the votes for two anchor 
points, which we call an ‘‘anchor pair’’, to result in a majority. We found 
no majority for anchor or anchor pair association for the construct 
‘‘Perceived Similarity’’ (Diehl et al., 2017) and as such we considered 
this construct as unclassified. Finally, the experts classified 11 con-
structs as out of scope (e.g., (the user’s) Preferred Role in Decision 
Making (Zhang and Bickmore, 2018)). This left us with 177 (93.7%) 
for detailed grouping (189 starting - 1 unclassified - 11 out of scope = 
177).

For the second divide-and-conquer step (Fitrianie et al., 2020a), 
the detailed grouping, we asked experts to use a card-sorting method 
(Nielsen, 2018). We created groups of constructs associated with each 
single anchor and the constructs associated with that anchor’s pair(s). 
This resulted in seven card-sorting tasks, related to the seven anchor 
points, in which 23 experts independently participated. Experts could 
participate in as many card-sorting tasks as they liked. Twelve (52.2%) 
experts decided to participate in all tasks and on average each task was 
completed by 17 experts, with a minimum of 12 experts for each task. 
Finally, experts suggested a name for each group of constructs they 
created in each card-sorting task.

In analysing the card-sorting task (Fitrianie et al., 2020a), we fol-
lowed a majority rule approach to group constructs, resulting in 52 
groups. This means that constructs were included in a group only 
when a majority had placed these constructs together. These 52 groups 
included 152 constructs, representing a coverage of 86% of the total 
set of 177 considered constructs. Unsurprisingly, many (𝑛 = 39) groups 
exhibited overlapping constructs with another group. The overlap was 
expected as we deliberately assigned constructs associated with an 
anchor pair to two card-sorting tasks. This strategy reduced the poten-
tial bias caused by the initial – somewhat arbitrarily chosen – anchor 
points.

A panel of three expert judges examined the 52 card-sorted groups 
to combine all constructs into 19 unifying constructs. For this, they 
considered the constructs included in the card-sorted groups, the iden-
tified overlap between groupings, and the expert-proposed names for 
each group. The panel defined an initial name and description for each 
unified construct. In the cases of Agent’s Believability (1), Agent’s Per-
sonality (6), Performance (3), User-Agent Alliance (11), and Emotional 
Experience (18), the panel concluded the scope of the construct was 
too broad and divided the constructs into dimensions. Next, members 
of our ASA workgroup were invited to discuss the initial names and 
descriptions of the panel. Eight work-group members took up this 
invitation and finalised the names and descriptions, see Table  1. Note, 
however, that as a result of the construct validity study, which we will 
discuss later, we eventually dropped the dimensions of the constructs 
Performance (3) and User-Agent Alliance (11).

3.2. Questionnaire items

With the unified constructs identified, we needed to create items 
that could measure each construct. Our ASA workgroup members were 
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invited to propose as many items as they wished for each construct. 
Eight experts put forward 431 items, on average 17 per construct or 
dimension. A panel of three judges checked and improved these items 
to address grammar or formulation issues.

To reduce these 431 items to the final 90 items included in the 
ASAQ we took three steps (Fitrianie et al., 2021a). First, twenty work-
group members checked the items in a content validity analysis. Four 
judges then selected the items these experts assessed to best measure 
the construct or dimension, aiming for eight items per construct/dimen-
sion. The judges kept items that experts associated with the intended 
construct, and removed items that experts associated with unintended 
constructs or with multiple constructs at the same time. When more 
than eight items remained, they also examined the results of a simi-
larity test using a combination of the Word2Vec embedding (Mikolov 
et al., 2013), smooth inverse frequency (Arora et al., 2017), and cosine 
similarity methods (Sieg, 2018). With the goal of capturing the various 
relevant aspects of a construct or dimension, the judges selected items 
most dissimilar from each other, while also considering the items’ 
semantic, lexical, and pragmatic sides. This reduced the set to 207 
items. Second, we conducted a reliability analysis (Section 4.1) on 
data from 192 crowd-workers who used the items to rate a human-
ASA interaction of the robot ASIMO (Advanced Step in Innovative 
Mobility by Honda) they saw in a video. Based on this analysis we 
removed items with 1) substantial rating differences (absolute stan-
dardised mean difference (> 𝑄3 + 1.5 × 𝐼𝑄𝑅) when the item was 
formulated in first-person or third-person perspective, or 2) substantial 
correlation with other constructs (> .50). This reduced the set further 
to 131 items. Third, based on data from the construct validity study 
(Section 4.3), we removed a further 41 items, resulting in the final 90 
items of the long version of the ASAQ. In the next sections, we describe 
the characteristics of these 90 items.

Additionally, we developed a short version of the ASAQ by selecting 
one representative item for each construct or dimension. Four judges 
chose these representative items based on their factor loadings, which 
reflect how strongly they correlate with their respective constructs, as 
well as their theoretical relevance to the underlying dimension (Fitri-
anie et al., 2022a). In total, the judges selected 24 items Appendix  B to 
serve as the short version of the ASAQ.

4. Characteristics of the ASAQ

In this chapter, we describe the (statistical) characteristics of the 
ASAQ. Where possible, we combine datasets from the various vali-
dation studies that we performed during the creation of the ASAQ 
to efficiently reach a large sample size for the descriptives in this 
chapter. We describe the reliability, validity, and interpretability of 
the ASAQ, as these are important quality criteria for a measurement 
instrument (Rosenkoetter and Tate, 2018; Mokkink et al., 2010).

4.1. Reliability of the ASAQ

The ASAQ consists of multiple items, each representing a latent 
construct or dimension. For the questionnaire to be reliable, it is 
necessary for the ratings on items of one construct or dimension to 
correlate with each other. High correlation means that the instrument 
has high internal consistency.
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Table 3
Reliability analysis results (Cronbach’s 𝛼) of three studies.
 No. Construct/Dimension Study Early ’21 Study Mid ’21 Study ’22 Combined Mid ’21 & ’22
 𝑛 = 192 𝑛 = 532 𝑛 = 534 𝑛 = 1066

 All 1st 3rd

 1.1 Human-Like Appearance 0.86 0.88 0.84 0.83 0.86 0.84
 1.2 Human-Like Behaviour 0.82 0.83 0.80 0.84 0.85 0.84
 1.3 Natural Appearance 0.70 0.66 0.73 0.73 0.73 0.73
 1.4 Natural Behaviour 0.56 0.58 0.55 0.60 0.60 0.60
 1.5 Agent’s Appearance Suitability 0.77 0.74 0.80 0.73 0.72 0.72
 2 Agent’s Usability 0.80 0.77 0.83 0.72 0.81 0.77
 3 Performance 0.53 0.72 0.30 0.68 0.64 0.66
 4 Agent’s Likeability 0.84 0.84 0.84 0.80 0.80 0.80
 5 Agent’s Sociability 0.56 0.66 0.47 0.71 0.66 0.69
 6.1 Agent’s Personality Presence 0.55 0.38 0.64 0.60 0.61 0.60
 7 User Acceptance of the Agent 0.65 0.74 0.51 0.65 0.67 0.66
 8 Agent’s Enjoyability 0.76 0.79 0.74 0.70 0.77 0.74
 9 User’s Engagement 0.65 0.88 0.84 0.70 0.65 0.68
 10 User’s Trust 0.62 0.83 0.80 0.66 0.67 0.67
 11 User Agent Alliance 0.72 0.66 0.73 0.77 0.78 0.77
 12 Agent’s Attentiveness 0.79 0.58 0.55 0.72 0.70 0.71
 13 Agent’s Coherence 0.75 0.74 0.80 0.67 0.69 0.68
 14 Agent’s Intentionality 0.70 0.77 0.83 0.68 0.73 0.70
 15 Attitude 0.74 0.72 0.30 0.78 0.81 0.79
 16 Social Presence 0.71 0.84 0.84 0.71 0.62 0.67
 17 Interaction Impact on Self-Image 0.79 0.66 0.47 0.72 0.73 0.73
 18.1 Agent’s Emotional Intelligence Presence 0.87 0.38 0.64 0.86 0.85 0.86
 18.3 User’s Emotion Presence 0.81 0.74 0.51 0.64 0.69 0.66
 19 User Agent Interplay 0.70 0.79 0.74 0.67 0.61 0.64

Note: The columns refer to data that originates from three studies: Study Early ’21 originates from the initial Reliability Study, Study Mid ’21 
from the Construct Validation study, and Study ’22 from the Cross-Validation Study. The Combined Data column refers to the combination of 
the Mid ’21 and ’22 datasets.
To this end, we collected data for a reliability analysis from 192 
crowd-workers from the platform Prolific Academic on 11-02-2021 
using Qualtrics as the questionnaire platform. We asked the participants 
to use the questionnaire items, which we offered in a random order, to 
rate the human interacting with the robot ASIMO based on a 30-second 
video. We randomly assigned half of the participants to a questionnaire 
with items formulated in the third-person perspective and the other 
half to one with items formulated in the first-person perspective. In 
the latter, we asked participants to rate the items from the perspective 
of the person in the video who was interacting with the ASA. For the 
analysis, we included only participants who passed at least 12 of the 
15 attention-check questions we randomly added to the questionnaire. 
This study was approved by the Human Research Ethics Committee 
TUDelft (no. 1402, date 18-12-2020) and preregistered (Fitrianie et al., 
2021b). For more details about this study, see Fitrianie et al. (2021a).

To determine the reliability we calculated Cronbach’s 𝛼 for each 
ASAQ construct and dimension. For this paper we report the combined 
data from three studies: the reliability study in early 2021 and two 
follow-up studies (aimed at construct- and cross-validation). We com-
bine the data of these last two to efficiently reach a large 𝑛, see Table 
3. The combined studies have values ranging from .60 to .86, with an 
average of .72, which is classified as a respectable reliability (DeVellis 
and Thorpe, 2021). The differences in reliability between the first-
person and third-person perspectives are not substantial, see Table  3 
(column Study Early ’21). The mean absolute difference between the 
two perspectives is small (𝑀 = .12, 𝑆𝐷 = .12) and the difference 
between perspectives is stable across the constructs and dimensions, 
except for Agent’s Personality (6.1) and Agent’s Emotional Intelligence 
Presence (18.1). We speculate that for these constructs some items 
might not reliably transfer between perspectives, for instance, observ-
ing someone having a reaction might not convince participants that 
‘they would also have that reaction’ despite that in reality they might 
react the same – a bias similar the Dunning–Kruger effect (Kruger and 
Dunning, 1999).
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4.2. Content validity of the ASAQ

To determine whether the ASAQ items adequately reflect their 
intended constructs (i.e., content validity (Fitrianie et al., 2021a)), we 
were inspired by the approach put forward by Lawshe (1975). This 
involves asking experts to independently assess whether or not an item 
effectively measures the construct for which we had initially proposed 
it.

We broke down this assessment into a series of small tasks for each 
construct and dimension. Each task showed the definition of a construct 
or dimension, and four items in a random order. These items were 
randomly selected such that two items were written for that construct 
or dimension (target items), and two were written for another construct 
or dimension (distractor items). The expert’s task was to identify which 
two items would adequately measure the construct and which would 
not. In total, 20 experts from our workgroup volunteered to participate, 
with an average of 10 experts per task, ranging from 8 to 15 experts. 
The study was approved by the Human Research Ethics Committee 
TUDelft (no. 1402, date 18-12-2020), and preregistered (Fitrianie et al., 
2020b).

For each item, we calculated the standardised, chance-corrected 
(𝑝 = .50, i.e., 2 out of 4) True Positive Rate (𝑇𝑃𝑅𝑠), defined as:

𝑇𝑃𝑅𝑠 =
𝑇𝑃 − 𝑝(𝑇𝑃 + 𝐹𝑁)

𝑇𝑃 + 𝐹𝑁
+ 𝑝,

where True Positive (𝑇𝑃 ) stands for the times an item is intended 
and identified as a target, and False Negative (𝐹𝑁) stands for the times 
an item is intended as a target but identified as a distractor. In theory, 
𝑇𝑃𝑅𝑠 can range from 0 to 1. We define an item’s 𝑇𝑃𝑅𝑠 value above .70
as an acceptable level of correctly identifying as measuring a construct. 
To give this some intuition consider ten experts; a target item where 
8 out of 10 experts agree that it measures the construct is accept-
able, while 7 out of 10 is not. Next, we calculated the standardised, 
chance-corrected False Positive Rate (𝐹𝑃𝑅 ), defined as:
𝑠
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Table 4
The average 𝑇𝑃𝑅𝑠 and 𝐹𝑃𝑅𝑠 for each ASAQ construct or dimension.
 No. Construct/Dimension 𝑇𝑃𝑅𝑠 Mean (SD) 𝑇𝑃𝑅𝑠 Mean (SD)
 1.1 Human-Like Appearance 0.96 (0.05) 0.06 (0.08)
 1.2 Human-Like Behaviour 0.98 (0.04) 0.21 (0.07)
 1.3 Natural Appearance 0.92 (0.05) 0.08 (0.08)
 1.4 Natural Behaviour 0.97 (0.05) 0.22 (0.03)
 1.5 Agent’s Appearance Suitability 0.93 (0.12) 0.07 (0.06)
 2 Agent’s Usability 0.94 (0.05) 0.03 (0.06)
 3 Performance 0.91 (0.09) 0.13 (0.12)
 4 Agent’s Likeability 0.81 (0.05) 0.11 (0.07)
 5 Agent’s Sociability 0.95 (0.05) 0.13 (0.12)
 6.1 Agent’s Personality Presence 0.97 (0.05) 0.14 (0.10)
 7 User Acceptance of the Agent 0.96 (0.07) 0.08 (0.08)
 8 Agent’s Enjoyability 0.96 (0.05) 0.17 (0.05)
 9 User’s Engagement 0.89 (0.11) 0.12 (0.06)
 10 User’s Trust 0.97 (0.06) 0.04 (0.07)
 11 User Agent Alliance 0.97 (0.05) 0.19 (0.07)
 12 Agent’s Attentiveness 1.00 (0.00) 0.20 (0.05)
 13 Agent’s Coherence 0.96 (0.05) 0.14 (0.10)
 14 Agent’s Intentionality 0.95 (0.06) 0.10 (0.07)
 15 Attitude 1.00 (0.00) 0.15 (0.09)
 16 Social Presence 0.93 (0.06) 0.25 (0.04)
 17 Interaction Impact on Self-Image 0.95 (0.06) 0.00 (0.00)
 18.1 Agent’s Emotional Intelligence Presence 1.00 (0.00) 0.10 (0.07)
 18.3 User’s Emotion Presence 0.98 (0.04) 0.11 (0.04)
 19 User Agent Interplay 0.95 (0.05) 0.04 (0.07)
𝐹𝑃𝑅𝑠 =
𝐹𝑃 − 𝑝(𝑇𝑁 + 𝐹𝑃 )

𝑇𝑁 + 𝐹𝑃
+ 𝑝,

whereby False Positive (𝐹𝑃 ) stands for the times an item is intended 
as a distractor but identified as a target, and True Negative (𝑇𝑁) stands 
for the times an item is intended and identified as a distractor. Likewise, 
𝐹𝑃𝑅𝑠 ranges from 0 to 1. We took as a threshold for unacceptable 
confusion 𝐹𝑃𝑅𝑠 > .30, as this is an indication that an item was too 
often associated with an unintended construct. This means that 7 out 
of 10 experts correctly identifying an item as a distractor is acceptable, 
while less is not.

Table  4 shows the average 𝑇𝑃𝑅𝑠 and 𝐹𝑃𝑅𝑠 of the ASAQ constructs. 
The 𝑇𝑃𝑅𝑠 ranges from .81 to 1, with an average of .95 (𝑆𝐷 = .04), while 
𝐹𝑃𝑅𝑠 ranges from 0 to .25, with an average of .12 (𝑆𝐷 = .06). This can 
be interpreted as that a substantial majority of experts agree that each 
of the 90 ASAQ items measures the intended construct or dimension 
and not unintended constructs or dimensions.

4.3. Construct validity of the ASAQ

As ASAQ includes multiple constructs and dimensions, we examined 
whether the items operate consistently (i.e., construct validity). More 
specifically, we examined whether an item converges with the items of 
the same construct or dimension (i.e., convergent validity) and diverges 
from items of other constructs or dimensions (i.e., discriminant valid-
ity) (Lawrence, 2014). In other words, are the relationships between 
the ASAQ items’ scores consistent with the hypothesised construct and 
dimension structure?

As we wanted our results to generalise across agents,4 we used 
videos of different types of agents. The videos demonstrated an in-
teraction between an agent and a human, for example, a user asking 
an agent for help with some task. In gathering this stimulus set, we 
set out to select agents keeping three aims in mind: (i) to ensure that 
all constructs/dimensions were relevant in at least some of the inter-
actions; (ii) to ensure some variation in the ratings among the items 

4 Note that here we use the term ‘agent’ and not ASA, as some videos 
include an interaction with a ‘natural’ social agent, such as a dog. However, 
most videos show an interaction with an artificial social agent, such as a social 
robot.
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observed within each construct/dimension; and (iii) to maintain some 
degree of independence between the ratings of items from different 
constructs/dimensions. Nine experts from the work group volunteered 
to collect the stimulus set, resulting in video clips of 56 different 
agents. The agents vary in the physical type (e.g., robots, chatbots, 
voice assistants, virtual agents, and real animals), application domain 
(e.g., education, healthcare, personal assistant, and entertainment), 
interaction environment (i.e., reality, mixed reality, virtual reality, and 
augmented reality), and production stages (i.e., high or low fidelity 
prototypes, partially or fully functional systems). To ensure that the 
stimuli would elicit a wide range of ratings across the different con-
structs/dimensions, three experts examined all agents and predicted 
the ratings of each agent on each construct as high, medium, or low. 
Using these predicted ratings, we selected 14 agents Appendix  C with 
the lowest correlation and the biggest predicted spread of ratings.

To evaluate the construct validity, we collected ASAQ data from 
532 crowd-workers on the online crowd-sourcing platform Prolific 
from 12–14 July 2021. Participants rated the interaction between an 
individual and an agent shown in a 30-second video from a third-person 
perspective. The Human Research Ethics Committee TUDelft (no. 1402, 
date 18-12-2020) approved the study, which we also preregistered (Fi-
trianie et al., 2021c). The videos used are available5 and for a more 
detailed description of the study, see Fitrianie et al. (2022a,b).

Each participant evaluated one randomly selected agent using the 
questionnaire items, which were presented in a random order. As we 
conducted this study during the development of the ASAQ, we were 
still working with 131 questionnaire items. Thus, for the sample size 
estimation, the 4 to 10 participants per item rule-of-thumb for factor 
analysis (de Vet et al., 2005) suggests a minimum sample size of (131 
items × 4) 524 participants. We increased this to 532 to have an equal 
distribution of participants across the 14 selected agents (14 × 38 = 
532). We included 15 attention-check questions (pass ≥ 12 correct) and 
a check on whether people could watch the video. Of the 567 recruited 
participants, 33 failed the video-compatibility check, and two failed the 
attention check.

5 https://osf.io/q2xur/wiki/home/

https://osf.io/q2xur/wiki/home/
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To examine the convergent validity, we conducted a Confirmatory 
Factor Analysis (CFA) on each construct and its dimensions separately6. 
The models had Comparative Fit Index (CFI) scores ranging from .96 to 
1 (CFI 𝑀 = .99, 𝑆𝐷 = .02), where a score close to one indicates a good 
fit between data and model (Blunch, 2013).

To examine discriminant validity we conducted CFA on the items 
of multiple constructs at the same time. However, we failed to run 
an admissible second-order model based on a single conceptual model 
that included all ASAQ constructs and dimensions. We ended up with 
a negative variance and a non-positive definite matrix, as our model 
was likely too complex (Blunch, 2013). Therefore, we instead ran four 
CFA with first-order models, grouping the highest correlated constructs 
and dimensions. This way, we aimed to maximise the likelihood of 
spotting discriminant validity weaknesses. To determine the grouping, 
we first ran an Exploratory Factor Analysis (EFA) on the predicted 
latent score of constructs we obtained in CFA during the convergent 
validity analysis. The CFI score of these four models ranged from .95
to .98 (𝑀 = .96, 𝑆𝐷 = .01), suggesting that the ASAQ model fitted well 
with the collected data.

4.4. Cross-validity of the ASAQ

In the description of the ASAQ characteristics so far, we have used 
data that was also used to create or modify the ASAQ. This might 
lead to quality performance scores suffering from overfitting as we 
merged dimensions or removed items to optimise the scores based on 
that same data. To address this concern, we conducted a repetition of 
the construct validity analysis with a new sample of participants and 
agents. We obtained approval for this study from the Human Research 
Ethics Committee TUDelft (no. 1963, date 24-01-2022), preregistered 
the study (Fitrianie et al., 2022c), and made the analysis script and data 
online available (Fitrianie et al., 2025).

We recruited 544 new Prolific Academic crowd-workers (> 18 years, 
fluent in English). Out of the 544 participants, eight failed the video-
compatibility check, one failed the attention check, and one completed 
the questionnaire multiple times, leaving us with a sample of 534 
participants for the analysis. The data collection took place between 
5–15 September 2022.

From the original set of 54 agents, we selected a new set of agents, 
minimising the correlation between the agents and maximising the 
spread and coverage of predicted ratings (Section 4.3), to ensure di-
verse agents. These 15 agents consisted of 13 ASAs, one zombie, and 
one fish Appendix  C. The 24 CFAs (for 16 constructs and 8 dimensions) 
as part of the convergence analysis, showed good model fit with, on 
average, a CFI score of .99 (𝑆𝐷 = .02, range [.94 .. 1]). For the 
discriminant validity analysis, we conducted six CFA on groups of 
the most related constructs and dimensions. The grouping was again 
based on an EFA. The constructs and dimensions that loaded highly on 
multiple factors were included in multiple CFAs.

In all six analyses, we only considered the relation between items 
and their own construct or dimension, and the relation among con-
structs and dimensions. In other words, we followed the assumption 
that the constructs and dimensions are aspects in their own right and 
that we did not have to include associations between items from other 
constructs. Here we test whether this assumption was correct. The 
factor loadings of the items ranged from .42 to .86 (𝑀 = .64, 𝑆𝐷 = .10) 
in the six CFAs, while the CFI scores ranged from .93 to .97 (𝑀 = .94, 
𝑆𝐷 = .02), see Fig.  4. All CFIs are above the .90 threshold indicating a 
good fit of the model to the data (Stevens, 2009; Blunch, 2013). Thus, 
the results support the hypothesis that the constructs and dimensions 
are aspects in their own right, as we did not have to include associations 
between items and other constructs. We allow such associations on the 
construct-dimension level, acknowledging their interlinking.

6 For the construct validity analyses we used R (v4.0.4) with factor analysis 
libraries from the packages psych (v2.1.3) and lavaan (v0.6–8), and we used 
the maximum likelihood method with promax rotation, which allows for 
factors to be correlated.
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4.5. Predictive validity of the ASAQ

We consider predictive validity a measure of the relation between 
expert predictions of ASA performance and the construct ratings of 
ASAs in the ASAQ. As outlined in Section 4.3, we selected ASAs for 
the construct and cross-validity study based on the predictions of three 
experts. They predicted for a set of 54 agents the ratings for each 
construct on a scale from low, medium and high.7 We correlate the 
median of these expert predictions with the mean ASAQ rating of 
participants for the 29 agents. Table  5 shows this correlation, giving 
insight into ASAQ’s predictive validity on a construct level. Note that 
these predictions were made during the construction of the ASAQ 
where constructs were still in flux, therefore we can only show the 
correlations for the ASAQ constructs for which we have predictions. 
Thus, excluding the constructs Performance and User Agent Alliance, 
the Spearman correlations for the long ASAQ version range from .10 to 
.92, with a median of .50. According to Hinkle (2003) we can classify 
this as a moderate correlation (Hinkle et al., 2003).

4.6. Concurrent validity of the long and short ASAQ versions

To determine the relation between the long and short versions of 
the ASAQ, we calculated the correlations and differences between these 
two versions using the data that we have available from the Mid ’21 and 
’22 studies, see Table  6. Combining these datasets shows an average 
correlation of .81 over all constructs (range [.70 .. .92]). This can be 
interpreted as high concurrent validity (Hinkle et al., 2003). Likewise, 
the absolute mean differences between the means of the constructs and 
dimensions of the long version and the representative item of the short 
version shows an acceptable variation, with a mean of the absolute 
mean differences of .21 (range [0 .. .58], 𝑆𝐷 = .17).

4.7. Interpretability of the ASAQ

We examined the ASAQ interpretability focusing on three aspects 
that helped us to interpret the scores of the ASAQ. We investigated 
(1) the extent to which participants used the full range of a scale, (2) 
potential floor or ceiling effects, (3) and the availability of normative 
data (Mokkink et al., 2010). We again reused the data from both the 
construct- and cross-validity studies for this analysis. This combined 
dataset provides a representative set of 29 agents and 1066 (532+ 534) 
unique participant ratings.

First, we assessed the coverage of the answer-range of the scale. 
Table  D.1 shows the relative frequency of how often the participants 
used each of the seven points on the answer scale. Note that the 
scores of reverse items were adjusted accordingly. For some constructs, 
such as User’s Engagement (9), the score distribution appears asym-
metrical, suggesting that the stimulus set was not balanced for these 
constructs: the range of such a construct was not covered. For example, 
perhaps only ASAs were included that evoke strong user engagement. 
Alternatively, the experiences for these constructs might be polarised. 
For example, participants perceived some agents as having human-like 
appearance while others did not, which limited the middle ground.

Second, we moved from analysing individual item-level scores to 
construct-level scores to investigate ceiling or floor effects. To achieve 
this, we calculated the average score across the items of each con-
struct or dimension to investigate extreme scoring. Table  7 shows the 
percentages of participants who gave the lowest or highest possible 
construct or dimension score. Specifically, this lowest score means that 
a participant gave a −3 score on all items of a construct, whereas the 
highest means a +3 rating on all items. Summing these percentages 
gives the percentage of extreme construct scores, see the last column 

7 Dataset pertaining to 54 agents on the OSF: https://osf.io/q2xur/wiki/
home/

https://osf.io/q2xur/wiki/home/
https://osf.io/q2xur/wiki/home/
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Fig. 4. Confirmatory factor analysis diagrams. Links between constructs that are of marginal and moderate concern 𝜌 ≥ .80 (Rönkkö and Cho, 2022) are shown.
in the table. The percentage ranges from 2% to 28% with an average of 
8.50%, which is lower than 15%, a cut-off point suggested to indicate 
a floor or ceiling effect (de Vet et al., 2011). These results suggest that, 
on average, participants can fully express their experience in the ASAQ, 
unlimited by the scale ends. Additionally, for the individual constructs 
and dimensions, most percentages for extreme scores are also below or 
around 15%, except for Human-like appearance (1.1). The relative ease 
of rating this construct might explain the larger extremes, specifically 
it might be somewhat binary whether or not something looks like a 
human, resulting in more pronounced and extreme ratings.

Further, we conducted a similar analysis for the short ASAQ, see 
Table  D.2. However, with single-item constructs, there is less room 
for nuance and extreme scoring can be expected. Consequently, this is 
reflected in an average of (mean of score −3 (10%) + score 3 (19.21%) 
=) 29.21% extreme scores for the short ASAQ. Consequently, the short 
version is less capable of capturing extreme experiences because of 
potential floor and ceiling effects.

However, to investigate the impact of potential floor and ceiling 
effects on the total ASAQ performance, we computed the range of sum 
of the item scores for both the long and short versions. Where, in 
theory, the total score of the long version can range from −270 to 270, 
the scores of our 1066 participants range from −225 to 255 (𝑀 = 50.50, 
𝑆𝐷 = 76.76), ruling out floor or ceiling effects. Similarly, for the short 
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version of the ASAQ, the sum of item scores can range from −72 to 72, 
while the score of our participants ranges from −67 to 69 (𝑀 = 15.75, 
𝑆𝐷 = 22.15). Furthermore, the bell-shaped curves suggest that there 
are no holes in the distribution of the sum of item scores for both the 
long and short versions, see Fig.  5.

Third and finally, we explored how to assign meaning to ASAQ 
results. As the ASAQ is a set of statements on which participants 
rate their agreement, it is not self-evident how to interpret a score. 
Fortunately, we can again use our representative dataset to ground and 
interpret future ASAQ results. To this end, we present our normative set 
and name it ASAQ representative set 2024.

One strategy future researchers could follow is to report agents that 
received similar scores as their ASA to give some context. For this, they 
can use Tables  D.3 to D.10 in Appendix  D, which show each agent’s 
mean scores and standard deviations for each construct and dimension. 
For example, if we have an ASA with a mean Agent’s Usability (2) of 
.5, we could report that from the representative agent set, agents Dog 
(as a pet) and DeepBlue, with scores of .42 and .8, received a relatively 
similar score as our ASA.

Another strategy for researchers is to report how well their ASA 
performs on a particular construct compared to the entire normative 
agent set. For this purpose, Tables  D.11 and D.12 show the percentile 
score for each construct and dimension based on the long and short 
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Table 5
The correlation (𝜌) between the median of expert predictions and the mean ratings obtained with ASAQ of 29 agents.
 No. Construct/Dimension 𝜌 Prediction and 𝜌 Prediction and
 Long ASAQ Version Short ASAQ Version
 1.1 Human-Like Appearance 0.92 0.91
 1.2 Human-Like Behaviour 0.58 0.57
 1.3 Natural Appearance 0.74 0.72
 1.4 Natural Behaviour 0.50 0.48
 1.5 Agent’s Appearance Suitability 0.58 0.52
 2 Agent’s Usability 0.35 0.45
 3 Performance
 4 Agent’s Likeability 0.64 0.66
 5 Agent’s Sociability 0.50 0.54
 6.1 Agent’s Personality Presence 0.61 0.38
 7 User Acceptance of the Agent 0.41 0.32
 8 Agent’s Enjoyability 0.67 0.46
 9 User’s Engagement 0.41 0.43
 10 User’s Trust 0.32 0.34
 11 User Agent Alliance
 12 Agent’s Attentiveness 0.39 0.54
 13 Agent’s Coherence 0.10 0.09
 14 Agent’s Intentionality 0.53 0.34
 15 Attitude 0.45 0.49
 16 Social Presence 0.71 0.74
 17 Interaction Impact on Self-Image 0.25 0.18
 18.1 Agent’s Emotional Intelligence Presence 0.41 0.46
 18.3 User’s Emotion Presence 0.51 0.46
 19 User Agent Interplay 0.47 0.50
Table 6
Correlation (𝜌) and absolute standardised mean difference (𝛥 M) between the long and short versions of ASAQ.
 No. Construct/Dimension Study Mid ’21 Study ’22 Combined Mid ’21 & ’22
 𝑛 = 532 𝑛 = 534 𝑛 = 1066

 𝜌 𝛥 M 𝜌 𝛥 M 𝜌 𝛥 M
 1.1 Human-Like Appearance 0.92 0.03 0.93 0.03 0.92 0.03
 1.2 Human-Like Behaviour 0.87 0.15 0.82 0.21 0.85 0.18
 1.3 Natural Appearance 0.83 0.09 0.82 0.02 0.82 0.05
 1.4 Natural Behaviour 0.85 0.61 0.85 0.53 0.85 0.57
 1.5 Agent’s Appearance Suitability 0.85 0.08 0.85 0.00 0.85 0.04
 2 Agent’s Usability 0.83 0.11 0.85 0.20 0.84 0.16
 3 Performance 0.78 0.13 0.73 0.35 0.75 0.24
 4 Agent’s Likeability 0.87 0.10 0.86 0.19 0.87 0.15
 5 Agent’s Sociability 0.86 0.53 0.84 0.64 0.85 0.58
 6.1 Agent’s Personality Presence 0.74 0.39 0.79 0.32 0.77 0.35
 7 User Acceptance of the Agent 0.80 0.05 0.82 0.12 0.81 0.09
 8 Agent’s Enjoyability 0.80 0.48 0.77 0.10 0.78 0.29
 9 User’s Engagement 0.83 0.07 0.72 0.05 0.77 0.01
 10 User’s Trust 0.82 0.09 0.80 0.16 0.81 0.13
 11 User Agent Alliance 0.69 0.43 0.71 0.56 0.70 0.50
 12 Agent’s Attentiveness 0.79 0.19 0.76 0.18 0.78 0.18
 13 Agent’s Coherence 0.73 0.01 0.79 0.04 0.76 0.03
 14 Agent’s Intentionality 0.75 0.25 0.76 0.35 0.76 0.30
 15 Attitude 0.88 0.00 0.90 0.00 0.89 0.00
 16 Social Presence 0.85 0.07 0.81 0.05 0.83 0.06
 17 Interaction Impact on Self-Image 0.77 0.24 0.77 0.26 0.77 0.25
 18.1 Agent’s Emotional Intelligence Presence 0.86 0.38 0.83 0.24 0.85 0.31
 18.3 User’s Emotion Presence 0.74 0.07 0.77 0.10 0.76 0.08
 19 User Agent Interplay 0.78 0.36 0.73 0.37 0.76 0.36
version of the ASAQ, a scale score where 𝑘% of the 29 agents had a 
lower mean score. Future researchers, therefore, can report the fraction 
of representative agents with a lower score than their ASA. This is 
the percentile rank of their score. For example, the ASA Furby from 
our ASAQ representative set 2024 has a score of 1.92 on the Agent’s 
Usability (2) construct (based on the long version of the ASAQ, Table 
D.4). This is larger than 1.76 (80th percentile) and smaller than 1.94 
(90th percentile) (Table  D.11), meaning it has a mean score in the top 
80%–90% of the Usability ratings of the entire ASAQ representative 
set 2024. We propose to interpret such percentile rank scores, follow-
ing Tran et al. (2024), as is shown in Table  8. This means that Furby’s 
Usability score can be classified as ‘‘high’’ and reported as in the top 
80%–90% scores of the ASAQ representative set 2024.

In the same way, Table  9 also allow us to report the percentile rank 
of the ASAQ score. The ASAQ score is calculated by adding up the 
10 
mean score of the constructs and dimensions. For the short version, this 
means simply adding all up items. Therefore, in the future we would 
calculate the mean ASAQ score of our ASA and use the table to look 
up its percentile rank. For example, the character Samantha from the 
movie Her has an ASAQ score of 25 on the long ASAQ version (Table 
D.6). This means this character has a percentile rank of above 90%, 
which can be classified as ‘‘very high’’. In other words, it ‘beats’ at least 
90% of ASAs in the ASAQ representative set 2024.

Besides the interpretation of the absolute scores, the data from the 
29 agents also allow us to interpret the differences in the scores we 
obtained between two different ASAs, specifically, the size of the (abso-
lute) differences. Tables  D.13 and D.14 show the percentile difference 
scores observed between the mean scores of all combinations of the 
29 agents for each construct and dimension based on the short and 
long versions of the ASAQ. For example, take an ASA 𝐴 with a score 
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Table 7
The relative frequency (𝑅𝐹 ) of the lowest, highest and sum of extreme scores for each ASAQ construct and dimension, based on the long ASAQ version.
 Number 𝑅𝐹 (n = 1066) Sum 𝑅𝐹
 No. Construct/Dimension of Items Lowest Highest Extremes

 1.1 Human-Like Appearance 4 0.23 0.05 0.28
 1.2 Human-Like Behaviour 5 0.03 0.02 0.05
 1.3 Natural Appearance 5 0.02 0.01 0.03
 1.4 Natural Behaviour 3 0.06 0.02 0.08
 1.5 Agent’s Appearance Suitability 3 0.00 0.12 0.12
 2 Agent’s Usability 3 0.01 0.11 0.12
 3 Performance 3 0.00 0.06 0.06
 4 Agent’s Likeability 5 0.00 0.05 0.05
 5 Agent’s Sociability 3 0.02 0.03 0.05
 6.1 Agent’s Personality Presence 3 0.03 0.02 0.05
 7 User Acceptance of the Agent 3 0.01 0.10 0.11
 8 Agent’s Enjoyability 4 0.00 0.09 0.09
 9 User’s Engagement 3 0.00 0.17 0.17
 10 User’s Trust 3 0.01 0.02 0.03
 11 User Agent Alliance 6 0.01 0.01 0.02
 12 Agent’s Attentiveness 3 0.00 0.16 0.16
 13 Agent’s Coherence 4 0.00 0.11 0.11
 14 Agent’s Intentionality 4 0.01 0.03 0.04
 15 Attitude 3 0.01 0.15 0.16
 16 Social Presence 3 0.05 0.01 0.06
 17 Interaction Impact on Self-Image 4 0.01 0.02 0.03
 18.1 Agent’s Emotional Intelligence Presence 5 0.12 0.00 0.12
 18.3 User’s Emotion Presence 4 0.00 0.03 0.03
 19 User Agent Interplay 4 0.00 0.02 0.02
Fig. 5. Range sum of scores of each item of the long and short versions of ASAQ.
Table 8
Interpretation of the percentile rank scores (Tran et al., 2024).
 Percentile Interpretation

 0 – 50% Low  
 50% – 75% Moderate  
 75% – 90% High  
 90% – 95% Very High  
 95% – 1 Exceptional  

of 1.6 and an ASA 𝐵 with a score of 0.1 on the Agent’s Usability (2) 
scale of the long version; this would give us a 1.5 difference score and, 
consequently, the 90th percentile rank score (> 1.33 score). In other 
words, we can report that the observed difference between ASAs 𝐴 and 
𝐵 is larger than 90% of differences observed in the representative data 
set regarding Agent’s Usability (2).

These strategies provide meaning or interpretability to ASAQ re-
sults. Future studies, reporting the ASAQ scores of novel ASAs, con-
tribute to this representative set of agents - provided these studies 
are well performed and the ASA is well documented. For example, a 
groundbreaking ASA that everyone becomes familiar with (e.g., Chat-
GPT) could be evaluated with ASAQ and its high-scoring constructs 
can become the new ‘‘target to beat’’ for the ASA community. In this 
11 
way, future usage of the ASAQ allows for continuous calibration of the 
interpretation of ASAQ scores.

5. Using the ASAQ

In this section, we outline three main considerations when using the 
ASAQ: choosing the ASAQ version (long or short version), determining 
the appropriate sample size, and reporting and visualising the results.

5.1. Choosing the ASAQ version

The choice of using either the long or short version of the ASAQ 
depends on the purpose of the study. There are three scenarios: (1) 
researchers aiming for a quick first impression of the interaction expe-
rience their ASA evokes can consider using the short ASAQ version; (2) 
researchers aiming for a comprehensive and thorough understanding 
of their ASA’s performance should consider opting for the long ASAQ 
version; and (3) researchers interested in only some of the constructs 
have to consider using the long ASAQ for those constructs provided 
they also include the short ASAQ for the constructs in which they are 
less interested. This way, their study is more relevant as it contributes 
to the overall community’s ability to replicate and understand the 
human-ASA interaction experience. We recommend option three for 
most researchers, so probably you (!), as this is economical and helps 
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Table 9
The percentile of ASAQ scores of the ASAQ representative set 2024 (𝑛 = 29).
 Percentile

 Version 5% 10% 20% 25% 30% 40% 50% 60% 70% 75% 80% 90% 95%

 Long ASAQ −0.72 2.68 9.36 10.37 12.54 13.58 14.32 16.41 17.82 19.28 20.45 24.91 27.69 
 Short ASAQ −0.05 6.21 9.81 11.57 12.79 14.07 14.95 17.88 19.67 20.85 21.81 25.86 30.20 
Table 10
Most conservative sample size estimations for studies compar-
ing two ASAs with .8 power and .05 alpha level.
 Percentile: 25% 50% 75%
 Version Effect size: Small Medium Large

 Long ASAQ 485 116 41  
 Short ASAQ 614 154 53  

the community understand the general experience of your ASA, while 
allowing you to perform comparisons on the specific constructs your 
work focuses on.

5.2. Sample size

The number of participants to be recruited is an important question 
when planning a study, especially if a frequentist approach is taken. 
Here, we offer suggestions for two situations: (1) when comparing 
between two ASAs or (2) when comparing a single ASA to the 29 agents 
in the ASAQ representative set 2024.

Let us start with the first situation, which concerns the Null Hypoth-
esis Significance Testing (NHST). For this, researchers often conduct 
a power analysis to determine sample size, taking key parameters as 
the statistical significance criterion (alpha level), the power of a test, 
and the expected effect size. Whereas we usually follow conventions for 
setting power and alpha level (e.g., power of .80 and alpha of .05), the 
ASAQ representative set 2024 can guide us in choosing an appropriate 
effect size. Following the idea of Tables  D.13–D.14 with percentile 
difference scores, Tables  D.15–D.16 show the associated effect sizes 
using the following formula (Cohen, 2013):

𝑑 =
𝑀1 −𝑀2
𝑆𝐷𝑝𝑜𝑜𝑙𝑒𝑑

These tables show the effect sizes ordered by percentiles of differences 
observed between all combinations of two agents, ranked from the 
smallest to largest. As a convention, we propose to classify the effect 
sizes of the 25th, 50th, and 75th percentile as small, medium, and 
large, respectively. For example, for Agent’s Usability (2) in the long 
ASAQ version, we consider 𝑑 = .25 a small effect, 𝑑 = .46 a medium 
effect, and 𝑑 = .81 a large effect. Consequently, a power analysis for an 
independent 𝑡-test, with a power of .80, alpha = .05, would indicate the 
need for 252, 75, or 25 participants, respectively.

When we do not target any specific construct or dimension, Tables 
D.15–D.16 also give an idea of what to do. In that case, if we want 
to be conservative, we should use the smallest effect size value of 
any individual construct to detect differences also for that targeted 
construct. A less conservative approach would be taking the median 
values across constructs and dimensions, which is also presented at the 
bottom of the tables. Additionally, for convenience, Table  D.17 shows 
the sample sizes for each construct at the various effect sizes, for an 
independent 𝑡-test with .80 power and .05 alpha level. Finally, Table  10 
shows the most conservative sample sizes (i.e., using the smallest effect 
size for any construct) for small, medium, and large effects.

Having discussed comparing two ASAs, let us now determine the 
sample size for a study involving a single ASA. In the previous section, 
we discussed how a score could be compared with the percentile rank 
score of the 29 agents in a representative data set. However, the sample 
mean (�̄�) obtained in the study is only an estimate of the population 
12 
mean (𝜇), so researchers often report a Confidence Interval (CI) using 
the following formula (Montgomery and Runger, 2003):
�̄� − 𝐸 < 𝜇 < �̄� + 𝐸,

whereby �̄� is the sample mean of ASAQ score, and 𝐸 is the maximum 
error of estimation. The formula for this is (Montgomery and Runger, 
2003):

𝐸 = 𝑧𝛼∕2

(

𝜎
√

𝑛

)

From this, we derive the formula for the sample size, which is:

𝑛 =
( 𝑧𝛼∕2 × 𝜎

𝐸

)2

The values for 𝑧𝛼∕2 are known for common 𝛼-level CIs (i.e., 100(1 − 𝛼) 
CI), as for a 90% CI, a 95% CI, a 97.5% CI and a 99% CI the 𝑧𝛼∕2-
values are 1.64, 1.96, 2.24 and 2.58 respectively. For 𝜎 we take the 
pooled SD of each agent’s construct in the representative set. Therefore, 
researchers only have to determine what error margin they find accept-
able for their CI. For convenience, we have expressed this in the size of 
an interval of the ranked percentile score observed in the representative 
data set for the 5th, 10th, 20th, and 25th percentile sizes. For this, 
we have calculated the mean interval size observed in rank percentiles 
scores for these four interval sizes, which we then used to calculate the 
associated sample sizes for each construct, see Tables  D.18–D.21.

Researchers can use these tables as follows. If they want to use a 
95% CI to estimate the Agent’s Usability (2) with the long version of 
ASAQ and are satisfied with an error margin associated with a 25th 
percentile interval, they would need at least 27 participants (Table 
D.21). Intuitively this means that these researchers can claim whether 
their score falls within the first, second, third or fourth quartile of the 
representative data set scores. If they want more precision, say, an 
error margin of a 20th percentile interval, they would need a sample 
size of 52 participants (Table  D.20). If they are not focusing on a 
specific construct, they should take to maximum sample size across 
the constructs, in the 20th percentile case this is the construct Agent’s 
Attentiveness (12) with a sample size of 100. Apparently, people’s 
experience with this construct was more diverse, while this was less 
when it came to rating agents’ human-like appearance, as that would 
require only 6 participants. For convenience, we have included the 
sample size for studies with a single ASA that use either version of 
ASAQ in Table  11.

5.3. Reporting and visualising your results

In the previous section, we provided some suggestions on reporting 
ASAQ findings that fit with the goals of the ASAQ. Specifically, we 
suggested contrasting ASAs with the ASAQ representative set 2024, 
which increases the usefulness of the ASAQ results of one study for 
the broader community. Besides evaluating that one agent, it adds to 
the body of comparisons of the human-ASA interaction experiences of 
the community. To aid in easy comparisons, we suggest researchers 
report two key aspects in their study (or in supplementary material 
accompanying their study): the ASAQ score and a visualisation of the 
ASAQ construct scores.

Firstly, the ASAQ score serves as a singular number representing 
the overall experience with the ASA. The ASAQ score is calculated by 
adding up the mean scores of all constructs and dimensions. For the 
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Table 11
Sample size for studies investigating a single ASA (and comparing it with the ASAQ representative set 2024) 
that are interested in all ASAQ constructs, for the various error margins (percentiles), specific confidence 
intervals (CI), and for both ASAQ versions. In bold are the suggested sample sizes considered appropriate 
in most studies.
 Version Error Margin 90% CI 95% CI 97.5% CI 99% CI
 
Long ASAQ

5% 689 979 1280 1691
 10% 201 286 374 493
 20% 70 100 130 172
 25% 46 66 86 114

 
Short ASAQ

5% 871 1237 1618 2137
 10% 350 497 650 859
 20% 76 108 141 186
 25% 68 97 126 167
short version, this means adding up all item scores after flipping the 
scores of reverse-scoring items. The ASAQ scores of all the ASAs used 
in our studies can be seen in . To ensure that other researchers can 
compare their ASAs, regardless of which construct they might be most 
interested in, we strongly recommend that researchers always report 
the ASAQ score in their studies and all constructs’ scores.

Secondly, we suggest researchers generate an ASAQ chart to vi-
sualise the profile of the human-ASA interaction experience of their 
ASA (Fitrianie et al., 2022a). These charts show the ASA’s score on 
24 constructs and dimensions, on the original −3 to +3 scale, or in 
percentiles based on a representative set 2024 of 29 agents. The centre 
of these charts shows the ASAQ scores or percentile scores of the 
ASAs. For example, Fig.  6 shows the profile of two agents from the 
representative set, Siri and NAO. We provide a script with examples to 
generate ASAQ charts (Fitrianie et al., 2025), which expects the data 
of an ASAQ study of each agent in a comma-separated values (CSV) 
format (i.e., for the long ASAQ version the data is the mean of 24 ASAQ 
constructs/dimensions, while for the short version is the mean of its 24 
items) and organised following the numbering of ASAQ’s constructs/di-
mensions (from HLA to UAI). This chart can be added to the paper or 
report of a study or, if that is not possible, as supplementary material. 
Additionally, the chart is also useful in (poster) presentations to offer 
an at-a-glance overview of the ASAQ results.

6. Discussion and conclusion

The analysis of the characteristics of the ASAQ allows us to draw 
several conclusions. First, the experience measured by ASAQ exten-
sively covers the community’s interest, as its 19 constructs are associ-
ated with more than 80% of the questionnaire constructs identified in 
studies presented at IVA between 2013 and 2018. Therefore, reporting 
ASAQ results helps the community establish insights on various ASA 
aspects they value; hence, ASAQ allows individual studies to contribute 
beyond their specific research interest. Second, three separate studies 
demonstrate a respectable level of reliability, indicating internal consis-
tency between measurement results of construct items, and indicating 
they at least align with capturing their latent construct. Third, the 
different studies also suggest a positive outlook on the validity of 
ASAQ, specifically content validity, construct validity, cross-validity, 
and predictive validity. In other words, the content validity shows that 
experts confirm the ASAQ items’ association with the construct they 
are measuring. Furthermore, the construct validity shows that a model 
where ASAQ items are only associated with their intended construct but 
where constructs are allowed to correlate can accurately describe the 
ASAQ data collected. During the creation of the ASAQ, in the construct 
validity study, we also removed questionnaire items to optimise the 
model’s fit. Therefore, repeating the analysis on a new data set in 
a cross-validity study was necessary and the results confirmed that 
we could reproduce this good fit of such a model. Additionally, the 
predictive validity shows that ASAQ outcomes correlate with experts’ 
predictions. Further, the high correlation between data from the long 
and short ASAQ versions demonstrates the concurrent validity of both 
13 
Fig. 6. The performance of Siri and NAO. Above: the ASAQ chart. Below: the percentile 
ASAQ chart comparing the representative set 2024. Here, the grey area indicates scores 
below or above the representative set.

versions. Fourth, the interpretability of the ASAQ results is promising 
as the scale provides adequate room for people to express their extent 
of agreement or disagreement. Furthermore, researchers can compare 
their ASA’s score with the scores of the representative 29 agents, using 
them as anchors for their findings. Additionally, they can rank their 
ASA’s score against those 29 agents from the ASAQ representative 
set 2024. This approach allows researchers to make statements such 
as the ASA’s performance score falling in the top 10% of the ASAQ 
representative agent set. Fifth, we provide a guide on selecting the 
long or short ASAQ version and determining the sample size for studies 
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using ASAQ. For their power analysis to compare two ASAs, researchers 
can look up the effect size equal to or larger than, for instance, the 
bottom 25% differences between agents in the representative data set, 
ranked from smallest to largest. Alternatively, researchers, who want 
to base their sample size on a desired level of precision about a single 
ASA, can look up the required sample sizes associated with the error 
margin expressed in percentile accuracy of scores observed in ASAQ 
representative set 2024. Finally, we provide suggestions on how and 
what to report from a study using ASAQ, including a visualisation in 
the form of an ASAQ chart, which illustrates the ASA’s performance on 
all 24 constructs/dimensions at-a-glance in a single figure.

These conclusions also have limitations. First, we asked the partic-
ipants to rate their experience after watching a video without directly 
interacting with an ASA (third-person perspective). Although this was 
pragmatic and allowed us to conduct studies with many participants 
in different countries with various ASAs, scores based on vicarious 
experiences might differ from those based on direct experiences with 
ASAs (first-person perspective). Here, how well participants identified 
with the person in the video might influence the impact of their vicar-
ious experience. For example, Kang et al. (2021) found that the degree 
of self-identification moderated the impact of vicarious experience on 
self-efficacy. Therefore, the scores in the representative data set might 
be limited in how well they generalise to experience based on actual 
interaction and, consequently, the absolute score, the effect size, and 
the sample size derived from them. Hence, as we write this paper, 
the workgroup is collecting ASAQ data on people’s direct experiences 
with ASAs Fitrianie et al. (2023). Despite this limitation, we do not 
expect these vicarious base experiences to limit the generalisation of 
the conclusions drawn concerning reliability and validity analyses as 
we primarily base them on correlation analyses.

Second, besides the expert data, we collected all other data from 
participants registered on the platform Prolific Academic, which is 
limited to people in Croatia and South Africa and in countries rep-
resented in the Organisation for Economic Co-Operation and Devel-
opment (OECD) countries8 (with the exceptions of Turkey, Lithuania, 
Colombia, and Costa Rica where Prolific is not available). Further, Pro-
lific populations might have a different demographic distribution than 
the general public. Although we refrained from collecting demographic 
data such as gender and age, the gender distribution of participants 
registered on this platform9 was 30.3% (Men), 43.6% (Women), and 
1.5% (non-Binary), and 24.6% (not reported), and the age distribution 
was 27.6% (18–25 years), 36.5% (26–35 years), 18.7% (36–45 years), 
10.3% (46–55 years), 5% (46–55 years), 1.9% (older than 65) and 0.1% 
(not reported). Therefore, researchers should exercise caution when 
generalising the reported ASAQ scores, effect sizes, and sample sizes to 
populations with a different demographic distribution or from countries 
not included in this platform.

Third, since the ASAQ measures interaction experience, which is 
useful for determining what is working or needs improvement, it might 
not be directly clear which part of the agent is responsible for the ob-
served outcome. To investigate this, researchers could compare ASAQ 
scores across multiple versions of an agent, or seek a questionnaire that 
specifically assesses parts or modalities of the agent. For example, the 
Mean Opinion Scale (Polkosky and Lewis, 2003) measures only the 
speech quality of an agent. To maintain the general applicability of 
the ASAQ, we avoided references to such specifics. Future researchers 
might also explore whether a component-based ASAQ version would be 
feasible, similar to what has been proposed for measuring the usability 
of interaction components of a system (Brinkman et al., 2009).

Fourth, the epistemological starting point of what an ASA is can 
vary between studies, ASAs, users, and researchers: is an ASA a tool 

8 See the list in https://www.oecd.org/en/countries.html
9 Data from participants active in the past 90 days before the moment of 

collecting this data, 17-07-2024.
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(warranting words like ‘use’) or a social actor (making words like 
‘interact’ more appropriate)? The ASAQ mixes these as it is a reflection 
of these various standpoints in the research community. Therefore, a 
researcher strictly following one of these epistemological stances might 
not appreciate all constructs, dimensions, or item formulations in the 
ASAQ.

These differing perspectives suggest that any questionnaire, includ-
ing the ASAQ, must evolve continuously - not only to incorporate 
new insights into social sensitivities within specific contexts but also 
to reflect broader shifts in social norms. The need for evolution was 
highlighted in our experience translating the ASAQ into German, a 
gendered language, where we had to address the agent according to 
its gender. This challenge also applies to the ongoing debate about 
whether agents should exhibit human-like characteristics. For example, 
the European Union AI Act (2024) (European Union, 2024) prohibits AI 
entities from pretending to be humans. Shneiderman (2020) takes this 
even further and argues that ASAs should not be designed to mimic 
humans at all.

6.1. Future work

The work also provides opportunities for future research, such as 
examining the validity of the ASAQ criteria; in other words, how does 
ASAQ compare with ‘gold’ standards or criteria (Neuman, 2013)? Tradi-
tionally, this is split up into subtypes: (1) concurrent validity, how does 
it compare with the existing measures?, and (2) predictive validity, how 
does the ASAQ score predict a standard in the future? We already see 
an example of concurrent validity when comparing the short and long 
ASAQ versions; in that case, we considered the long version the gold 
standard. However, a future task is comparing constructs measured 
in the ASAQ, such as Agent’s Usability, with existing measures that 
either align well on content (e.g., the Bot Usability Scale (Borsci et al., 
2022)) or are widely used (e.g., UTAUT (Venkatesh et al., 2003) 
or the Godspeed questionnaire (Bartneck et al., 2009)). As we write 
this paper, the workgroup is studying the ASAQ’s concurrent validity 
by comparing it with various existing questionnaires (Fitrianie et al., 
2023). Additionally, we can examine predictive validity by selecting a 
group of ASAs and predicting their scores, as we have done for the 29 
representative agents. Expanding on this would mean selecting ASAs 
where insight about, for example, their usability has been confirmed 
empirically and then investigating whether the ASAQ would reconfirm 
this.

As shown in Fig.  2, ASAQ focuses on a person’s interaction experi-
ence with a specific agent, leaving out factors preceding and succeeding 
the interaction. Future research, however, could specifically study the 
relationship, for example, between demographic factors, such as gender 
or age, and ASAQ constructs. And also, for instance, which ASAQ con-
structs predict specific context-dependent process or outcome factors, 
such as enhancing healthy eating or someone’s body mass index.

Future work can also focus on strengthening researchers’ adoption 
of ASAQ measures. We have worked with the community to establish 
the measure and reported about it at various conferences (Fitrianie 
et al., 2019, 2020a, 2021a, 2022a; Albers et al., 2024) and workshops, 
which means that an extensive group already recognises the work and 
considers it relevant to some degree. This is also reflected in the large 
number of ASA researchers involved in the OSF workgroup. Neverthe-
less, developing tutorials and educational material such as manuals, 
instruction videos and statistical packages (e.g., in R) to analyse and 
visualise results, could further facilitate and encourage researchers to 
use the ASAQ. Although the ASAQ score of a representative data set of 
29 agents is available online, offering researchers a repository to share 
and find ASAQ results allows researchers to more easily compare their 
findings.

Searching in this repository also requires a taxonomy for describing 
objective properties of an ASA, such as, as mentioned before, their 
communication modality, communication language, embodiment, and 

https://www.oecd.org/en/countries.html


S. Fitrianie et al.

(
(
(

International Journal of Human - Computer Studies 199 (2025) 103482 
mobility. Likewise, taxonomies are needed to describe participants 
and study setups. Thus, well-executed future research that reports the 
ASAQ scores of new ASAs can enhance the ASAQ representative set 
2024 of agents presented in this paper. The next widely recognised, 
revolutionary ASA like ChatGPT could set a new benchmark for the ASA 
community when assessed using the ASAQ. This ongoing use of ASAQ 
allows for a continuous re-calibration of score interpretations, and that 
should be reflected in a periodic systematic update of the representative 
set of agents.

Furthermore, researchers could use a representative set of agents 
to examine different types, embodiments, domains, user perspectives, 
and settings of ASAs. The ASAQ can also be continuously refined. 
For instance, a new short version of the ASAQ could be developed, 
featuring questionnaire items that capture the complete definition of 
each construct or dimension, rather than selecting representative items 
from each. This refinement can also take the form of differentiating 
between the types of ASAs, for instance, by creating partial ASAQ scores 
derived from selected constructs relevant to a particular type of ASA.

To conclude, we hope that the ASAQ will help the community to 
make valid claims, replicate findings, and establish more insight into 
how people experience their interaction with ASAs, especially as more 
and more of these ASAs enter our daily lives.

Glossary

• Artificial social agent: A computer-controlled entity that can au-
tonomously interact with humans following the social rules of 
human-human interactions.

• ASAQ Chart: Visualizing the ASAQ analysis result of an ASA on 
the −3 to 3 scale.

• ASAQ Percentile Chart: Contrasting the ASAQ analysis result of 
an ASA with the ASAQ representative set.

• ASAQ-Score: A number calculated by adding up the mean score 
of the ASAQ constructs and dimensions of an ASA. For the short 
version, this means simply adding all up items.

• ASAQ representative set 2024: Dataset of 29 agents collected in 
the Studies Mid ’21 and ’22.
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Appendix A. The artificial-social-agent questionnaire

Note:

• [R] refers to reverse-scoring questionnaire item,
• [The agent] can be replaced with the ASA’s name,
• [ .. / .. ], e.g. [I am/The user is], means to use either one, and
• Items labelled with ∗ are representative items used in the short 
version of the questionnaire.

• The construct names, codes, and definitions should not be in-
cluded in your questionnaire as presented to your participants. 
For template-examples of how to present the questionnaire, see 
the project website: https://asaq.ewi.tudelft.nl.

Seven-point rating scale [-3, +3]:

• -3 label: disagree
• 0 label: neither agree nor disagree
• 3 label: agree

A.1. Agent’s believability

The extent to which a user believes that the artefact is a social agent.

A.1.1. Human-like appearance
The extent to which a user believes that the social agent appears 

like a human.

HLA1) [The agent]’s appearance is human
HLA2) [The agent] has the appearance of a human ∗
HLA3) [The agent] has a human-like outside
HLA4) [The agent]’s appearance makes me think of a human

https://asaq.ewi.tudelft.nl
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A.1.2. Human-like behaviour
The extent to which a user believes that the social agent behaves 

like a human.

(HLB1) A human would behave like [the agent]
(HLB2) [The agent]’s manners are consistent with that of people
(HLB3) [The agent] behaviour makes me think of human behaviour
(HLB4) [The agent] behaves like a real person
(HLB5) [The agent] has a human-like manner ∗

A.1.3. Natural appearance
The extent to which a user believes that the social agent’s appear-

ance could exist in or be derived from nature.

NA1) [The agent] appears like something that could exist in nature
NA2) [The agent] has a natural physique
NA3) [The agent]’s resemblance has an organic origin
NA4) [The agent] seems natural from the outward appearance ∗
NA5) How [the agent] is represented is realistic

A.1.4. Natural behaviour
The extent to which a user believes that the social agent’s behaviour 

could exist in or be derived from nature.

NB1) [The agent] is alive
NB2) [The agent] acts naturally
NB3) [The agent] reacts like a living organism*

A.1.5. Agent’s appearance suitability
The extent to which the agent’s appearance is suitable for its role.

(AAS1) [The agent]’s appearance is appropriate ∗
(AAS2) [The agent]’s physique is suitable for its role
(AAS3) [The agent]’s appearance was suitable

A.2. Agent’s usability

The extent to which a user believes that using an agent will be free 
from effort (future process).

AU1) [The agent] is easy to use ∗
AU2) Learning to work with [the agent] is easy
AU3) Learning how to communicate with [the agent] is quick

A.3. Performance

The extent to which a task was well performed (past performance).

(PF1) [The agent] does its task well ∗
(PF2) [The agent] does not hinder [me/the user]
(PF3) [I am/The user is] capable of succeeding with [the agent]

A.4. Agent’s likeability

The agent’s qualities that bring about a favourable regard.

AL1) [The agent]’s appearance is pleasing
AL2) I like [the agent] ∗
AL3) [R] I dislike [the agent]
AL4) [The agent] is cooperative
AL5) I want to hang out with [the agent]

A.5. Agent’s sociability

The agent’s quality or state of being sociable.

AS1) [The agent] can easily mix socially ∗
AS2) It is easy to mingle with [the agent]
AS3) [The agent] interacts socially with [me/the user]
16 
A.6. Agent’s personality

The combination of characteristics or qualities that form an individ-
ual’s distinctive character.

A.6.1. Agent’s personality presence
To what extent the user believes that the agent has a personality.

(APP1) [The agent] has a distinctive character ∗
(APP2) [R] [The agent] is characterless
(APP3) [The agent] is an individual

A.6.2. Agent’s personality type
The particular personality of the agent.

A.7. User acceptance of the agent

The willingness of the user to interact with the agent.

UAA1) [I/The user] will use [the agent] again in the future ∗
UAA2) [I/The user] can see themselves using [the agent] in the future
UAA3) [R] [I oppose/The user opposes] further interaction with [the 

agent]

A.8. Agent’s enjoyability

The extent to which a user finds interacting with the agent enjoy-
able.

AE1) [R] [The agent] is boring ∗
AE2) It is interesting to interact with [the agent]
AE3) [I enjoy/The user enjoys] interacting with [the agent]
AE4) [R] [The agent] is unpleasant to deal with

A.9. User’s engagement

The extent to which the user feels involved in the interaction with 
the agent.

UE1) [I/The user] was concentrated during the interaction with [the 
agent]

UE2) The interaction captured [my/the user’s] attention ∗
UE3) [I/The user] was alert during the interaction with [the agent]

A.10. User’s trust

The extent to which a user believes in the reliability, truthfulness, 
and ability of the agent (for future interactions).

UT1) [The agent] always gives good advice
UT2) [The agent] acts truthfully
UT3) [I/The user] can rely on [the agent] ∗

A.11. User-agent alliance

The extent to which a beneficial association is formed.

(UAL1) [The agent] and [I/the user] have a strategic alliance ∗
(UAL2) Collaborating with [the agent] is like a joint venture
(UAL3) [The agent] joins [me/the user] for mutual benefit
(UAL4) [The agent] can collaborate in a productive way
(UAL5) [The agent] and [I/the user] are in sync with each other
(UAL6) [The agent] understands [me/the user]
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A.12. Agent’s attentiveness

The extent to which the user believes that the agent is aware of and 
has attention for the user.

AA1) [The agent] remains focused on [me/the user] throughout the 
interaction

AA2) [The agent] is attentive ∗
AA3) [I/The user] receives [the agent]’s full attention throughout the 

interaction

A.13. Agent’s coherence

The extent to which the agent is perceived as being logical and 
consistent.

AC1) [R] [The agent]’s behaviour does not make sense ∗
AC2) [R] [The agent]’s behaviour is irrational
AC3) [R] [The agent] is inconsistent
AC4) [R] [The agent] appears confused

A.14. Agent’s intentionality

The extent to which the agent is perceived as being deliberate and 
has deliberations.

(AI1) [The agent] acts intentionally
(AI2) [The agent] knows what it is doing
(AI3) [R] [The agent] has no clue of what it is doing ∗
(AI4) [The agent] can make its own decision

A.15. Attitude

A favourable or unfavourable evaluation toward the interaction 
with the agent.

AT1) [I see/The user sees] the interaction with [the agent] as 
something positive ∗

AT2) [I view/The user views] the interaction as something favourable
AT3) [R] [I think/The user thinks] negatively of the interaction with 

[the agent]

A.16. Social presence

The degree to which the user perceives the presence of a social 
entity in the interaction.

(SP1) [The agent] has a social presence
(SP2) [The agent] is a social entity ∗
(SP3) [I have/The user has] the same social presence as [the agent]

A.17. Interaction impact on self-image

How the user believes others perceive the user because of the 
interaction with the agent.

(IIS1) [My/The user’s] friends would recommend [me/them] to use 
[the agent]

(IIS2) Others would encourage [me/the user] to use [the agent] ∗
(IIS3) [The agent] makes [me/the user] look good
(IIS4) People would look favourably at [me/the user] because of

[my/their] interaction with [the agent]

A.18. Emotional experience

A self-contained phenomenal experience. They are subjective, eval-
uative, and independent of the sensations, thoughts, or images evoking 

A.18.1. Agent’s emotional intelligence presence
To what extent the user believes that the agent has an emotional 

experience and can convey its emotions.

(AEI1) [The agent] is emotional
(AEI2) [The agent] experiences emotions
(AEI3) [R] [The agent] is emotionless ∗
(AEI4) [The agent] can express its feelings
(AEI5) [R] [The agent] cannot experience emotions

A.18.2. Agent’s emotional intelligence type
The particular emotional state of the agent.

A.18.3. User’s emotion presence
To what extent the user believes that his/her emotional state is 

caused by the interaction or the agent.

(UEP1) [The agent]’s attitude influences how [I feel/the user feels]
(UEP2) [I am/The user is] influenced by [the agent]’s moods
(UEP3) The emotions [I feel/the user feels] during the interaction are 

caused by [the agent] ∗
(UEP4) [My/The user’s] interaction with [the agent] gives [me/them] 

an emotional sensation

A.18.4. User’s emotion type
The particular emotional state of the user during or after the 

interaction with the agent.
A.19. User-agent interplay

The extent to which the user and the agent have an effect on each 
other.

(UAI1) [My/The user’s] emotions influence the mood of the interac-
tion

(UAI2) [The agent] reciprocates [my/the user’s] actions
(UAI3) [The agent]’s and [my/the user’s] behaviours are in direct 

response to each other’s behaviour
(UAI4) [The agent]’s and [my/the user’s] emotions change to what 

[we/they] do to each other ∗

Appendix B. The short version of the artificial-social-agent ques-
tionnaire

Note:

• [R] refers to reverse-scoring questionnaire item,
• [The agent] can be replaced with the ASA’s name, and
• [ .. / .. ], e.g. [I am/The user is], means to use either one.
Seven-point rating scale [-3, +3]:

• -3 label: disagree
• 0 label: neither agree nor disagree
• 3 label: agree
24 items of the short version of the ASAQ:

HLA [The agent] has the appearance of a human
HLB [The agent] has a human-like manner
NA [The agent] seems natural from its outward appearance
NB [The agent] reacts like a living organism
AAS [The agent]’s appearance is appropriate
AU [The agent] is easy to use
PF [The agent] does its task well
AL I like [the agent]
AS [The agent] can easily mix socially
APP [The agent] has a distinctive character
UAA [I/The user] will use [the agent] again in the future
AE [R] [The agent] is boring
them.

17 
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Table C.1
The stimuli used in studies: 26 ASAs, a dog, a fish and a zombie.
 Study Agent Description Modality Communication Embodiment Mobility ASAQ  
 Language Score  
 Mid ’21 Aibo Robotic dog developed by Sony auditory, visual, 

tactile
body-, symbolic- 
& non-language

physical physical 19  

 ’22 Alexa Virtual assistant developed by Amazon auditory spoken disembodied not applicable 10  
 ’22 Alice Virtual human part of the ARIA framework (Valstar 

et al., 2016)
auditory, visual spoken, body 

language
virtual virtual 12  

 Mid ’21 Amy Virtual healthcare agent (Lisetti et al., 2013) auditory, visual spoken, body 
language

virtual virtual 9  

 Mid ’21 CHAPPiE Robot character in CHAPPiE auditory, visual, 
tactile

spoken, body 
language

physical physical 18  

 ’22 C3PO Fictional character from Star Wars - Saga auditory, visual, 
tactile

spoken, body 
language

physical physical 18  

 Mid ’21 DeepBlue Chess playing computer developed by IBM visual symbolic 
language

disembodied not applicable 7  

 Mid ’21 Dog A real dog - a domesticated carnivore mammal auditory, visual, 
tactile

spoken, body- & 
non-language

physical physical 29  

 ’22 Effie A virtual human therapist developed by (Ranjbartabar 
and Richards, 2016)

auditory, visual spoken, textual, 
body language

virtual stationary -1  

 ’22 Fish A real fish - an aquatic animal visual body language body language physical 32  
 Mid ’21 Furby Toy resembling a hamster or owl-like creature 

developed by Tiger Electronics
auditory, visual, 
tactile

spoken, body- & 
non-language

physical physical 
(limited)

13  

 ’22 Furhat Physical, stationary robot developed by Furhat Robotics auditory, visual spoken, body 
language

physical stationary 14  

 ’22 Geminoid Human android developed by Hiroshi Ishiguro 
Laboratories (Sakamoto and Ishiguro, 2009)

auditory, visual, 
tactile

spoken, body 
language

physical stationary 18  

 Mid ’21 Hal 9000 Fictional character in A Space Odyssey auditory spoken disembodied not applicable 14  
 Mid ’21 iCAT Cat-like robot developed by Philips auditory, visual, 

tactile
spoken, body 
language

physical stationary -2  

 ’22 Kitt High-tech car in the TV series Knight Rider auditory, visual spoken, non 
language

physical physical 16  

 ’22 Lola Virtual human therapist developed by (Lisetti et al., 
2013)

auditory, visual spoken, body 
language

virtual stationary 16  

 Mid ’21 Marcus Cyborg character in Terminator auditory, visual, 
tactile

spoken, body 
language

physical physical 25  

 Mid ’21 Nao Humanoid robot from Aldebaran Robotics auditory, visual, 
tactile

spoken, body 
language

physical physical 23  

 ’22 Paro A therapeutic robot baby harp seal developed by AIST auditory, visual, 
tactile

body- & 
non-language

physical stationary 19  

 Mid ’21 Poppy Virtual human from SEMAINE (Mckeown et al., 2013) auditory, visual spoken, body 
language

virtual stationary 14  

 ’22 Robot Boss Self-driving, two-wheeled videoconferencing robot 
developed by Double Robotics

auditory, visual, 
tactile

spoken physical physical 0  

 ’22 Samantha Virtual fictional character in HER auditory spoken disembodied not applicable 25  
 Mid ’21 Sarah Customer service from Digital Humans auditory, visual spoken, body 

language
virtual stationary 22  

 Mid ’21 Sim Sensei Virtual healthcare agent (DeVault et al., 2014) auditory, visual spoken, body 
language

virtual stationary 17  

 Mid ’21 Siri Virtual assistant developed by Apple auditory spoken disembodied not applicable 13  
 ’22 The Ambient 

Light TV
Lighting system actively adjusted both color and 
brightness upon the TV content developed by Philips

visual Symbolic 
language

disembodied not applicable 3  

 ’22 The Negotiator Virtual agent developed by USC ICT (Nazari et al., 
2015)

auditory, visual spoken, body 
language

virtual stationary 14  

 ’22 Zombie Reanimated corpse of a human being that has 
developed hunger for flesh

auditory, visual, 
tactile

body- & 
non-language

physical physical 10  

UE The interaction captured [my/the user’s] attention
UT [I/The user] can rely on [the agent]
UAL [The agent] and [I/the user] have a strategic alliance
AA [The agent] is attentive
AC [R] [The agent]’s behaviour does not make sense
AI [R] [The agent] has no clue of what it is doing
AT [I see/The user sees] the interaction with [the agent] as 

something positive
SP [The agent] is a social entity
IIS Others would encourage [me/the user] to use [the agent]
AEI [R] [The agent] is emotionless
UEP The emotions [I feel/the user feels] during the interaction are 

caused by [the agent]
UAI [The agent]’s and [my/the user’s] emotions change to what 

[we/they] do to each other

Appendix C. The ASAQ representative set 2024

Note:

• Study = the ASA questionnaire validation study where the ASA 
used as stimulus in the Study Mid ’21 (Construct Validity of the 
ASAQ) and the Study ’22 (Cross-Validity of the ASAQ).

• Modality = communication modalities.
• Communication Language = language used (by human and/or the 
agent) to communicate, i.e., spoken, body language (i.e., facial 
expression, head-, limbs- or body motion), symbolic (e.g. buzzers, 
lights, cards), and non-language vocalisation (e.g. vocal sounds 
without words, bark).

• ASAQ-scores are calculated based on the long ASAQ version.

See Table  C.1.
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Table D.1
The relative frequency of how often a score was used (on items, 𝑛 = 1066) based on the long version of the ASAQ.
 No. Construct/Dimension Relative Frequency
 −3 −2 −1 0 1 2 3

 1.1 Human-Like Appearance 0.37 0.09 0.08 0.07 0.15 0.12 0.12
 1.2 Human-Like Behaviour 0.16 0.11 0.12 0.11 0.24 0.16 0.11
 1.3 Natural Appearance 0.22 0.10 0.11 0.13 0.19 0.13 0.11
 1.4 Natural Behaviour 0.26 0.10 0.10 0.12 0.18 0.12 0.12
 1.5 Agent’s Appearance Suit. 0.03 0.03 0.04 0.14 0.23 0.25 0.27
 2 Agent’s Usability 0.03 0.03 0.05 0.16 0.23 0.26 0.24
 3 Performance 0.02 0.03 0.06 0.19 0.22 0.26 0.22
 4 Agent’s Likeability 0.11 0.06 0.07 0.16 0.17 0.18 0.25
 5 Agent’s Sociability 0.11 0.10 0.11 0.17 0.22 0.17 0.12
 6.1 Agent’s Personality Pr. 0.15 0.09 0.12 0.15 0.19 0.16 0.13
 7 User Acceptance of the A. 0.04 0.04 0.07 0.20 0.18 0.21 0.26
 8 Agent’s Enjoyability 0.05 0.05 0.08 0.13 0.19 0.22 0.29
 9 User’s Engagement 0.02 0.02 0.04 0.08 0.20 0.29 0.36
 10 User’s Trust 0.08 0.06 0.07 0.31 0.19 0.17 0.12
 11 User Agent Alliance 0.08 0.07 0.09 0.21 0.25 0.18 0.12
 12 Agent’s Attentiveness 0.03 0.02 0.05 0.08 0.21 0.25 0.36
 13 Agent’s Coherence 0.02 0.03 0.06 0.14 0.16 0.24 0.34
 14 Agent’s Intentionality 0.09 0.06 0.08 0.16 0.21 0.20 0.19
 15 Attitude 0.04 0.05 0.08 0.15 0.19 0.21 0.28
 16 Social Presence 0.18 0.12 0.14 0.18 0.19 0.12 0.07
 17 Interaction Impact on Self. 0.06 0.06 0.08 0.30 0.20 0.18 0.12
 18.1 Agent’s Emotional Int. Pr. 0.31 0.12 0.11 0.14 0.15 0.10 0.07
 18.3 User’s Emotion Presence 0.08 0.07 0.08 0.16 0.24 0.20 0.16
 19 User Agent Interplay 0.07 0.06 0.08 0.18 0.25 0.20 0.16

 Mean: 0.11 0.07 0.08 0.16 0.20 0.19 0.19
 SD: 0.10 0.03 0.03 0.06 0.03 0.05 0.09
 Median: 0.08 0.06 0.08 0.16 0.20 0.19 0.16
 Min: 0.02 0.02 0.04 0.07 0.15 0.10 0.07
 Max: 0.37 0.12 0.14 0.31 0.25 0.29 0.36

Table D.2
The relative frequency of how often a score was used (n = 1066) based on the short version of the ASAQ.
 No. Construct/Dimension Relative Frequency
 −3 −2 −1 0 1 2 3

 1.1 Human-Like Appearance 0.39 0.08 0.08 0.06 0.14 0.11 0.13
 1.2 Human-Like Behaviour 0.14 0.10 0.12 0.09 0.26 0.18 0.12
 1.3 Natural Appearance 0.21 0.12 0.14 0.11 0.18 0.12 0.12
 1.4 Natural Behaviour 0.15 0.09 0.11 0.10 0.23 0.17 0.15
 1.5 Agent’s Appearance Suit. 0.04 0.03 0.04 0.13 0.22 0.25 0.29
 2 Agent’s Usability 0.02 0.03 0.04 0.16 0.21 0.27 0.27
 3 Performance 0.02 0.02 0.04 0.15 0.20 0.30 0.27
 4 Agent’s Likeability 0.09 0.05 0.06 0.19 0.16 0.19 0.26
 5 Agent’s Sociability 0.17 0.15 0.13 0.20 0.18 0.11 0.07
 6.1 Agent’s Personality Pr. 0.09 0.06 0.11 0.17 0.25 0.19 0.13
 7 User Acceptance of the A. 0.04 0.03 0.04 0.23 0.19 0.21 0.26
 8 Agent’s Enjoyability 0.06 0.07 0.11 0.16 0.17 0.19 0.25
 9 User’s Engagement 0.01 0.02 0.03 0.08 0.21 0.32 0.33
 10 User’s Trust 0.06 0.07 0.10 0.22 0.24 0.19 0.13
 11 User Agent Alliance 0.12 0.10 0.09 0.30 0.20 0.12 0.07
 12 Agent’s Attentiveness 0.03 0.03 0.04 0.10 0.26 0.26 0.28
 13 Agent’s Coherence 0.02 0.02 0.06 0.14 0.16 0.26 0.34
 14 Agent’s Intentionality 0.07 0.05 0.08 0.15 0.16 0.22 0.27
 15 Attitude 0.03 0.05 0.08 0.14 0.23 0.20 0.27
 16 Social Presence 0.17 0.10 0.13 0.21 0.19 0.13 0.07
 17 Interaction Impact on Self. 0.05 0.05 0.06 0.25 0.24 0.20 0.15
 18.1 Agent’s Emotional Int. Pr. 0.25 0.12 0.12 0.13 0.16 0.12 0.10
 18.3 User’s Emotion Presence 0.08 0.07 0.08 0.15 0.23 0.20 0.18
 19 User Agent Interplay 0.09 0.08 0.09 0.23 0.23 0.17 0.10

 Mean: 0.10 0.07 0.08 0.16 0.20 0.20 0.19
 SD: 0.09 0.04 0.03 0.06 0.04 0.06 0.09
 Median: 0.08 0.06 0.08 0.16 0.20 0.19 0.16
 Min: 0.01 0.02 0.03 0.06 0.14 0.11 0.07
 Max: 0.39 0.15 0.14 0.30 0.26 0.32 0.34

Appendix D. Statistical analysis based on the combined studies mid-2021 and 2022

See Tables  D.1–D.21.
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Table D.3
The ASAQ constructs or dimension scores of AIBO, ALEXA, ALICE, AMY, CHAPPIE, C3PO, and DEEPBLUE based on the long version of ASAQ. The mean (standard deviation) 
values of each construct and dimension are calculated based on the mean scores of the construct’s or dimension’s items.
 No. Construct/Dimension AIBO ALEXA ALICE AMY CHAPPIE C3PO DEEPBLUE
 𝑛 =39 𝑛 = 37 𝑛 = 35 𝑛 = 39 𝑛 = 38 𝑛 = 36 𝑛 = 39
 1.1 Human-Like Appearance −2.54 (0.78) −2.47 (0.90) 0.96 (1.58) 0.88 (1.38) −1.09 (1.54) −0.31 (1.72) −1.96 (1.56)
 1.2 Human-Like Behaviour −1.59 (1.11) −0.34 (1.35) 0.21 (1.34) 0.09 (1.51) 0.31 (1.09) 0.42 (1.29) −0.55 (1.61)
 1.3 Natural Appearance 0.04 (1.47) −1.30 (1.02) 0.11 (1.18) −0.25 (1.18) −0.92 (1.16) −0.64 (1.18) −1.10 (1.20)
 1.4 Natural Behaviour −0.30 (1.30) −1.06 (1.23) −1.09 (1.14) −0.85 (1.40) 0.16 (1.36) 0.04 (1.28) −1.14 (1.55)
 1.5 Agent’s Appearance Suit. 2.06 (0.81) 1.13 (1.36) 1.44 (1.08) 1.21 (1.27) 0.95 (1.28) 1.61 (0.84) 1.09 (1.27)
 2 Agent’s Usability 1.78 (0.77) 2.02 (0.97) 1.62 (1.25) 1.28 (0.83) 0.75 (1.09) 1.07 (1.31) 0.80 (1.25)
 3 Performance 1.56 (0.95) 1.78 (0.77) 1.05 (1.38) 0.87 (1.08) 1.13 (0.85) 1.15 (1.28) 1.92 (0.97)
 4 Agent’s Likeability 1.48 (1.23) 0.77 (1.19) 0.77 (1.06) 0.08 (1.28) 1.27 (0.98) 1.44 (1.26) 0.33 (1.07)
 5 Agent’s Sociability 0.93 (1.36) −0.03 (1.24) 0.01 (1.42) −0.28 (1.25) 0.63 (1.07) 0.42 (1.20) −1.23 (1.62)
 6.1 Agent’s Personality Pr. 0.32 (1.14) −0.53 (1.40) −0.64 (1.57) −0.44 (1.22) 0.77 (1.42) 1.31 (1.38) −1.31 (1.43)
 7 User Acceptance of the A. 1.82 (0.98) 1.94 (1.00) 0.98 (1.09) 0.63 (0.98) 1.39 (1.13) 0.48 (1.51) 1.34 (1.06)
 8 Agent’s Enjoyability 1.96 (0.97) 1.30 (1.13) 0.95 (1.12) 0.31 (1.09) 1.82 (0.88) 1.10 (1.38) 1.18 (0.98)
 9 User’s Engagement 2.19 (0.97) 1.54 (1.06) 1.93 (0.92) 1.31 (0.93) 2.04 (0.77) 1.43 (0.94) 1.80 (1.01)
 10 User’s Trust −0.09 (1.12) 1.01 (1.12) 0.73 (1.20) 0.61 (0.93) 0.07 (1.14) 1.20 (1.12) 1.18 (1.23)
 11 User Agent Alliance 0.36 (1.17) 0.60 (0.99) 0.48 (1.06) 0.10 (1.04) 0.65 (0.89) 0.70 (1.06) 0.63 (1.25)
 12 Agent’s Attentiveness 1.85 (0.96) 1.80 (0.98) 2.13 (1.04) 1.66 (1.11) 1.15 (1.19) 1.73 (0.91) 1.32 (1.49)
 13 Agent’s Coherence 1.76 (0.89) 1.89 (0.89) 1.65 (0.94) 1.50 (1.01) 1.05 (0.95) 1.33 (1.07) 2.11 (0.88)
 14 Agent’s Intentionality 0.13 (1.42) 0.61 (1.06) 0.44 (1.35) 0.33 (1.44) 0.18 (1.39) 1.41 (0.97) 1.54 (1.31)
 15 Attitude 2.37 (0.67) 1.71 (0.86) 1.08 (1.33) 0.36 (1.05) 1.86 (1.04) 0.03 (1.72) 1.47 (1.06)
 16 Social Presence 0.03 (1.45) −0.77 (1.41) −0.98 (1.32) −0.46 (1.41) 0.25 (1.21) −0.27 (1.21) −1.21 (1.58)
 17 Interaction Impact on Self. 1.06 (1.16) 0.74 (0.92) 0.16 (0.97) −0.10 (0.81) 0.88 (0.98) 0.48 (1.15) 0.83 (1.07)
 18.1 Agent’s Emotional Int. Pr. −0.69 (1.58) −1.71 (1.45) −1.46 (1.36) −0.92 (1.40) 0.26 (1.37) 0.86 (1.20) −2.17 (1.27)
 18.3 User’s Emotion Presence 1.51 (0.90) −0.38 (1.15) −0.33 (1.27) 0.30 (1.03) 1.18 (1.20) 0.13 (0.96) −0.40 (1.35)
 19 User Agent Interplay 1.30 (1.22) 0.13 (1.09) 0.25 (0.91) 0.69 (0.95) 1.02 (1.12) 0.61 (0.89) 0.17 (1.07)
 ASAQ Score: 19 10 12 9 18 18 7

Table D.4
The ASAQ constructs or dimension scores of DOG, EFFIE, FISH, FURBY, FURHAT, GEMINOID, HAL 9000 and iCAT based on the long version of ASAQ. The mean (standard 
deviation) values of each construct and dimension are calculated based on the mean scores of the construct’s or dimension’s items.
 No. Construct/Dimension DOG EFFIE FISH FURBY FURHAT GEMINOID HAL9000 iCAT
 𝑛 =39 𝑛 = 34 𝑛 = 37 𝑛 = 39 𝑛 = 34 𝑛 = 35 𝑛 = 37 𝑛 = 36
 1.1 Human-Like Appearance −1.91 (1.28) 0.62 (1.68) −1.87 (1.24) −2.14 (1.22) −0.76 (1.77) 2.09 (1.21 ) −2.08 (1.15) −2.21 (1.23)
 1.2 Human-Like Behaviour −0.62 (1.47) −0.19 (1.65) −0.16 (1.61) −0.14 (1.71) −0.29 (1.53) 0.14 (1.26 ) 0.23 (1.49) −1.28 (1.31)
 1.3 Natural Appearance 1.70 (0.82) −0.35 (1.51) 1.85 (1.06) −0.85 (1.28) −0.82 (1.40) 0.75 (1.07 ) −1.20 (1.16) −1.50 (1.07)
 1.4 Natural Behaviour 1.89 (1.00) −1.41 (1.37) 2.21 (0.84) −0.61 (1.41) −1.09 (1.19) −0.74 (1.37 ) −0.36 (1.35) −1.88 (0.97)
 1.5 Agent’s Appearance Suit. 1.85 (0.96) 0.67 (1.49) 2.14 (0.86) 1.80 (1.14) 0.79 (1.68) 1.90 (0.87 ) 1.39 (0.99) 0.49 (1.49)
 2 Agent’s Usability 0.42 (1.07) 0.85 (1.44) 0.81 (1.26) 1.92 (0.98) 1.71 (1.00) 1.27 (1.13 ) 1.39 (1.00) 1.19 (1.25)
 3 Performance 1.28 (1.50) 0.58 (1.33) 1.69 (0.76) 1.16 (1.07) 1.50 (0.79) 1.37 (0.98 ) 1.18 (1.29) 0.94 (1.04)
 4 Agent’s Likeability 2.31 (0.79) −0.32 (1.51) 2.10 (0.74) 0.91 (1.59) 0.69 (1.26) 0.87 (1.40 ) 0.36 (1.45) −0.57 (1.28)
 5 Agent’s Sociability 1.48 (1.04) −0.53 (1.52) 1.22 (0.82) 0.73 (1.43) 0.15 (1.21) 0.59 (1.20 ) 0.05 (1.39) −0.35 (1.56)
 6.1 Agent’s Personality Pr. 1.47 (1.04) −0.60 (1.42) 1.39 (0.86) 0.74 (1.43) −0.54 (1.04) −0.13 (1.54 ) 0.29 (1.34) −0.52 (1.45)
 7 User Acceptance of the A. 1.99 (0.89) 0.03 (1.35) 1.58 (0.93) 1.02 (1.34) 1.05 (1.48) 1.10 (1.13 ) 1.36 (1.11) 0.66 (1.27)
 8 Agent’s Enjoyability 2.29 (0.76) 0.06 (1.46) 2.32 (0.75) 1.44 (1.37) 1.23 (1.04) 1.29 (1.31 ) 0.86 (1.26) 0.47 (1.18)
 9 User’s Engagement 2.33 (0.60) 0.81 (1.49) 1.78 (0.93) 1.50 (1.11) 2.01 (0.81) 1.72 (0.94 ) 2.12 (1.02) 1.67 (1.02)
 10 User’s Trust 0.21 (1.12) 0.11 (1.12) 0.05 (1.10) −0.46 (1.37) 1.04 (1.00) 0.30 (1.37 ) 0.41 (1.40) −0.03 (1.01)
 11 User Agent Alliance 1.03 (1.17) −0.17 (1.33) 1.14 (0.83) −0.06 (1.32) 0.83 (0.95) 0.59 (0.92 ) 0.84 (1.08) −0.26 (1.08)
 12 Agent’s Attentiveness 1.91 (1.18) 0.53 (1.48) 1.98 (0.94) 1.14 (1.30) 2.13 (0.86) 1.75 (0.90 ) 2.10 (0.79) 1.38 (1.23)
 13 Agent’s Coherence 1.07 (1.10) 0.68 (1.43) 1.74 (1.16) 1.41 (1.27) 2.04 (0.82) 1.25 (0.98 ) 1.61 (1.21) 1.68 (0.90)
 14 Agent’s Intentionality 0.21 (1.05) −0.11 (1.38) 1.42 (0.93) −0.49 (1.32) 0.76 (1.14) 0.52 (1.53 ) 1.80 (0.98) 0.07 (1.22)
 15 Attitude 2.50 (0.82) 0.31 (1.26) 2.32 (0.82) 1.56 (1.28) 1.46 (1.40) 1.28 (1.04 ) 0.41 (1.71) 1.10 (1.43)
 16 Social Presence 0.48 (1.05) −0.97 (1.48) 0.54 (1.22) −0.12 (1.75) −0.27 (1.38) −0.02 (1.20 ) −0.26 (1.17) −1.12 (1.35)
 17 Interaction Impact on Self. 1.41 (1.04) −0.15 (1.26) 1.22 (1.05) 0.63 (1.33) 0.29 (0.95) 0.54 (1.02 ) 0.75 (1.15) −0.08 (1.03)
 18.1 Agent’s Emotional Int. Pr. 1.10 (1.27) −1.21 (1.69) 1.15 (0.95) −0.15 (1.76) −1.48 (1.15) −1.18 (1.39 ) −1.06 (1.33) −1.84 (1.27)
 18.3 User’s Emotion Presence 1.51 (0.91) −0.19 (1.43) 1.55 (1.02) 1.03 (1.24) 0.81 (1.24) 0.06 (1.22 ) 0.80 (1.21) 0.26 (1.22)
 19 User Agent Interplay 1.58 (1.08) −0.18 (1.41) 1.68 (0.71) 1.03 (1.10) 0.55 (1.07) 0.55 (1.07 ) 0.68 (1.00) 0.06 (1.24)
 ASAQ Score: 29 −1 32 13 14 18 14 −2
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Table D.5
The ASAQ constructs or dimension scores of KITT, LOLA, MARCUS, NAO, PARO, POPPY, and ROBOT BOSS based on the long version of ASAQ. The mean (standard deviation) 
values of each construct and dimension are calculated based on the mean scores of the construct’s or dimension’s items.
 No. Construct/Dimension KITT LOLA MARCUS NAO PARO POPPY ROBOT BOSS
 𝑛 = 36 𝑛 = 37 𝑛 = 36 𝑛 = 36 𝑛 = 37 𝑛 = 38 𝑛 = 34
 1.1 Human-Like Appearance −2.01 (1.31) 1.14 (1.55) 1.69 (1.13) −0.93 (1.55) −2.41 (1.02) 0.64 (1.42) −1.18 (1.58)
 1.2 Human-Like Behaviour 0.52 (1.38) 0.58 (1.52) 1.70 (0.97) 0.74 (1.25) −1.09 (1.25) 0.51 (1.50) −0.06 (1.42)
 1.3 Natural Appearance −0.94 (1.31) 0.62 (1.21) 0.67 (1.21) −0.57 (1.33) 0.38 (1.35) −0.31 (1.35) −1.24 (1.12)
 1.4 Natural Behaviour −0.22 (1.37) −0.57 (1.25) 1.21 (1.13) −0.36 (1.51) −0.48 (1.16) −0.38 (1.37) −0.68 (1.46)
 1.5 Agent’s Appearance Suit. 1.31 (0.98) 1.45 (1.24) 1.41 (1.02) 1.74 (0.94) 1.99 (0.89) 0.70 (1.21) 0.24 (1.66)
 2 Agent’s Usability 1.60 (1.18) 1.75 (1.18) 0.65 (1.25) 1.00 (1.15) 1.77 (0.93) 0.84 (1.53) 1.25 (1.43)
 3 Performance 1.11 (1.17) 1.22 (1.10) 1.09 (0.87) 1.31 (1.01) 1.62 (1.00) 0.94 (1.19) 0.41 (1.28)
 4 Agent’s Likeability 1.21 (1.22) 0.59 (1.55) 0.41 (1.09) 1.74 (1.33) 1.57 (1.22) 0.22 (1.24) −0.71 (1.45)
 5 Agent’s Sociability 0.44 (1.42) 0.45 (1.32) 0.75 (1.07) 0.97 (1.13) 1.25 (1.00) 0.75 (1.24) −0.25 (1.59)
 6.1 Agent’s Personality Pr. 0.89 (1.39) −0.20 (1.40) 1.35 (1.10) 1.06 (1.26) 0.04 (1.29) −0.04 (1.22) 0.05 (1.38)
 7 User Acceptance of the A. 0.92 (1.44) 0.46 (1.25) 0.76 (1.09) 1.57 (1.23) 2.05 (0.95) 1.35 (1.23) 0.01 (1.15)
 8 Agent’s Enjoyability 1.34 (0.99) 0.64 (1.47) 0.71 (1.19) 1.91 (1.06) 2.03 (0.93) 1.03 (1.26) −0.29 (1.48)
 9 User’s Engagement 1.44 (1.08) 1.28 (1.12) 2.08 (0.89) 2.11 (0.73) 1.84 (0.93) 1.99 (1.04) 0.67 (1.68)
 10 User’s Trust 0.99 (1.36) 1.08 (1.06) 0.31 (0.97) 0.51 (1.17) −0.04 (0.96) 0.32 (1.15) 0.28 (1.17)
 11 User Agent Alliance 0.98 (1.04) 0.68 (1.11) 1.07 (0.84) 0.94 (1.14) 0.56 (0.99) 0.22 (1.13) 0.15 (1.37)
 12 Agent’s Attentiveness 1.72 (1.08) 2.22 (0.82) 1.96 (0.94) 1.59 (1.16) 1.40 (1.11) 1.50 (1.24) 0.84 (1.24)
 13 Agent’s Coherence 1.76 (1.06) 1.95 (0.90) 1.04 (1.08) 1.61 (0.86) 1.46 (1.02) 1.22 (1.34) 0.85 (1.00)
 14 Agent’s Intentionality 1.50 (0.98) 0.68 (1.40) 1.63 (0.96) 0.82 (1.05) −0.66 (1.14) 0.44 (1.24) 0.51 (1.40)
 15 Attitude 0.21 (1.48) 0.33 (1.12) −0.01 (1.24) 1.90 (0.99) 2.41 (0.93) 1.68 (1.36) −0.63 (1.52)
 16 Social Presence −0.41 (1.37) 0.05 (1.19) 0.75 (1.50) 0.40 (1.46) 0.23 (0.91) 0.04 (1.45) −0.59 (1.37)
 17 Interaction Impact on Self. 0.80 (1.27) −0.06 (1.22) 0.24 (0.84) 1.12 (1.34) 1.45 (1.09) 0.21 (1.18) −0.68 (1.47)
 18.1 Agent’s Emotional Int. Pr. −1.07 (1.67) −1.42 (1.32) 0.78 (1.36) 0.07 (1.80) −0.87 (1.40) −0.73 (1.60) −0.26 (1.54)
 18.3 User’s Emotion Presence 0.72 (1.12) 0.33 (1.14) 1.24 (0.93) 0.99 (1.05) 1.88 (0.92) 0.49 (1.19) 0.49 (1.44)
 19 User Agent Interplay 1.06 (1.06) 0.54 (0.97) 1.40 (0.88) 1.14 (1.27) 0.91 (1.00) 0.68 (1.34) 0.68 (1.14)
 ASAQ Score: 16 16 25 23 19 14 0

Table D.6
The ASAQ constructs or dimension scores of SAMANTHA, SARAH, SIM SENSEI, SIRI, THE AMBIENT LIGHT TV, THE NEGOTIATOR, and ZOMBIE based on the long version of 
ASAQ. The mean (standard deviation) values of each construct and dimension are calculated based on the mean scores of the construct’s or dimension’s items.
 No. Construct/Dimension SAMANTHA SARAH SIM SENSEI SIRI AMBIENT TV NEGOTIATOR ZOMBIE
 𝑛 = 36 𝑛 = 39 𝑛 = 38 𝑛 = 39 𝑛 = 35 𝑛 = 36 𝑛 = 35
 1.1 Human-Like Appearance −1.31 (1.69) 1.66 (1.14) 1.28 (1.42) −1.76 (1.23) −2.19 (1.07) 0.99 (1.35) 1.79 (1.25)
 1.2 Human-Like Behaviour 1.58 (1.18) 0.71 (1.21) 0.92 (1.40) −0.28 (1.42) −1.37 (1.17) 0.65 (1.26) 0.52 (1.12)
 1.3 Natural Appearance −0.41 (1.43) 0.87 (1.21) 0.61 (1.29) −0.70 (1.07) −0.84 (1.18) 0.39 (1.22) 0.41 (1.11)
 1.4 Natural Behaviour 0.42 (1.22) −0.32 (1.35) −0.36 (1.10) −0.81 (1.08) −0.96 (1.39) −0.35 (1.40) 0.75 (1.23)
 1.5 Agent’s Appearance Suit. 0.35 (1.32) 1.74 (0.92) 1.55 (1.29) 0.80 (1.23) 1.81 (1.05) 1.53 (0.92) 1.01 (1.27)
 2 Agent’s Usability 1.99 (0.92) 1.71 (1.10) 1.25 (1.01) 2.21 (0.73) 1.29 (1.05) 0.89 (1.31) −0.62 (1.21)
 3 Performance 1.54 (0.88) 1.72 (0.88) 1.04 (1.21) 2.07 (0.90) 0.95 (1.17) 0.53 (1.11) 0.18 (0.92)
 4 Agent’s Likeability 1.38 (1.20) 0.77 (1.18) 0.61 (1.27) 0.77 (1.08) 1.06 (1.17) 0.04 (1.19) −0.60 (1.37)
 5 Agent’s Sociability 1.51 (1.20) 0.04 (1.37) 0.13 (1.43) −0.14 (1.59) −0.95 (1.14) −0.24 (1.35) −0.64 (1.31)
 6.1 Agent’s Personality Pr. 0.41 (1.27) −0.17 (1.34) 0.01 (1.17) −0.64 (1.32) −0.80 (1.44) 0.08 (1.23) 1.04 (1.18)
 7 User Acceptance of the A. 1.44 (1.22) 1.51 (0.96) 0.74 (1.20) 2.13 (0.78) 1.33 (1.26) 0.52 (1.06) −0.26 (1.50)
 8 Agent’s Enjoyability 1.86 (0.94) 1.11 (1.08) 0.86 (1.06) 1.53 (1.04) 1.63 (1.16) 0.63 (1.31) −0.35 (1.17)
 9 User’s Engagement 2.25 (0.65) 1.67 (0.70) 1.04 (1.35) 1.56 (0.99) 1.56 (1.32) 2.25 (0.75) 2.18 (0.86)
 10 User’s Trust 0.79 (1.02) 1.30 (0.86) 0.48 (1.02) 1.17 (1.04) −0.30 (1.38) 0.40 (1.13) −0.41 (1.18)
 11 User Agent Alliance 0.77 (1.01) 0.79 (0.82) 0.32 (1.00) 0.57 (1.18) −0.20 (1.46) 0.35 (1.05) −0.14 (1.22)
 12 Agent’s Attentiveness 2.16 (0.90) 2.04 (0.91) 1.76 (1.14) 1.79 (0.95) 0.25 (1.60) 1.40 (1.22) 1.87 (0.91)
 13 Agent’s Coherence 1.87 (0.98) 1.92 (0.84) 1.58 (1.00) 2.08 (0.80) 1.56 (1.12) 1.48 (1.22) 0.20 (1.04)
 14 Agent’s Intentionality 1.13 (1.20) 1.36 (0.89) 0.85 (1.15) 0.79 (1.05) −0.06 (1.51) 1.49 (0.99) 1.16 (1.29)
 15 Attitude 1.41 (1.35) 1.73 (0.85) 0.92 (1.07) 2.03 (0.80) 1.67 (1.25) 0.11 (1.35) −0.54 (1.52)
 16 Social Presence 0.10 (1.21) 0.06 (1.32) −0.06 (1.50) −0.99 (1.40) −1.43 (1.25) −0.32 (1.25) −0.18 (1.20)
 17 Interaction Impact on Self. 0.90 (1.20) 0.78 (0.85) 0.36 (1.03) 0.93 (1.03) 0.93 (1.25) 0.09 (0.88) −0.68 (1.34)
 18.1 Agent’s Emotional Int. Pr. −0.06 (1.60) −1.36 (1.47) −0.65 (1.24) −1.91 (1.11) −1.50 (1.41) −1.11 (1.33) 0.35 (1.41)
 18.3 User’s Emotion Presence 1.72 (0.70) 0.15 (1.03) 0.36 (1.01) −0.62 (1.34) 0.44 (1.42) 0.98 (1.24) 1.76 (0.90)
 19 User Agent Interplay 1.22 (1.23) 0.40 (1.08) 0.95 (1.15) 0.05 (1.05) −0.51 (1.55) 0.80 (0.79) 0.86 (1.00)
 ASAQ Score: 25 22 17 13 3 14 10
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Table D.7
The ASAQ constructs or dimension scores of AIBO, ALEXA, ALICE, AMY, CHAPPIE, C3PO, and DEEPBLUE based on the short version of ASAQ. The mean (standard deviation) 
values of each construct and dimension are calculated based on the mean scores of the construct’s or dimension’s items.
 No. Construct/Dimension AIBO ALEXA ALICE AMY CHAPPIE C3PO DEEPBLUE
 𝑛 = 39 𝑛 = 37 𝑛 = 35 𝑛 = 39 𝑛 = 38 𝑛 = 36 𝑛 = 39
 1.1 Human-Like Appearance −2.59 (0.88) −2.70 (0.81) 1.34 (1.68) 1.13 (1.67) −1.21 (1.76) −0.19 (2.10) −2.10 (1.60)
 1.2 Human-Like Behaviour −1.77 (1.42) 0.03 (1.80) 0.77 (1.42) 0.44 (1.82) 0.42 (1.69) 0.64 (1.84) −0.90 (2.05)
 1.3 Natural Appearance −0.56 (2.21) −1.03 (1.98) −0.20 (1.62) −0.46 (1.82) −1.13 (1.60) −0.97 (1.78) −1.15 (1.83)
 1.4 Natural Behaviour 0.69 (1.88) −0.89 (1.87) −0.40 (2.05) −0.18 (1.92) 0.89 (1.59) 0.33 (1.62) −0.87 (2.30)
 1.5 Agent’s Appearance Suit. 2.00 (1.19) 1.49 (1.66) 1.51 (1.67) 1.13 (1.59) 0.87 (1.70) 1.19 (1.60) 1.18 (1.54)
 2 Agent’s Usability 1.95 (0.86) 2.22 (0.98) 1.60 (1.26) 1.51 (1.10) 0.71 (1.37) 1.28 (1.56) 1.28 (1.41)
 3 Performance 1.90 (1.07) 2.30 (0.88) 0.66 (1.85) 0.90 (1.48) 1.29 (1.04) 1.53 (1.34) 2.51 (0.79)
 4 Agent’s Likeability 1.44 (1.65) 1.30 (1.63) 0.71 (1.62) −0.05 (1.97) 1.47 (1.50) 1.92 (1.42) 0.85 (1.37)
 5 Agent’s Sociability 0.54 (1.82) −1.00 (1.67) −0.71 (1.93) −1.05 (1.54) 0.13 (1.47) −0.31 (1.69) −1.54 (1.73)
 6.1 Agent’s Personality Pr. 0.82 (1.65) 0.03 (1.88) −0.37 (1.90) 0.03 (1.56) 0.68 (1.54) 1.39 (1.71) −0.56 (1.96)
 7 User Acceptance of the A. 1.74 (1.09) 2.05 (1.25) 0.77 (1.55) 0.36 (1.20) 1.71 (1.27) 1.19 (1.56) 1.59 (1.09)
 8 Agent’s Enjoyability 1.41 (1.45) 0.54 (1.76) 0.03 (1.74) −0.26 (1.79) 1.47 (1.47) 1.42 (1.70) 0.33 (1.66)
 9 User’s Engagement 2.31 (1.26) 1.54 (1.24) 1.51 (1.22) 1.10 (1.23) 2.13 (0.91) 0.78 (1.64) 1.69 (1.28)
 10 User’s Trust 0.21 (1.59) 1.30 (1.24) 0.60 (1.82) 0.33 (1.36) −0.08 (1.51) 1.17 (1.83) 1.56 (1.65)
 11 User Agent Alliance −0.13 (1.59) −0.08 (1.64) −0.37 (1.61) −0.23 (1.51) −0.03 (1.53) 1.00 (1.53) 0.46 (1.79)
 12 Agent’s Attentiveness 1.69 (1.08) 1.62 (1.26) 1.97 (1.29) 1.23 (1.55) 1.11 (1.43) 2.22 (0.93) 1.49 (1.67)
 13 Agent’s Coherence 1.92 (1.18) 2.22 (1.00) 1.54 (1.44) 1.31 (1.56) 1.45 (1.33) 1.56 (1.42) 2.00 (1.19)
 14 Agent’s Intentionality 0.59 (2.09) 1.14 (1.90) 1.11 (1.79) 0.82 (1.68) 0.53 (1.93) 1.78 (1.53) 1.72 (1.90)
 15 Attitude 2.33 (0.77) 1.51 (1.35) 0.97 (1.32) 0.44 (1.25) 2.00 (1.29) 0.00 (1.93) 1.38 (1.46)
 16 Social Presence −0.13 (2.00) −0.81 (1.85) −1.14 (1.48) −0.18 (1.86) 0.42 (1.59) −0.11 (1.75) −1.38 (1.90)
 17 Interaction Impact on Self. 1.28 (1.45) 1.22 (1.40) 0.57 (1.31) 0.51 (1.39) 1.21 (1.34) 0.94 (1.49) 1.10 (1.59)
 18.1 Agent’s Emotional Int. Pr. 0.05 (2.26) −1.49 (1.85) −0.86 (1.96) −0.36 (2.05) 0.53 (1.77) 1.14 (1.59) −2.41 (1.14)
 18.3 User’s Emotion Presence 1.82 (1.10) −0.27 (1.64) −0.34 (1.53) 0.03 (1.46) 1.55 (1.52) −0.53 (1.83) −0.03 (2.08)
 19 User Agent Interplay 1.33 (1.56) −0.65 (1.62) −0.86 (1.80) 0.38 (1.33) 0.79 (1.32) 0.31 (1.58) −1.00 (1.86)
 ASAQ Score: 21 12 10 9 19 20 7

Table D.8
The ASAQ constructs or dimension scores of DOG, EFFIE, FISH, FURBY, FURHAT, GEMINOID, HAL 9000 and iCAT based on the short version of ASAQ. The mean (standard 
deviation) values of each construct and dimension are calculated based on the mean scores of the construct’s or dimension’s items.
 No. Construct/Dimension DOG EFFIE FISH FURBY FURHAT GEMINOID HAL9000 iCAT
 𝑛 = 39 𝑛 = 34 𝑛 = 37 𝑛 = 39 𝑛 = 34 𝑛 = 35 𝑛 = 37 𝑛 = 36
 1.1 Human-Like Appearance −2.13 (1.36) 0.85 (2.03) −2.19 (1.56) −2.69 (0.80) −0.65 (2.01) 2.20 (1.39) −2.14 (1.58) −2.19 (1.51)
 1.2 Human-Like Behaviour −0.51 (2.00) 0.18 (1.82) −0.41 (2.03) 0.00 (2.20) −0.35 (1.67) 0.77 (1.52) 0.54 (1.97) −1.22 (1.81)
 1.3 Natural Appearance 2.10 (1.39) −0.56 (2.05) 2.16 (1.01) −1.10 (1.92) −0.97 (1.88) 0.71 (1.89) −1.62 (1.69) −1.81 (1.62)
 1.4 Natural Behaviour 2.28 (0.92) −1.00 (1.71) 2.57 (0.87) 0.21 (2.00) −0.82 (1.80) −0.09 (1.69) 0.00 (2.00) −1.64 (1.73)
 1.5 Agent’s Appearance Suit. 2.28 (1.23) 0.44 (1.91) 2.14 (1.23) 1.87 (1.26) 0.74 (1.91) 1.94 (0.97) 1.70 (1.10) 0.64 (1.66)
 2 Agent’s Usability 0.74 (1.53) 1.03 (1.45) 1.24 (1.40) 2.18 (1.21) 1.74 (1.05) 1.43 (1.29) 1.65 (1.16) 1.25 (1.52)
 3 Performance 1.23 (1.80) 0.71 (1.51) 1.62 (1.11) 1.51 (1.23) 1.97 (0.94) 1.54 (1.17) 1.43 (1.39) 0.75 (1.42)
 4 Agent’s Likeability 2.62 (0.75) −0.38 (2.15) 2.51 (0.84) 0.85 (2.06) 0.97 (1.51) 0.43 (2.08) 0.41 (1.79) −0.75 (1.75)
 5 Agent’s Sociability 1.18 (1.30) −1.09 (1.75) 0.43 (1.32) 0.00 (2.09) −0.47 (1.46) −0.40 (1.75) −0.38 (1.80) −1.22 (1.91)
 6.1 Agent’s Personality Pr. 1.21 (1.44) −0.38 (1.84) 1.43 (1.07) 1.33 (1.74) −0.15 (1.64) 0.14 (1.78) 0.73 (1.74) 0.28 (1.99)
 7 User Acceptance of the A. 2.08 (1.06) −0.15 (1.64) 1.62 (1.42) 1.00 (1.69) 0.74 (1.78) 1.03 (1.27) 1.92 (1.23) 0.50 (1.48)
 8 Agent’s Enjoyability 2.03 (1.39) −0.15 (2.16) 2.27 (1.12) 0.82 (1.99) 1.06 (1.43) 0.89 (1.76) 0.54 (1.92) −0.50 (1.73)
 9 User’s Engagement 2.36 (0.87) 0.79 (1.74) 2.08 (1.04) 1.74 (1.31) 1.97 (1.36) 1.57 (1.12) 1.97 (1.28) 1.39 (1.34)
 10 User’s Trust 1.05 (1.49) 0.24 (1.52) 0.57 (1.64) −0.59 (1.85) 0.82 (1.38) 0.40 (1.79) 0.76 (1.80) −0.11 (1.62)
 11 User Agent Alliance 0.82 (1.70) −0.56 (1.46) 0.41 (1.54) −0.54 (1.85) 0.35 (1.70) 0.00 (1.24) 0.51 (1.98) −0.86 (1.71)
 12 Agent’s Attentiveness 1.87 (1.28) 0.29 (1.92) 1.68 (1.25) 0.90 (1.73) 1.82 (1.03) 1.66 (1.14) 2.24 (1.06) 0.92 (1.75)
 13 Agent’s Coherence 1.33 (1.81) 0.62 (1.97) 1.65 (1.44) 1.13 (1.73) 2.09 (1.06) 1.57 (1.31) 1.27 (1.50) 1.31 (1.58)
 14 Agent’s Intentionality −0.54 (1.82) 0.09 (2.09) 1.57 (1.26) −0.62 (2.21) 1.35 (1.76) 0.97 (1.71) 2.30 (1.08) −0.08 (1.87)
 15 Attitude 2.49 (0.97) 0.47 (1.50) 2.19 (1.31) 1.54 (1.50) 1.41 (1.60) 1.26 (1.24) 0.49 (1.77) 1.11 (1.53)
 16 Social Presence 1.03 (1.61) −1.09 (1.86) 0.81 (1.41) 0.00 (2.27) −0.26 (1.54) 0.20 (1.45) −0.14 (1.51) −1.14 (1.90)
 17 Interaction Impact on Self. 1.31 (1.42) −0.03 (1.82) 0.76 (1.42) 0.90 (1.65) 0.56 (1.56) 0.69 (1.23) 0.95 (1.51) −0.06 (1.35)
 18.1 Agent’s Emotional Int. Pr. 1.51 (1.54) −0.94 (1.98) 1.43 (1.63) 0.79 (2.09) −1.26 (1.69) −1.29 (1.62) −0.92 (1.79) −1.83 (1.54)
 18.3 User’s Emotion Presence 2.26 (0.97) −0.15 (1.88) 1.70 (1.08) 1.10 (1.73) 1.00 (1.81) 0.23 (1.65) 0.65 (1.64) 0.44 (1.46)
 19 User Agent Interplay 1.26 (1.58) −0.79 (1.57) 1.38 (1.01) 1.05 (1.82) −0.03 (1.77) 0.17 (1.38) 0.14 (1.46) −0.22 (1.73)
 ASAQ Score: 32 −2 32 13 14 18 15 −5
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Table D.9
The ASAQ constructs or dimension scores of KITT, LOLA, MARCUS, NAO, PARO, POPPY, and ROBOT BOSS based on the short version of ASAQ. The mean (standard deviation) 
values of each construct and dimension are calculated based on the mean scores of the construct’s or dimension’s items.
 No. Construct/Dimension KITT LOLA MARCUS NAO PARO POPPY ROBOT BOSS
 𝑛 = 36 𝑛 = 37 𝑛 = 36 𝑛 = 36 𝑛 = 37 𝑛 = 38 𝑛 = 34
 1.1 Human-Like Appearance −2.28 (1.58) 1.11 (1.76) 1.67 (1.45) −1.17 (1.75) −2.62 (1.01) 0.95 (1.54) −0.97 (1.99)
 1.2 Human-Like Behaviour 1.06 (1.51) 0.65 (1.64) 1.97 (1.13) 0.97 (1.59) −1.59 (1.74) 0.87 (1.80) 0.12 (1.89)
 1.3 Natural Appearance −0.92 (2.13) 0.49 (1.84) 0.61 (2.11) −0.89 (1.89) 0.54 (1.79) −0.18 (1.72) −1.24 (1.69)
 1.4 Natural Behaviour 0.53 (1.86) 0.14 (1.93) 1.67 (1.24) 0.50 (2.05) 0.54 (1.61) 0.45 (1.81) −0.47 (1.81)
 1.5 Agent’s Appearance Suit. 1.28 (1.50) 1.62 (1.40) 0.97 (1.52) 2.00 (1.15) 1.95 (1.56) 0.87 (1.55) 0.24 (1.79)
 2 Agent’s Usability 1.83 (1.30) 1.92 (1.14) 0.25 (1.68) 1.06 (1.15) 2.05 (1.03) 0.68 (1.86) 1.06 (1.76)
 3 Performance 1.64 (1.29) 1.54 (1.46) 1.42 (1.08) 0.69 (1.60) 1.76 (1.42) 0.92 (1.65) 0.88 (1.79)
 4 Agent’s Likeability 1.72 (1.45) 0.41 (2.15) 0.58 (1.57) 2.00 (1.60) 1.62 (1.53) 0.13 (1.77) −0.65 (2.12)
 5 Agent’s Sociability −0.25 (2.01) −0.19 (1.49) 0.08 (1.68) 0.50 (1.48) 0.84 (1.57) 0.42 (1.65) −0.62 (1.94)
 6.1 Agent’s Personality Pr. 1.42 (1.46) 0.30 (1.76) 1.56 (1.32) 1.31 (1.33) 0.73 (1.71) 0.16 (1.42) 0.21 (1.79)
 7 User Acceptance of the A. 1.50 (1.87) 0.35 (1.69) 0.72 (1.49) 1.56 (1.56) 2.03 (1.19) 1.53 (1.45) 0.47 (1.71)
 8 Agent’s Enjoyability 1.69 (1.12) 0.27 (1.81) 1.31 (1.88) 1.75 (1.61) 1.30 (1.70) −0.13 (2.20) −0.24 (1.88)
 9 User’s Engagement 1.61 (1.36) 1.32 (1.27) 2.06 (1.04) 1.78 (1.12) 2.27 (0.90) 1.84 (1.48) 1.44 (1.85)
 10 User’s Trust 1.31 (1.56) 0.84 (1.59) 0.42 (1.18) 0.17 (1.48) 0.68 (1.65) 0.18 (1.57) 0.32 (1.82)
 11 User Agent Alliance 0.83 (1.48) −0.22 (1.69) 1.14 (1.33) 0.67 (1.53) −0.11 (1.74) −0.26 (1.50) −0.41 (1.83)
 12 Agent’s Attentiveness 1.75 (1.30) 1.95 (1.05) 1.78 (1.10) 1.56 (1.27) 0.95 (1.39) 1.00 (1.61) 0.59 (1.60)
 13 Agent’s Coherence 1.69 (1.39) 1.76 (1.32) 1.17 (1.48) 2.00 (1.15) 1.73 (1.17) 1.18 (1.75) 0.91 (1.68)
 14 Agent’s Intentionality 1.69 (1.49) 1.11 (1.93) 1.83 (1.30) 1.14 (1.69) −0.38 (1.38) 0.61 (1.76) 0.79 (1.82)
 15 Attitude 0.67 (1.79) 0.24 (1.59) −0.06 (1.47) 2.03 (1.11) 2.49 (1.02) 1.63 (1.57) −0.59 (1.78)
 16 Social Presence −0.19 (1.69) −0.08 (1.86) 0.53 (1.65) 0.50 (1.90) 0.65 (1.38) 0.05 (1.68) −0.50 (1.81)
 17 Interaction Impact on Self. 1.03 (1.75) 0.49 (1.66) 0.33 (1.51) 1.39 (1.42) 1.65 (1.48) 0.37 (1.76) −0.32 (1.87)
 18.1 Agent’s Emotional Int. Pr. −1.28 (1.80) −1.22 (1.58) 0.69 (1.88) 0.47 (2.25) −0.30 (1.98) −0.21 (1.85) −0.06 (2.01)
 18.3 User’s Emotion Presence 0.78 (1.84) 0.54 (1.71) 1.39 (1.38) 1.00 (1.47) 2.05 (0.97) 0.61 (1.62) 0.62 (1.81)
 19 User Agent Interplay 0.56 (1.78) −0.38 (1.53) 1.22 (1.42) 1.19 (1.62) 0.62 (1.57) 0.37 (1.73) 0.62 (1.72)
 ASAQ Score: 20 15 25 24 21 14 2

Table D.10
The ASAQ constructs or dimension scores of SAMANTHA, SARAH, SIM SENSEI, SIRI, THE AMBIENT LIGHT TV, THE NEGOTIATOR, and ZOMBIE based on the short version of 
ASAQ. The mean (standard deviation) values of each construct and dimension are calculated based on the mean scores of the construct’s or dimension’s items.
 No. Construct/Dimension SAMANTHA SARAH SIM SENSEI SIRI AMBIENT TV NEGOTIATOR ZOMBIE
 𝑛 = 36 𝑛 = 39 𝑛 = 38 𝑛 = 39 𝑛 = 35 𝑛 = 36 𝑛 = 35
 1.1 Human-Like Appearance −1.75 (1.86) 1.87 (1.26) 1.42 (1.57) −1.72 (1.61) −2.20 (1.57) 0.81 (1.79) 2.00 (1.35)
 1.2 Human-Like Behaviour 1.78 (1.40) 0.87 (1.40) 1.21 (1.61) −0.03 (1.77) −1.43 (1.72) 0.72 (1.54) 1.37 (1.35)
 1.3 Natural Appearance −0.42 (2.41) 1.00 (1.56) 0.71 (1.74) −0.28 (1.65) −0.60 (1.82) 0.33 (1.77) 0.29 (1.58)
 1.4 Natural Behaviour 1.11 (1.94) 0.36 (1.75) 0.50 (1.80) −0.46 (1.85) −0.86 (2.03) 0.25 (1.79) 1.74 (1.31)
 1.5 Agent’s Appearance Suit. 0.42 (1.89) 1.85 (1.01) 1.66 (1.49) 0.90 (1.68) 2.03 (0.89) 1.72 (1.26) 0.60 (1.72)
 2 Agent’s Usability 2.22 (0.96) 1.72 (1.30) 1.45 (1.33) 2.26 (0.88) 2.00 (1.19) 1.03 (1.50) −0.34 (1.53)
 3 Performance 1.97 (1.16) 1.87 (1.10) 1.26 (1.37) 2.28 (0.89) 2.06 (1.30) 1.17 (1.44) 0.63 (1.21)
 4 Agent’s Likeability 1.72 (1.34) 0.59 (1.73) 0.53 (1.57) 1.38 (1.29) 2.00 (1.28) 0.03 (1.61) −0.54 (2.06)
 5 Agent’s Sociability 1.06 (1.67) −0.46 (1.76) −0.26 (1.73) −0.87 (2.10) −1.69 (1.51) −0.64 (1.57) −1.11 (1.83)
 6.1 Agent’s Personality Pr. 1.03 (1.72) 0.18 (1.37) 0.32 (1.56) 0.33 (1.59) −0.49 (2.21) 0.33 (1.47) 0.86 (1.77)
 7 User Acceptance of the A. 1.89 (1.28) 1.31 (1.15) 0.58 (1.33) 2.36 (0.96) 1.57 (1.48) 0.56 (1.08) −0.20 (1.80)
 8 Agent’s Enjoyability 1.75 (1.36) 0.41 (1.85) 0.66 (1.76) 0.97 (1.74) 1.86 (1.44) 0.67 (1.84) 1.00 (1.39)
 9 User’s Engagement 2.36 (0.83) 1.59 (0.91) 1.11 (1.27) 1.38 (1.33) 1.74 (1.54) 2.22 (0.93) 2.20 (0.90)
 10 User’s Trust 0.86 (1.48) 1.49 (1.00) 0.37 (1.75) 1.49 (1.05) 0.66 (1.81) 0.25 (1.40) −0.37 (1.68)
 11 User Agent Alliance −0.06 (1.62) 0.41 (1.35) −0.79 (1.23) 0.03 (1.72) −0.77 (1.85) −0.28 (1.65) −0.80 (1.71)
 12 Agent’s Attentiveness 1.75 (1.11) 1.79 (1.15) 1.61 (1.31) 1.36 (1.58) 0.17 (1.98) 1.50 (1.38) 1.29 (1.23)
 13 Agent’s Coherence 2.25 (0.97) 2.08 (1.09) 1.61 (1.35) 2.10 (1.14) 1.69 (1.53) 1.14 (1.78) −0.09 (1.56)
 14 Agent’s Intentionality 1.53 (1.58) 1.69 (1.28) 1.24 (1.75) 1.87 (1.40) 0.69 (1.79) 1.42 (1.42) 1.17 (1.52)
 15 Attitude 1.47 (1.44) 1.62 (1.04) 0.84 (1.42) 2.05 (0.97) 1.46 (1.40) 0.03 (1.30) −0.40 (1.70)
 16 Social Presence 0.58 (1.65) 0.03 (1.71) 0.05 (1.80) −0.95 (1.78) −1.69 (1.66) −0.72 (1.65) −0.23 (1.55)
 17 Interaction Impact on Self. 1.17 (1.58) 1.08 (1.18) 0.71 (1.52) 1.28 (1.30) 1.34 (1.55) 0.39 (1.46) −0.51 (1.90)
 18.1 Agent’s Emotional Int. Pr. 0.42 (2.06) −0.90 (1.82) 0.16 (1.60) −1.67 (1.56) −1.26 (1.74) −0.67 (1.96) 0.23 (2.06)
 18.3 User’s Emotion Presence 1.69 (1.37) 0.05 (1.62) −0.45 (1.74) −0.64 (1.84) 0.66 (1.85) 1.17 (1.83) 2.31 (0.93)
 19 User Agent Interplay 1.25 (1.20) −0.10 (1.19) 0.79 (1.61) −1.03 (1.56) −0.66 (1.88) 0.81 (1.51) 1.31 (1.18)
 ASAQ Score: 28 22 17 14 8 14 12
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Table D.11
The percentile scores of the ASAQ constructs/dimensions based on the long version of the ASAQ representative set 2024 (𝑛 = 1066).
 No. Construct/Dimension Percentile

 5% 10% 20% 25% 30% 40% 50% 60% 70% 75% 80% 90% 95%

 1.1 Human-Like Appearance −2.45 −2.25 −2.11 −2.01 −1.94 −1.67 −1.09 −0.40 0.78 0.96 1.05 1.67 1.75
 1.2 Human-Like Behaviour −1.34 −1.13 −0.42 −0.29 −0.24 −0.12 0.14 0.29 0.51 0.52 0.61 0.78 1.31
 1.3 Natural Appearance −1.28 −1.21 −0.93 −0.85 −0.83 −0.63 −0.35 −0.02 0.39 0.41 0.61 0.78 1.37
 1.4 Natural Behaviour −1.30 −1.10 −1.00 −0.85 −0.78 −0.60 −0.38 −0.36 −0.31 −0.22 0.09 0.84 1.62
 1.5 Agent’s Appearance Suit. 0.41 0.63 0.80 0.95 1.04 1.23 1.41 1.51 1.69 1.74 1.81 1.92 2.03
 2 Agent’s Usability 0.51 0.73 0.83 0.85 0.93 1.21 1.27 1.37 1.67 1.71 1.76 1.94 2.01
 3 Performance 0.46 0.57 0.94 0.95 1.04 1.12 1.16 1.27 1.45 1.54 1.58 1.73 1.87
 4 Agent’s Likeability −0.59 −0.37 0.16 0.33 0.38 0.63 0.77 0.85 1.15 1.27 1.41 1.61 1.96
 5 Agent’s Sociability −0.83 −0.55 −0.26 −0.24 −0.09 0.04 0.15 0.45 0.69 0.75 0.83 1.22 1.39
 6.1 Agent’s Personality Pr. −0.74 −0.64 −0.53 −0.52 −0.35 −0.12 0.04 0.25 0.61 0.77 0.95 1.32 1.37
 7 User Acceptance of the A. 0.02 0.37 0.59 0.66 0.75 0.99 1.10 1.35 1.42 1.51 1.58 1.95 2.02
 8 Agent’s Enjoyability −0.15 0.26 0.64 0.71 0.86 1.04 1.18 1.30 1.49 1.63 1.84 1.97 2.19
 9 User’s Engagement 0.91 1.23 1.44 1.50 1.55 1.67 1.78 1.91 2.02 2.08 2.11 2.20 2.25
 10 User’s Trust −0.37 −0.13 0.02 0.07 0.15 0.30 0.40 0.50 0.77 0.99 1.02 1.17 1.19
 11 User Agent Alliance −0.18 −0.15 0.13 0.22 0.33 0.50 0.59 0.65 0.74 0.79 0.83 0.99 1.05
 12 Agent’s Attentiveness 0.65 1.08 1.35 1.40 1.44 1.67 1.75 1.80 1.90 1.96 2.01 2.13 2.15
 13 Agent’s Coherence 0.75 1.00 1.16 1.25 1.36 1.48 1.58 1.64 1.75 1.76 1.87 1.97 2.06
 14 Agent’s Intentionality −0.34 −0.07 0.16 0.21 0.38 0.52 0.68 0.81 1.15 1.36 1.41 1.51 1.59
 15 Attitude −0.33 0.02 0.27 0.33 0.38 1.08 1.41 1.55 1.70 1.73 1.88 2.33 2.40
 16 Social Presence −1.18 −1.02 −0.85 −0.59 −0.44 −0.27 −0.18 −0.03 0.04 0.06 0.15 0.41 0.52
 17 Interaction Impact on Self. −0.47 −0.11 0.03 0.16 0.22 0.38 0.63 0.78 0.86 0.90 0.93 1.14 1.33
 18.1 Agent’s Emotional Int. Pr. −1.88 −1.74 −1.46 −1.42 −1.30 −1.10 −0.92 −0.70 −0.20 −0.06 0.14 0.79 1.00
 18.3 User’s Emotion Presence −0.39 −0.34 0.10 0.15 0.28 0.37 0.49 0.81 1.01 1.18 1.35 1.58 1.74
 19 User Agent Interplay −0.09 0.06 0.22 0.40 0.54 0.62 0.68 0.85 0.99 1.03 1.09 1.32 1.51

 Mean: −0.42 −0.20 0.05 0.14 0.24 0.43 0.60 0.77 1.01 1.10 1.20 1.47 1.65
 SD: 0.85 0.89 0.89 0.87 0.87 0.87 0.80 0.73 0.65 0.64 0.61 0.53 0.46
 Median: −0.36 −0.12 0.15 0.22 0.36 0.51 0.66 0.81 1.00 1.10 1.22 1.54 1.68
 Min: −2.45 −2.25 −2.11 −2.01 −1.94 −1.67 −1.09 −0.70 −0.31 −0.22 0.09 0.41 0.52
 Max: 0.91 1.23 1.44 1.50 1.55 1.67 1.78 1.91 2.02 2.08 2.11 2.33 2.40

Table D.12
The percentile scores of the ASAQ constructs/dimensions based on the short version of the ASAQ representative set 2024 (𝑛 = 1066).
 No. Construct/Dimension Percentile

 5% 10% 20% 25% 30% 40% 50% 60% 70% 75% 80% 90% 95%

 1.1 Human-Like Appearance −2.66 −2.60 −2.20 −2.19 −2.13 −1.74 −1.17 −0.28 0.91 1.11 1.21 1.71 1.95
 1.2 Human-Like Behaviour −1.53 −1.26 −0.45 −0.35 −0.02 0.13 0.44 0.65 0.77 0.87 0.91 1.24 1.62
 1.3 Natural Appearance −1.47 −1.17 −1.06 −0.97 −0.95 −0.59 −0.46 −0.22 0.31 0.49 0.57 0.77 1.66
 1.4 Natural Behaviour −0.96 −0.88 −0.61 −0.46 −0.31 0.03 0.25 0.43 0.52 0.54 0.77 1.68 2.07
 1.5 Agent’s Appearance Suit. 0.43 0.57 0.82 0.87 0.93 1.18 1.49 1.65 1.80 1.87 1.94 2.01 2.09
 2 Agent’s Usability 0.42 0.71 1.03 1.06 1.13 1.28 1.45 1.64 1.79 1.92 1.97 2.19 2.22
 3 Performance 0.67 0.70 0.89 0.92 1.19 1.31 1.51 1.54 1.71 1.87 1.93 2.10 2.29
 4 Agent’s Likeability −0.61 −0.41 0.09 0.41 0.41 0.58 0.85 1.23 1.46 1.62 1.72 2.00 2.31
 5 Agent’s Sociability −1.41 −1.14 −1.02 −0.87 −0.68 −0.47 −0.38 −0.25 0.05 0.13 0.43 0.60 0.97
 6.1 Agent’s Personality Pr. −0.44 −0.37 0.03 0.14 0.17 0.28 0.33 0.72 0.84 1.03 1.25 1.39 1.43
 7 User Acceptance of the A. 0.05 0.36 0.53 0.58 0.73 1.01 1.31 1.55 1.61 1.71 1.80 2.03 2.07
 8 Agent’s Enjoyability −0.25 −0.16 0.17 0.33 0.46 0.66 0.89 1.05 1.37 1.42 1.56 1.77 1.96
 9 User’s Engagement 0.92 1.10 1.39 1.44 1.52 1.59 1.74 1.83 2.02 2.08 2.16 2.28 2.34
 10 User’s Trust −0.27 −0.09 0.20 0.24 0.28 0.37 0.57 0.67 0.83 0.86 1.10 1.34 1.49
 11 User Agent Alliance −0.80 −0.78 −0.46 −0.37 −0.27 −0.20 −0.08 −0.01 0.38 0.41 0.48 0.82 0.93
 12 Agent’s Attentiveness 0.41 0.84 0.98 1.11 1.25 1.49 1.61 1.67 1.75 1.78 1.81 1.95 2.12
 13 Agent’s Coherence 0.74 1.08 1.18 1.27 1.31 1.47 1.57 1.68 1.75 1.92 2.00 2.09 2.17
 14 Agent’s Intentionality −0.47 −0.14 0.56 0.61 0.73 1.00 1.14 1.22 1.48 1.57 1.69 1.79 1.86
 15 Attitude −0.26 −0.01 0.36 0.47 0.56 1.00 1.38 1.47 1.58 1.63 2.01 2.22 2.43
 16 Social Presence −1.29 −1.14 −0.87 −0.72 −0.41 −0.19 −0.13 −0.02 0.05 0.20 0.45 0.60 0.75
 17 Interaction Impact on Self. −0.22 −0.03 0.38 0.49 0.53 0.69 0.90 1.01 1.14 1.21 1.24 1.31 1.37
 18.1 Agent’s Emotional Int. Pr. −1.77 −1.52 −1.27 −1.26 −1.11 −0.89 −0.36 −0.09 0.20 0.42 0.49 0.86 1.32
 18.3 User’s Emotion Presence −0.50 −0.36 −0.07 0.03 0.12 0.55 0.65 0.96 1.14 1.39 1.61 1.87 2.18
 19 User Agent Interplay −0.94 −0.81 −0.49 −0.22 −0.07 0.20 0.38 0.62 0.80 1.05 1.21 1.27 1.33

 Mean: −0.51 −0.31 0.00 0.11 0.22 0.45 0.66 0.86 1.09 1.21 1.35 1.58 1.79
 SD: 0.89 0.92 0.89 0.89 0.87 0.84 0.80 0.71 0.62 0.61 0.58 0.54 0.49
 Median: −0.45 −0.26 0.13 0.29 0.34 0.56 0.75 0.98 1.14 1.30 1.41 1.74 1.96
 Min: −2.66 −2.60 −2.20 −2.19 −2.13 −1.74 −1.17 −0.28 0.05 0.13 0.43 0.60 0.75
 Max: 0.92 1.10 1.39 1.44 1.52 1.59 1.74 1.83 2.02 2.08 2.16 2.28 2.43
24 
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Table D.13
The percentile scores of the difference of the ASAQ construct/dimension scores (based on the representative set 2024 of the long version of the ASAQ, 𝑛 = 1066).
 No. Construct/Dimension Percentile

 5% 10% 20% 25% 30% 40% 50% 60% 70% 75% 80% 90% 95% 
 1.1 Human-Like Appearance 0.12 0.21 0.41 0.58 0.73 1.09 1.56 2.21 2.83 3.01 3.17 3.67 3.97 
 1.2 Human-Like Behaviour 0.08 0.14 0.28 0.34 0.42 0.57 0.77 0.94 1.14 1.28 1.46 1.87 2.11 
 1.3 Natural Appearance 0.09 0.16 0.30 0.38 0.47 0.66 0.90 1.09 1.31 1.46 1.60 2.02 2.51 
 1.4 Natural Behaviour 0.05 0.12 0.26 0.32 0.38 0.52 0.72 0.84 1.13 1.42 1.57 2.30 2.76 
 1.5 Agent’s Appearance Suit. 0.07 0.12 0.22 0.28 0.31 0.42 0.53 0.66 0.80 0.91 1.01 1.25 1.43 
 2 Agent’s Usability 0.04 0.09 0.21 0.27 0.34 0.43 0.51 0.66 0.84 0.92 0.97 1.33 1.62 
 3 Performance 0.05 0.08 0.16 0.19 0.23 0.35 0.44 0.56 0.66 0.74 0.79 1.02 1.21 
 4 Agent’s Likeability 0.09 0.16 0.30 0.37 0.44 0.61 0.74 0.93 1.17 1.32 1.40 1.77 2.08 
 5 Agent’s Sociability 0.08 0.16 0.29 0.33 0.41 0.57 0.71 0.87 1.06 1.17 1.28 1.62 1.86 
 6.1 Agent’s Personality Pr. 0.06 0.12 0.28 0.36 0.46 0.60 0.75 0.95 1.23 1.34 1.43 1.81 1.99 
 7 User Acceptance of the A. 0.05 0.12 0.25 0.31 0.39 0.50 0.62 0.78 0.92 1.02 1.15 1.47 1.65 
 8 Agent’s Enjoyability 0.08 0.15 0.28 0.34 0.41 0.55 0.69 0.85 1.05 1.17 1.28 1.62 1.92 
 9 User’s Engagement 0.06 0.08 0.15 0.20 0.24 0.32 0.42 0.52 0.63 0.69 0.76 1.00 1.26 
 10 User’s Trust 0.05 0.10 0.20 0.25 0.30 0.41 0.53 0.69 0.80 0.88 0.97 1.19 1.39 
 11 User Agent Alliance 0.04 0.08 0.15 0.20 0.23 0.31 0.41 0.49 0.62 0.71 0.77 0.96 1.11 
 12 Agent’s Attentiveness 0.04 0.08 0.16 0.19 0.24 0.32 0.40 0.50 0.65 0.74 0.84 1.20 1.50 
 13 Agent’s Coherence 0.04 0.08 0.16 0.19 0.22 0.31 0.40 0.49 0.61 0.69 0.80 1.04 1.28 
 14 Agent’s Intentionality 0.07 0.13 0.26 0.32 0.37 0.55 0.68 0.84 1.00 1.10 1.23 1.48 1.74 
 15 Attitude 0.08 0.16 0.32 0.41 0.54 0.74 0.94 1.16 1.42 1.55 1.69 2.13 2.35 
 16 Social Presence 0.06 0.12 0.21 0.26 0.31 0.43 0.53 0.70 0.86 0.96 1.03 1.31 1.52 
 17 Interaction Impact on Self. 0.05 0.10 0.19 0.27 0.32 0.44 0.57 0.67 0.84 0.91 0.99 1.31 1.54 
 18.1 Agent’s Emotional Int. Pr. 0.09 0.19 0.35 0.42 0.50 0.71 0.91 1.14 1.44 1.59 1.80 2.24 2.56 
 18.3 User’s Emotion Presence 0.07 0.17 0.28 0.36 0.46 0.58 0.73 0.89 1.10 1.21 1.36 1.62 1.91 
 19 User Agent Interplay 0.07 0.11 0.20 0.26 0.31 0.41 0.51 0.62 0.76 0.86 0.97 1.19 1.44 
 Mean: 0.07 0.13 0.24 0.31 0.38 0.52 0.67 0.84 1.04 1.15 1.26 1.60 1.86 
 SD: 0.02 0.04 0.07 0.09 0.12 0.18 0.25 0.35 0.46 0.48 0.51 0.59 0.64 
 Median: 0.06 0.12 0.26 0.32 0.38 0.51 0.65 0.81 0.96 1.06 1.19 1.48 1.69 
 Min: 0.04 0.08 0.15 0.19 0.22 0.31 0.40 0.49 0.61 0.69 0.76 0.96 1.11 
 Max: 0.12 0.21 0.41 0.58 0.73 1.09 1.56 2.21 2.83 3.01 3.17 3.67 3.97 

Table D.14
The percentile scores of the difference of the ASAQ construct/dimension (based on the representative set 2024 of the short version of the ASAQ, 𝑛 = 1066).
 No. Construct/Dimension Percentile

 5% 10% 20% 25% 30% 40% 50% 60% 70% 75% 80% 90% 95% 
 1.1 Human-Like Appearance 0.08 0.22 0.48 0.55 0.78 1.13 1.75 2.51 3.08 3.31 3.53 4.00 4.30 
 1.2 Human-Like Behaviour 0.10 0.18 0.34 0.43 0.52 0.71 0.92 1.18 1.40 1.62 1.80 2.30 2.63 
 1.3 Natural Appearance 0.08 0.15 0.33 0.42 0.53 0.71 0.91 1.20 1.46 1.60 1.72 2.35 3.01 
 1.4 Natural Behaviour 0.08 0.17 0.36 0.42 0.54 0.72 0.96 1.20 1.40 1.55 1.78 2.30 2.74 
 1.5 Agent’s Appearance Suit. 0.06 0.13 0.23 0.29 0.33 0.46 0.62 0.76 0.96 1.05 1.13 1.40 1.56 
 2 Agent’s Usability 0.04 0.14 0.23 0.29 0.35 0.46 0.58 0.73 0.92 0.98 1.12 1.47 1.77 
 3 Performance 0.05 0.10 0.22 0.26 0.33 0.44 0.56 0.68 0.82 0.89 0.99 1.25 1.40 
 4 Agent’s Likeability 0.10 0.18 0.38 0.46 0.56 0.78 0.97 1.16 1.39 1.52 1.69 2.12 2.48 
 5 Agent’s Sociability 0.08 0.15 0.32 0.38 0.45 0.61 0.75 0.90 1.13 1.24 1.41 1.69 2.06 
 6.1 Agent’s Personality Pr. 0.05 0.11 0.21 0.31 0.40 0.53 0.66 0.79 1.04 1.11 1.21 1.41 1.75 
 7 User Acceptance of the A. 0.05 0.14 0.26 0.33 0.41 0.54 0.73 0.89 1.08 1.19 1.31 1.63 1.81 
 8 Agent’s Enjoyability 0.10 0.16 0.33 0.40 0.46 0.63 0.79 0.97 1.15 1.28 1.44 1.78 2.00 
 9 User’s Engagement 0.05 0.09 0.17 0.22 0.25 0.35 0.46 0.58 0.67 0.75 0.81 0.99 1.26 
 10 User’s Trust 0.05 0.10 0.21 0.26 0.32 0.44 0.54 0.68 0.84 0.93 1.03 1.26 1.43 
 11 User Agent Alliance 0.05 0.11 0.21 0.28 0.33 0.46 0.57 0.69 0.83 0.94 1.07 1.28 1.54 
 12 Agent’s Attentiveness 0.05 0.09 0.17 0.21 0.26 0.37 0.48 0.62 0.75 0.83 0.94 1.31 1.50 
 13 Agent’s Coherence 0.04 0.09 0.17 0.22 0.27 0.38 0.44 0.55 0.69 0.78 0.87 1.12 1.48 
 14 Agent’s Intentionality 0.06 0.14 0.28 0.34 0.43 0.56 0.68 0.90 1.13 1.21 1.36 1.78 2.16 
 15 Attitude 0.08 0.16 0.37 0.44 0.53 0.70 0.92 1.08 1.37 1.51 1.62 2.04 2.38 
 16 Social Presence 0.05 0.11 0.23 0.30 0.38 0.56 0.70 0.86 1.01 1.14 1.25 1.61 1.87 
 17 Interaction Impact on Self. 0.05 0.11 0.19 0.24 0.30 0.39 0.53 0.64 0.78 0.88 0.96 1.27 1.54 
 18.1 Agent’s Emotional Int. Pr. 0.08 0.23 0.38 0.52 0.60 0.83 1.05 1.32 1.54 1.72 1.88 2.37 2.73 
 18.3 User’s Emotion Presence 0.10 0.18 0.38 0.45 0.55 0.69 0.92 1.10 1.31 1.47 1.64 2.04 2.34 
 19 User Agent Interplay 0.06 0.16 0.28 0.40 0.46 0.63 0.81 1.00 1.21 1.36 1.46 1.89 2.11 
 Mean: 0.07 0.14 0.28 0.35 0.43 0.59 0.76 0.96 1.17 1.29 1.42 1.78 2.08 
 SD: 0.02 0.04 0.08 0.10 0.13 0.18 0.28 0.40 0.48 0.52 0.55 0.63 0.68 
 Median: 0.06 0.14 0.27 0.34 0.42 0.56 0.72 0.90 1.10 1.20 1.33 1.66 1.94 
 Min: 0.04 0.09 0.17 0.21 0.25 0.35 0.44 0.55 0.67 0.75 0.81 0.99 1.26 
 Max: 0.10 0.23 0.48 0.55 0.78 1.13 1.75 2.51 3.08 3.31 3.53 4.00 4.30 
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Table D.15
The percentile scores of the Cohen’s effect sizes (𝑑) (based on the difference of the ASAQ construct/dimension scores of the long version of the ASAQ representative set 2024, 
𝑛 = 1066).
 No. Construct/Dimension Percentile

 5% 10% 20% 25% 30% 40% 50% 60% 70% 75% 80% 90% 95% 
 1.1 Human-Like Appearance 0.09 0.16 0.33 0.43 0.55 0.76 1.06 1.48 2.04 2.17 2.36 2.99 3.32 
 1.2 Human-Like Behaviour 0.06 0.10 0.20 0.24 0.29 0.41 0.54 0.69 0.84 0.98 1.13 1.46 1.68 
 1.3 Natural Appearance 0.08 0.14 0.24 0.31 0.39 0.54 0.72 0.92 1.11 1.24 1.36 1.77 2.28 
 1.4 Natural Behaviour 0.04 0.09 0.20 0.25 0.29 0.40 0.54 0.66 0.92 1.10 1.31 2.03 2.44 
 1.5 Agent’s Appearance Suit. 0.06 0.10 0.19 0.24 0.28 0.37 0.47 0.57 0.70 0.76 0.85 1.02 1.21 
 2 Agent’s Usability 0.03 0.08 0.18 0.25 0.29 0.37 0.46 0.60 0.74 0.81 0.91 1.19 1.52 
 3 Performance 0.05 0.07 0.15 0.19 0.22 0.32 0.42 0.52 0.62 0.68 0.78 1.01 1.20 
 4 Agent’s Likeability 0.07 0.13 0.24 0.31 0.37 0.49 0.61 0.77 0.94 1.06 1.13 1.54 1.73 
 5 Agent’s Sociability 0.06 0.12 0.22 0.26 0.30 0.44 0.56 0.67 0.81 0.89 1.02 1.27 1.45 
 6.1 Agent’s Personality Pr. 0.05 0.10 0.22 0.28 0.34 0.45 0.57 0.72 0.92 1.02 1.15 1.38 1.62 
 7 User Acceptance of the A. 0.05 0.11 0.21 0.26 0.33 0.43 0.55 0.68 0.79 0.88 1.02 1.25 1.50 
 8 Agent’s Enjoyability 0.07 0.13 0.24 0.31 0.36 0.48 0.62 0.74 0.95 1.05 1.13 1.44 1.70 
 9 User’s Engagement 0.06 0.09 0.17 0.20 0.24 0.33 0.43 0.52 0.64 0.68 0.78 0.94 1.07 
 10 User’s Trust 0.05 0.09 0.17 0.22 0.27 0.36 0.48 0.58 0.70 0.78 0.87 1.07 1.21 
 11 User Agent Alliance 0.04 0.08 0.14 0.18 0.23 0.30 0.37 0.46 0.57 0.63 0.69 0.85 0.98 
 12 Agent’s Attentiveness 0.05 0.07 0.15 0.19 0.21 0.31 0.38 0.45 0.57 0.65 0.72 1.00 1.20 
 13 Agent’s Coherence 0.04 0.08 0.15 0.19 0.22 0.30 0.39 0.48 0.60 0.64 0.74 1.03 1.23 
 14 Agent’s Intentionality 0.06 0.11 0.22 0.26 0.31 0.45 0.58 0.70 0.85 0.91 1.02 1.26 1.49 
 15 Attitude 0.06 0.14 0.27 0.36 0.45 0.61 0.81 0.96 1.14 1.30 1.43 1.85 2.09 
 16 Social Presence 0.04 0.09 0.15 0.21 0.24 0.32 0.42 0.52 0.64 0.71 0.76 0.98 1.16 
 17 Interaction Impact on Self. 0.05 0.09 0.20 0.25 0.29 0.40 0.52 0.65 0.77 0.84 0.92 1.16 1.32 
 18.1 Agent’s Emotional Int. Pr. 0.06 0.13 0.25 0.30 0.35 0.49 0.63 0.79 0.97 1.12 1.30 1.71 1.98 
 18.3 User’s Emotion Presence 0.06 0.14 0.26 0.31 0.40 0.53 0.64 0.77 0.95 1.10 1.19 1.56 1.77 
 19 User Agent Interplay 0.06 0.11 0.19 0.24 0.29 0.38 0.47 0.58 0.71 0.80 0.87 1.06 1.30 
 Mean: 0.06 0.11 0.21 0.26 0.31 0.43 0.55 0.69 0.85 0.95 1.06 1.37 1.60 
 SD: 0.01 0.02 0.05 0.06 0.08 0.11 0.15 0.22 0.30 0.32 0.35 0.47 0.53 
 Median: 0.06 0.10 0.20 0.25 0.29 0.41 0.54 0.66 0.80 0.88 1.02 1.25 1.50 
 Min: 0.03 0.07 0.14 0.18 0.21 0.30 0.37 0.45 0.57 0.63 0.69 0.85 0.98 
 Max: 0.09 0.16 0.33 0.43 0.55 0.76 1.06 1.48 2.04 2.17 2.36 2.99 3.32 

Table D.16
The percentile scores of the Cohen’s effect sizes (𝑑) (based on the difference of the ASAQ construct/dimension scores of the short version of the ASAQ representative set 2024, 
𝑛 = 1066).
 No. Construct/Dimension Percentile

 5% 10% 20% 25% 30% 40% 50% 60% 70% 75% 80% 90% 95% 
 1.1 Human-Like Appearance 0.05 0.14 0.32 0.40 0.50 0.69 1.06 1.46 1.89 2.06 2.28 2.88 3.12 
 1.2 Human-Like Behaviour 0.06 0.11 0.20 0.25 0.29 0.42 0.53 0.69 0.85 0.94 1.08 1.39 1.64 
 1.3 Natural Appearance 0.05 0.07 0.17 0.23 0.29 0.39 0.52 0.66 0.83 0.89 0.98 1.41 1.83 
 1.4 Natural Behaviour 0.04 0.09 0.20 0.23 0.30 0.40 0.52 0.67 0.80 0.92 1.07 1.50 1.80 
 1.5 Agent’s Appearance Suit. 0.05 0.09 0.16 0.20 0.24 0.32 0.40 0.52 0.63 0.70 0.76 0.94 1.02 
 2 Agent’s Usability 0.04 0.11 0.18 0.22 0.27 0.35 0.46 0.56 0.68 0.75 0.82 1.05 1.28 
 3 Performance 0.03 0.08 0.17 0.20 0.26 0.34 0.42 0.53 0.63 0.69 0.75 0.96 1.14 
 4 Agent’s Likeability 0.07 0.11 0.22 0.29 0.35 0.48 0.59 0.72 0.85 0.93 1.05 1.38 1.60 
 5 Agent’s Sociability 0.05 0.08 0.18 0.22 0.26 0.36 0.44 0.53 0.67 0.74 0.83 1.03 1.25 
 6.1 Agent’s Personality Pr. 0.03 0.07 0.12 0.19 0.24 0.32 0.38 0.45 0.62 0.68 0.74 0.92 1.02 
 7 User Acceptance of the A. 0.04 0.10 0.18 0.25 0.29 0.39 0.51 0.62 0.77 0.86 0.96 1.16 1.38 
 8 Agent’s Enjoyability 0.06 0.09 0.19 0.24 0.27 0.36 0.48 0.57 0.70 0.76 0.86 1.06 1.25 
 9 User’s Engagement 0.05 0.08 0.15 0.18 0.21 0.28 0.36 0.45 0.56 0.61 0.66 0.86 1.01 
 10 User’s Trust 0.03 0.07 0.14 0.17 0.20 0.28 0.34 0.44 0.55 0.59 0.66 0.86 0.99 
 11 User Agent Alliance 0.03 0.06 0.13 0.17 0.21 0.29 0.35 0.44 0.52 0.58 0.67 0.82 0.96 
 12 Agent’s Attentiveness 0.04 0.07 0.13 0.16 0.19 0.27 0.36 0.46 0.54 0.60 0.66 0.88 0.97 
 13 Agent’s Coherence 0.03 0.07 0.13 0.16 0.20 0.26 0.32 0.40 0.50 0.55 0.60 0.77 0.98 
 14 Agent’s Intentionality 0.04 0.09 0.17 0.21 0.24 0.32 0.40 0.54 0.65 0.72 0.80 1.06 1.28 
 15 Attitude 0.06 0.12 0.27 0.32 0.39 0.49 0.65 0.79 0.95 1.05 1.19 1.47 1.71 
 16 Social Presence 0.03 0.06 0.13 0.17 0.23 0.32 0.40 0.50 0.60 0.65 0.73 0.94 1.10 
 17 Interaction Impact on Self. 0.03 0.07 0.13 0.16 0.19 0.26 0.35 0.44 0.53 0.57 0.62 0.82 0.96 
 18.1 Agent’s Emotional Int. Pr. 0.05 0.12 0.22 0.26 0.32 0.45 0.57 0.69 0.86 0.94 1.04 1.41 1.68 
 18.3 User’s Emotion Presence 0.06 0.11 0.23 0.27 0.33 0.44 0.57 0.68 0.85 0.93 1.07 1.40 1.64 
 19 User Agent Interplay 0.04 0.10 0.18 0.25 0.30 0.41 0.51 0.65 0.79 0.85 0.97 1.20 1.36 
 Mean: 0.04 0.09 0.18 0.22 0.27 0.37 0.48 0.60 0.74 0.81 0.91 1.17 1.37 
 SD: 0.01 0.02 0.05 0.06 0.07 0.10 0.15 0.21 0.28 0.30 0.34 0.43 0.48 
 Median: 0.04 0.09 0.17 0.22 0.26 0.36 0.45 0.55 0.68 0.74 0.82 1.06 1.27 
 Min: 0.03 0.06 0.12 0.16 0.19 0.26 0.32 0.40 0.50 0.55 0.60 0.77 0.96 
 Max: 0.07 0.14 0.32 0.40 0.50 0.69 1.06 1.46 1.89 2.06 2.28 2.88 3.12 
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Table D.17
Sample sizes for each ASAQ construct/dimension of the long and short ASAQ versions based on Cohen’s effect sizes (𝑑) from Table  D.15 and D.16 with .80 power 
and .05 alpha level (two-tailed 𝑡-test).
 No. Construct/Dimension Long Version Short Version
 Effect size Effect size
 Small Medium Large Small Medium Large
 (25%) (50%) (75%) (25%) (50%) (75%)

 1.1 Human-Like Appearance 86 15 5 99 15 5
 1.2 Human-Like Behaviour 273 55 17 252 57 19
 1.3 Natural Appearance 164 31 11 298 59 21
 1.4 Natural Behaviour 252 55 14 298 59 20
 1.5 Agent’s Appearance Suit. 273 72 28 393 99 33
 2 Agent’s Usability 252 75 25 325 75 29
 3 Performance 436 90 35 393 90 34
 4 Agent’s Likeability 164 43 15 188 46 19
 5 Agent’s Sociability 233 51 21 325 82 30
 6.1 Agent’s Personality Pr. 201 49 16 436 110 35
 7 User Acceptance of the A. 233 53 21 252 61 22
 8 Agent’s Enjoyability 164 42 15 273 69 28
 9 User’s Engagement 393 86 35 485 122 43
 10 User’s Trust 325 69 27 544 137 46
 11 User Agent Alliance 485 116 41 544 129 48
 12 Agent’s Attentiveness 436 110 38 614 122 45
 13 Agent’s Coherence 436 104 39 614 154 53
 14 Agent’s Intentionality 233 48 20 357 99 31
 15 Attitude 122 25 10 154 38 15
 16 Social Presence 357 90 32 544 99 38
 17 Interaction Impact on Self. 252 59 23 614 129 49
 18.1 Agent’s Emotional Int. Pr. 175 41 14 233 49 19
 18.3 User’s Emotion Presence 164 39 14 216 49 19
 19 User Agent Interplay 273 72 26 252 61 23

 Max: 485 116 41 614 154 53

Table D.18
Sample sizes for each ASAQ construct/dimension for the 5th percentile error margin.
 No. Construct/Dimension Long Version Short Version
 90% CI 95% CI 97.5% CI 99% CI 90% CI 95% CI 97.5% CI 99% CI
 1.1 Human-Like Appearance 92 130 171 225 102 145 190 251
 1.2 Human-Like Behaviour 235 334 436 576 261 370 484 640
 1.3 Natural Appearance 186 264 346 456 293 416 544 719
 1.4 Natural Behaviour 168 239 312 412 303 430 563 743
 1.5 Agent’s Appearance Suit. 454 645 843 1113 704 999 1307 1726
 2 Agent’s Usability 506 718 939 1240 476 676 884 1167
 3 Performance 511 725 948 1252 591 839 1097 1449
 4 Agent’s Likeability 209 296 387 511 284 403 528 697
 5 Agent’s Sociability 305 433 567 748 452 642 840 1110
 6.1 Agent’s Personality Pr. 337 478 625 826 696 988 1292 1706
 7 User Acceptance of the A. 297 422 551 728 432 614 803 1060
 8 Agent’s Enjoyability 211 299 391 517 518 736 963 1271
 9 User’s Engagement 495 703 919 1213 677 961 1257 1660
 10 User’s Trust 466 661 865 1142 701 996 1302 1720
 11 User Agent Alliance 689 979 1280 1691 767 1089 1424 1881
 12 Agent’s Attentiveness 482 684 894 1181 575 817 1068 1411
 13 Agent’s Coherence 543 771 1009 1332 871 1237 1618 2137
 14 Agent’s Intentionality 345 490 641 846 468 665 869 1148
 15 Attitude 173 245 320 423 243 344 450 595
 16 Social Presence 551 783 1023 1352 634 901 1178 1556
 17 Interaction Impact on Self. 333 472 618 816 804 1142 1494 1972
 18.1 Agent’s Emotional Int. Pr. 212 300 393 519 309 439 574 758
 18.3 User’s Emotion Presence 250 355 464 613 311 441 577 762
 19 User Agent Interplay 414 588 769 1015 416 591 772 1020

 Max: 689 979 1280 1691 871 1237 1618 2137
27 



S. Fitrianie et al. International Journal of Human - Computer Studies 199 (2025) 103482 
Table D.19
Sample sizes for each ASAQ construct/dimension for the 10th percentile error margin.
 No. Construct/Dimension Long Version Short Version
 90% CI 95% CI 97.5% CI 99% CI 90% CI 95% CI 97.5% CI 99% CI
 1.1 Human-Like Appearance 21 30 39 51 23 33 43 57
 1.2 Human-Like Behaviour 90 127 167 220 81 115 150 199
 1.3 Natural Appearance 65 93 121 160 150 213 279 369
 1.4 Natural Behaviour 75 107 139 184 84 119 155 205
 1.5 Agent’s Appearance Suit. 142 202 264 349 187 265 347 458
 2 Agent’s Usability 153 217 283 374 138 196 257 339
 3 Performance 148 210 275 363 156 222 290 384
 4 Agent’s Likeability 68 97 127 167 82 116 152 200
 5 Agent’s Sociability 94 133 174 230 168 239 313 413
 6.1 Agent’s Personality Pr. 77 109 143 189 154 218 286 377
 7 User Acceptance of the A. 95 135 177 234 124 176 230 303
 8 Agent’s Enjoyability 77 110 144 190 133 189 247 326
 9 User’s Engagement 188 267 350 462 196 279 364 481
 10 User’s Trust 132 188 246 325 209 297 389 513
 11 User Agent Alliance 161 228 298 394 177 252 329 435
 12 Agent’s Attentiveness 192 273 357 471 267 379 496 655
 13 Agent’s Coherence 201 286 374 493 350 497 650 859
 14 Agent’s Intentionality 102 144 189 249 135 191 250 330
 15 Attitude 47 67 88 116 70 99 129 171
 16 Social Presence 152 216 282 373 172 244 319 422
 17 Interaction Impact on Self. 137 195 255 337 220 312 408 539
 18.1 Agent’s Emotional Int. Pr. 54 77 101 133 102 145 189 250
 18.3 User’s Emotion Presence 61 87 114 150 88 125 163 216
 19 User Agent Interplay 131 186 243 321 98 139 182 241

 Max: 201 286 374 493 350 497 650 859

Table D.20
Sample sizes for each ASAQ construct/dimension for the 20th percentile error margin.
 No. Construct/Dimension Long Version Short Version
 90% CI 95% CI 97.5% CI 99% CI 90% CI 95% CI 97.5% CI 99% CI
 1.1 Human-Like Appearance 5 6 8 11 5 7 10 13
 1.2 Human-Like Behaviour 43 61 80 105 39 55 72 95
 1.3 Natural Appearance 15 22 28 37 30 43 56 74
 1.4 Natural Behaviour 34 48 62 83 40 57 74 98
 1.5 Agent’s Appearance Suit. 33 47 61 81 43 60 79 104
 2 Agent’s Usability 36 52 68 89 48 68 90 118
 3 Performance 69 98 128 169 40 57 75 98
 4 Agent’s Likeability 24 34 45 59 25 36 47 62
 5 Agent’s Sociability 35 50 66 87 34 48 63 84
 6.1 Agent’s Personality Pr. 19 27 35 46 46 65 84 112
 7 User Acceptance of the A. 34 48 63 83 30 43 56 74
 8 Agent’s Enjoyability 22 31 41 54 36 52 68 89
 9 User’s Engagement 54 77 101 133 64 91 118 156
 10 User’s Trust 31 44 58 77 74 105 137 181
 11 User Agent Alliance 60 85 111 146 71 101 133 175
 12 Agent’s Attentiveness 70 100 130 172 68 97 127 167
 13 Agent’s Coherence 52 73 96 126 74 105 137 181
 14 Agent’s Intentionality 23 33 43 56 55 79 103 136
 15 Attitude 14 20 26 34 18 25 33 44
 16 Social Presence 44 62 82 108 42 60 78 103
 17 Interaction Impact on Self. 37 53 69 91 76 108 141 186
 18.1 Agent’s Emotional Int. Pr. 19 27 35 46 26 37 49 64
 18.3 User’s Emotion Presence 21 29 38 50 22 31 40 53
 19 User Agent Interplay 38 55 71 94 21 29 39 51

 Max: 70 100 130 172 76 108 141 186
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Table D.21
Sample sizes for each ASAQ construct/dimension for the 25th percentile error margin.
 No. Construct/Dimension Long Version Short Version
 90% CI 95% CI 97.5% CI 99% CI 90% CI 95% CI 97.5% CI 99% CI
 1.1 Human-Like Appearance 2 3 4 6 2 4 5 6
 1.2 Human-Like Behaviour 31 44 57 75 21 30 40 52
 1.3 Natural Appearance 10 14 19 25 17 24 31 41
 1.4 Natural Behaviour 44 63 82 108 34 48 63 83
 1.5 Agent’s Appearance Suit. 23 33 43 57 24 34 44 59
 2 Agent’s Usability 19 27 35 47 25 36 47 62
 3 Performance 37 52 68 90 21 30 39 52
 4 Agent’s Likeability 19 27 35 46 20 29 37 49
 5 Agent’s Sociability 19 27 35 46 31 45 58 77
 6.1 Agent’s Personality Pr. 11 16 21 27 38 54 71 94
 7 User Acceptance of the A. 20 29 37 49 17 24 31 42
 8 Agent’s Enjoyability 17 24 31 41 27 38 49 65
 9 User’s Engagement 33 47 61 81 41 59 77 101
 10 User’s Trust 17 23 31 41 68 97 126 167
 11 User Agent Alliance 40 57 75 99 46 66 86 114
 12 Agent’s Attentiveness 41 59 77 101 46 65 85 113
 13 Agent’s Coherence 45 64 84 111 52 74 97 128
 14 Agent’s Intentionality 12 17 22 29 34 48 63 83
 15 Attitude 8 12 15 20 16 23 30 39
 16 Social Presence 46 66 86 114 38 54 71 93
 17 Interaction Impact on Self. 25 35 46 61 48 68 89 117
 18.1 Agent’s Emotional Int. Pr. 12 17 22 29 13 18 24 32
 18.3 User’s Emotion Presence 13 19 24 32 15 21 27 36
 19 User Agent Interplay 33 47 61 81 16 23 30 40

 Max: 46 66 86 114 68 97 126 167

Data availability

Data and analysis code of the results presented in this paper are 
available online (Fitrianie et al., 2025).
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