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Online Optimization of Gear Shift and Velocity for
Eco-Driving using Adaptive Dynamic Programming

Guoqiang Li, Daniel Görges, Member, IEEE and Meng Wang, Member, IEEE

Abstract—In this paper a learning-based optimization method
for online gear shift and velocity control is presented to reduce
the fuel consumption and improve the driving comfort in a car-
following process. The continuous traction force and the discrete
gear shift are optimized jointly to improve both the powertrain
operation and the longitudinal motion. The problem is formulated
as a nonlinear mixed-integer optimization problem and solved
based on adaptive dynamic programming. A major difference
compared to existing approaches is that the developed control
method is model-free, i.e. it does not rely on vehicle models.
It can address system nonlinearities and adapt to changes in
engine characteristics (e.g. consumption map) during vehicle
driving. The computation is efficient and enables possible real-
time implementation. The proposed control method is studied for
an urban driving cycle to evaluate the control performance with
respect to the fuel economy and the driving comfort. Simulations
indicate that the host vehicle can reduce the fuel consumption
by 5.03% and 1.12% for two consumption maps in comparison
to the preceding while keeping a desired inter-vehicle distance.
The results further show a decrease of 1.59% and 2.32% in fuel
consumption compared to a linear quadratic controller with the
same gear shift schedule.

Index Terms—Eco-driving, gear shift schedule, velocity opti-
mization, adaptive cruise control, adaptive dynamic program-
ming, reinforcement learning

I. INTRODUCTION

Recently the reduction of the fuel consumption and pollutant
emissions has attracted a lot of attention throughout the world.
Advanced driver assistance systems for a fuel-economic driv-
ing have received considerable interest in both academia and
industry [1]. Studies in [2], [3] have shown that the on-board
eco-driving device for drivers which provides instantaneous
fuel economy feedback can reduce the fuel consumption by
6% and 1% on city streets and highways respectively.

During eco-driving the vehicle velocity is controlled either
by a human driver or a cruise controller, which is the focus
of this paper to minimize the fuel consumption and ensure the
driving safety. Generally eco-driving can be classified into two
categories: the free-flow driving and the car-following driving.
The free-flow driving only takes a host vehicle as objective
without consideration of surrounding vehicles. The pulse-and-
glide method has been proposed to improve the fuel economy
in [4], [5]. It makes use of the vehicle kinematic energy and
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operates the engine in a highly efficient region. The road and
the traffic condition can influence the driving behavior and
the fuel consumption. With the preview of the road grade and
the trip distance information, the velocity profile is optimized
to reduce the fuel consumption in [6]–[8]. A probabilistic
traffic-signal phase and timing information as well as the
mixed traffic on arterial roads is studied for the energy-efficient
velocity planning in [9], [10]. The optimal velocity trajectory
which maximizes the chance of going through green lights
is designed to save the fuel by reducing idling at red lights.
In [11] the velocity is optimized by a power-based optimal
longitudinal controller considering the traffic condition and
the traffic signal status. Furthermore, in order to reduce the
online computational burden, a cloud-based method using a
spatial-domain dynamic programming (DP) is developed to
improve the fuel economy in [12]. The real-time application
is achieved through a two-way communication system between
the vehicle and the cloud. A Pontryagin’s Maximum Principle
based solution to determine the optimal velocity profile for
energy saving by incorporating the gear shifting, speed limit
and road grade constraints is proposed in [13]. However, the
driving safety in terms of the required inter-vehicle space
particularly in congested urban areas is not addressed in the
aforementioned papers.

In the car-following driving, a host vehicle follows a pre-
ceding vehicle within a safe distance. The velocity of the host
vehicle is selected with adaptive cruise control to improve the
fuel economy. Model predictive control (MPC) methods have
been applied for the ecological driving in [14]–[16]. A robust
eco-adaptive cruise controller is developed in [17] to control
the vehicle acceleration and the gear shift schedule. The
gear shift control policy is, however, designed offline without
an online optimization for the fuel optimality. An energy-
optimal adaptive cruise controller combining MPC and DP
is introduced in [18]. DP provides the energy-optimal speed
trajectory using information like speed limits, road slope,
travel time, etc., and MPC is used to calculate the traction force
of the vehicle to follow the speed trajectory. In the methods
described above a fixed system model is used. Changes in
the system model are not considered. Reinforcement learning
has been used to design discrete control inputs for adaptive
cruise control in [19], [20]. The discretized control inputs may
influence the performance for the real driving environment
which contains continuous states.

The joint control of the powertrain operation and the longi-
tudinal dynamic motion has a promising potential to reduce the
fuel consumption. The gear ratio in the step-gear transmission
can adjust the engine working points for fuel economy. A fuel-
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efficient velocity profile can be realized through optimizing
the engine torque, the brake force, and the gear shift while
guaranteeing a safe inter-vehicle space. This problem usually
relies on a mixed-integer nonlinear optimization with a con-
siderable computation burden. It is challenging for an online
calculation. Pontryagin’s Minimum Principle (PMP) has been
applied in an integrated optimization of the velocity and the
powertrain for a real-time eco-driving system in [21], [22].
However these controllers are developed using a fixed system
model and a velocity preview. They can therefore not adapt to
parameter changes and varying driving behaviors in the real
urban traffic.

Throughout the literature, an online optimization method
for the gear shift schedule and the velocity which can both
improve the fuel economy and the driving comfort has not
been well studied. The joint optimization of the continuous
traction force and the discrete gear shift control is highly de-
sirable. Furthermore the adaptivity with respect to the changes
in engine characteristics during the vehicle operation is still
open.

The objective of this paper is to address the issues indicated
above and realize the joint optimization of the powertrain
operation and the longitudinal dynamic motion for the fuel
economy and the driving comfort. A learning-based control
algorithm using adaptive dynamic programming (ADP) is
applied to design the gear shift schedule and the velocity
trajectory. The gear shift control is solved based on enu-
meration to adjust the engine working points and improve
the engine fuel efficiency. The velocity is optimized through
controlling the traction force with ADP to guarantee a desired
driving space from preceding vehicles. Preliminary results to
the proposed controller were presented in [23]. In this paper
the results are extended in the following directions. First,
a more in-depth investigation of the developed method is
provided. Second, the optimal control performance particularly
regarding the fuel economy is further compared with a linear
quadratic controller (LQR). Third, the real-time capability is
discussed. Finally, the adaptivity with respect to the changes
in the engine fuel consumption map is studied.

In summary, the major contribution of this paper lies in
providing a real-time optimal control method for eco-driving
in a car-following process. It differs from the current adap-
tive cruise controllers in the following aspects: i) the joint
optimization of the powertrain operation and the longitudinal
dynamic motion is realized by controlling the gear shift and
the traction force for a fuel-efficient and comfortable driving;
ii) it enables an online learning of the control policy based
on interaction with the environment; iii) it does not require
a system model and can adapt to the changes in engine
characteristics.

This paper is organized as follows. The problem formulation
for eco-driving and the control objective are introduced in
Section II. The ADP principle and the controller design are
presented in Section III. In Section IV the proposed controller
is investigated for an urban driving scenario to evaluate the
control performance and adaptivity. Conclusions are finally
given in Section V.

II. PROBLEM FORMULATION

The eco-driving studied in this paper is illustrated in Fig. 1.
It is formulated into a car-following framework with a host
vehicle and a preceding vehicle. The preceding vehicle drives
with velocity vp based on the traffic condition and is followed
by the host vehicle. The velocity of the host vehicle vh is
controlled to keep a desired inter-vehicle distance Ldes from
the preceding vehicle for safe driving, and at the same time
to minimize the fuel consumption. The actual inter-vehicle
distance denoted by L can be measured by a radar sensor
without vehicular communication or velocity prediction. Fur-
thermore, the host vehicle is equipped with a multi-step gear
transmission to adjust the engine operation and output power.

Host vehicle Preceding  vehicle

vh vp

LdesΔL

L

Fig. 1. Car-following scenario

Figure 2 presents an overall framework of the proposed
ADP method for ecological driving. The ADP-based controller
receives the velocities and distance, i.e. vp, vh and L. The
gear position and the traction force are calculated by ADP
and applied to the host vehicle. The fuel rate at each step is
used to update the control policy in ADP to improve the fuel
economy.

ADP based 

controller

Gear position

Traction force

Fuel rate

L
Host vehicle

vh vp

Fig. 2. Overall framework of the ADP-based controller for ACC

A. Vehicle dynamics model

The system dynamics model of the car-following framework
is expressed as

∆̇L = vp − vh − τhah
∆̇v = ap − ah

(1)

where ∆L is the inter-vehicle distance deviation defined by
∆L = L − Ldes, ∆v is the relative velocity deviation with
∆v = vp− vh, and ah and ap are the acceleration of the host
and preceding vehicle, respectively. τh is the nominal time
headway which is used to calculate the desired inter-vehicle
distance Ldes for the driving safety following a constant time
headway policy, i.e.

Ldes = τhvh + d0 (2)

where d0 is the standstill distance. According to (2) the desired
inter-vehicle distance Ldes increases linearly with the host
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vehicle velocity vh to take the influence of the velocity on
the braking distance into account where the time headway τh
as linearity factor is selected based on legal requirements and
driver preferences.

The longitudinal dynamics model of the host vehicle is
formulated as

ẋh = vh

v̇h = ah

mah = Ft −
ρAcdv

2
h

2
−mgf cosα−mg sinα

(3)

where Ft is the traction force at the wheels, ρ is the air
density, A is the equivalent area of the vehicle body, cd is
the aerodynamic resistance coefficient, m is the vehicle mass,
f is the rolling resistance coefficient, and α is the road angle.
The resistance forces consist of the aerodynamic force, rolling
force and grading force.

The internal combustion engine in the host vehicle is
described by a static fuel consumption map as shown in Fig. 3
from [24]. The fuel rate ṁf is a nonlinear function of the
engine torque Te and the engine speed ωe, i.e.

ṁf = f(Te, ωe). (4)
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Fig. 3. Fuel consumption map

It can be observed that under the same output torque the
engine working in the low speed region can lead to less fuel
consumption than the one in the high speed region. Therefore
a gear shift schedule optimization is required to adjust the
engine working points for improving the fuel economy.

The host vehicle is equipped with a multi-step gearbox.
It transfers the engine power to the wheels and provides
the required power for driving. The simplified structure is
presented in Fig. 4. The relationship of the speed and torque
between the engine and the wheels is determined by

ωe =
vhig(g)

rw

Te =
Ftrw
ig(g)

for Ft > 0
(5)

where ig(g) is the transmission ratio corresponding to the gear
position g, and rw is the wheel radius.

ICE

Gearbox

ωe

ig(g)

ωv

Te
vh

Fig. 4. Simplified structure of the host vehicle

The gear shift strategy of the gearbox determines the gear
ratio and in this way adjusts the engine speed and torque by
(5). In order to avoid shift jumps which yield a poor driving
comfort, only a sequential gear shift is allowed. The gear shift
schedule is designed to control the gear position g(s) at the
current time step based on the gear position g(s − 1) at the
last time step and the gear shift command ug(s) according to
the dynamic model

g(s) = g(s− 1) + ug(s) (6)

where s is the sampling interval for the gear shift, and ug
belongs to the set {−1, 0, 1}. -1 means downshift, 1 represents
upshift, and 0 is sustainment.

B. Control objective for eco-driving

The control objective for eco-driving in the car-following
scenario consists in minimizing the fuel consumption and
maintaining a desired inter-vehicle distance Ldes from the pre-
ceding vehicle. The tracking performance of the host vehicle
can be evaluated by the inter-vehicle distance deviation ∆L
and the velocity deviation ∆v. Therefore the objective in the
optimal control problem is to minimize ∆L, ∆v, and the fuel
consumption, which can be formulated as

J =

∫ Tcyc

0

(
∆L2 + ∆v2 + ṁf

)
dt (7)

where Tcyc is the total length of the driving trip.
The optimal problem behind the eco-driving is to optimize

the gear shift schedule and the traction force, i.e. u =
[Ft, ug]T such that the cost function (7) is minimized.

III. CONTROLLER DESIGN

In this section ADP based on an actor-critic structure is
introduced as well as the controller design for the eco-driving.

A. Introduction of ADP

ADP as a major variant of reinforcement learning is a
learning-based control method which takes decisions based on
interactions with the environment. The algorithm can realize
online learning of nonlinear optimal control problems without
the system model. It overcomes the curse of dimensionality
within DP and facilitates the real-time implementation.
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1) Problem description: Consider a general nonlinear
discrete-time system

xt+1 = f(xt,ut), t = 0, 1, 2, ... (8)

where xt ∈ Rm is the state vector, ut ∈ Rn is the input
vector and f(xt,ut) is the system dynamics function. A value
function for the system (8) is defined as

V (xt) =
∞∑
i=t

βi−tr(xi,ui)

=
∞∑

i=t+1

βi−(t+1)r(xi,ui) + r(xt,ut)

=βV (xt+1) + r(xt,ut)

(9)

where β is a discount factor with 0 < β < 1. r(xi,ui) is the
instantaneous cost depending on the control input ui and the
state xi.

This equation is also denoted as Bellman equation. Based on
the Bellman optimality principle, the optimal value function
for the policy ut = h(xt) is given by

V ∗(xt) = min
h(·)

[r (xt,h(xt)) + βV ∗ (xt+1)] (10)

which is referred to the Bellman optimality function.
The optimal policy results from (10) as

h∗(xt) = arg min
h(·)

[r (xt, h(xt)) + βV ∗ (xt+1)] . (11)

The optimal control problem in (11) can be solved by
ADP through learning by trial-and-error interactions with the
dynamic environment.

2) ADP with iterative learning: The iterative learning algo-
rithm for ADP is processed as follows. Given a control policy
h(xt), the value function can be updated iteratively using

V (i+1)(xt) = r(xt,h
(i)(xt)) + βV (i)(xt+1) (12)

where i is the iteration step.
After the value iteration, the control policy h(xt) can be

improved by

h(i+1)(xt) = arg min(r(xt,h
(i)(xt)) + βV (i+1)(xt+1)).

(13)
The action dependent heuristic dynamic programming is

one kind of the ADP design family with an actor-critic
structure shown in Fig. 5. It can be used for systems with
continuous space and has simple implementation. Here the
neural networks are used for a smooth and nonlinear function
approximation [25]. A critic network is used to approximate
the value function V (xt). The reward r(xt,ut) resulting from
the current action is the reinforcement signal. The action
network provides the control variable ut.

3) Critic network and online learning: The critic network
has input variables consisting of the m-dimensional state
vector xt and the n-dimensional action vector ut. There
are Nch neurons in the hidden layer and one output neuron
which is presented in Fig. 6. w(1)

c (t) is the weighting matrix
from the input neurons to the hidden neurons. The weighted
sum of all inputs to each hidden neuron k is given as

r(xt, ut)

Critic 

network

Action 

network

System 
xt

ut V(xt-1)

V(xt)

-

^

^

Signal flow Back propagation

Fig. 5. Schematic diagram of the actor-critic structure

σck(t) =
∑m

i=1 w
(1)
cki(t)xit +

∑n
j=1 w

(1)
ckj(t)ujt. The hyper-

bolic tangent transfer function φ(x) = 1−e−x
1+e−x is utilized as

activation function in the hidden neurons. It can approximate
smooth nonlinear functions more accurately than a linear basis
function. The output of each hidden neuron is then given as
qck(t) = φ(σck(t)) = 1−e−σck(t)

1+e−σck(t) . The weighting vector from

the hidden layer to the output neuron is denoted as w(2)
c . The

output of the critic network V̂ (xt) can finally be calculated
from V̂ (xt) = w

(2)
c (t)qc(t) =

∑Nch

k=1 w
(2)
ck (t)qck(t).

...

x1

...

xm

...

un

V

wc
(1)

wc
(2)...

u1

ϕ(·) ^

qck

Fig. 6. Structure of the critic network

The error function of the critic network can be defined as
the temporal difference with

ec(t) = βV̂ (xt) + r(xt,ut)− V̂ (xt−1) (14)

where r(xt,ut) is the external reward. Note that a shifted
value function is considered here to simplify the implementa-
tion as proposed in [26]. The learning objective for the critic
network is to minimize the error function ec(t) by updating the
parameters wc, therefore the objective function for the critic
network is introduced, i.e.

Ec(t) =
1

2
e2c(t). (15)

A gradient descent adaptation algorithm is used to update
the weights as

wp+1
c (t) = wp

c (t) + ∆wp
c (t) (16)

where p denotes the iteration index.
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With a chain rule and backpropagation procedure, the
weights adaption of the critic network from the hidden layer
to the output layer results from

∆w
(2)
ck (t) = ηc(t)

[
− ∂Ec(t)

∂w
(2)
ck (t)

]
, k = 1, 2, . . . , Nch,

∂Ec(t)

∂w
(2)
ck (t)

=
∂Ec(t)

∂ec(t)

∂ec(t)

∂V̂ (xt)

∂V̂ (xt)

∂w
(2)
ck (t)

= ec(t)qck(t)

(17)

where ηc(t) is the learning rate of the critic network.

The weights adaption from the input layer to the hidden
layer is calculated by

∆w
(1)
ckj(t) = ηc(t)

[
− ∂Ec(t)

∂w
(1)
ckj(t)

]
, j = 1, 2, . . . ,m+ n,

∂Ec(t)

∂w
(1)
ckj(t)

=
∂Ec(t)

∂ec(t)

∂ec(t)

∂V̂ (xt)

∂V̂ (xt)

∂qck(t)

∂qck(t)

∂σck(t)

∂σck(t)

∂w
(1)
ckj(t)

= ec(t)w
(2)
ck (t)

[
1

2

(
1− q2ck(t)

)]
xjt. (18)

4) Action network and online learning: The action network
has a similar structure with the critic network for the control
policy. The input is the state vector xt and the output is
the action vector ut. The hidden layer contains Nah neurons
with the hyperbolic tangent transfer function. Defining w(1)

a

as the weighting matrix from the input neurons to the hidden
neurons, the value to each hidden neuron k is calculated as
σak(t) =

∑m
i=1 w

(1)
aki(t)xit and the output of each hidden

neuron is qak(t) = φ(σak(t)) = 1−e−σak(t)

1+e−σak(t) . The input to each

output node j is given as µj(t) =
∑Nah

k=1 w
(2)
akj(t)qakj(t) where

w
(2)
a (t) is the weighting vector from the hidden neurons to the

output neurons. Finally the output of the action network is the
n-dimensional vector of action variables with ujt = 1−e−µj(t)

1+e−µj(t)
,

j = 1, 2, . . . , n.

With the system states acting as the input variables, the
optimal control action can be generated by the action network
through adapting the weights wa(t) so as to minimize V̂ (t).
The learning objective function can thus be defined as

Ea(t) = V̂ (t). (19)

The training of the action network is similar to the one used
in the critic network. With a gradient descent rule, the weights
can be adapted using

wp+1
a (t) = wp

a(t) + ∆wp
a(t) (20)

where p is the iteration index.

The weights adaption from the hidden layer to the output
layer is

∆w
(2)
akj(t) = ηa(t)

[
− ∂Ea(t)

∂w
(2)
akj(t)

]
, k = 1, 2, . . . , Nah,

∂Ea(t)

∂w
(2)
akj(t)

=
∂V̂ (xt)

∂uj(t)

∂uj(t)

∂µj(t)

∂µj(t)

∂w
(2)
akj(t)

= ea(t)
1

2

(
1− u2j (t)

) Nch∑
r=1[

w(2)
cr (t)

1

2

(
1− q2cr(t)

)
w

(1)
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]
qak(t)

(21)

where ηa(t) is the learning rate of the action network.
The weights adaption from the input layer to the hidden

layer is calculated from

∆w
(1)
aki(t) =ηa(t)

[
− ∂Ea(t)

∂w
(1)
aki(t)

]
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∂µ(t)

∂µ(t)

∂qak(t)

∂qak(t)

∂σak(t)

∂σak(t)

∂w
(1)
aki(t)

=
∂Ea(t)

∂V̂ (xt)

n∑
j=1

∂V̂ (xt)

∂ujt

∂ujt
∂µj(t)

∂µj(t)

∂qak(t)

∂qak(t)

∂σak(t)

∂σak(t)

∂w
(1)
aki(t)
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[
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cr (t)
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(
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)
w

(1)
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]
· 1

2

(
1− u2jt

)
w

(2)
ajk(t)

1

2

(
1− q2ak(t)

)
xit. (22)

B. Controller design based on ADP

The purpose of the eco-driving in the car-following process
is to keep a desired inter-vehicle distance from the preceding
vehicle and at the same time minimize the fuel consumption.
The traction force Ft of the host vehicle is optimized to control
the velocity to follow the preceding vehicle for comfortable
driving. The optimal gear shift control ug is derived to adjust
the engine operating points for fuel economy. The overall
control algorithm is presented in Fig. 7. It is assumed that the
inter-vehicle distance deviation ∆L(t) and velocity deviation
∆v(t) can be measured. At each time step, the gear shift
command ug is chosen from the set {−1, 0, 1}. The engine
torque and engine speed for each ug can be obtained from (5)
and (6), i.e.

ωe(u
j
g(t)) =

vh(t)

rw
ig
(
g(t− 1) + ujg(t)

)
Te(u

j
g(t)) =

Ft(t)rw

ig

(
g(t− 1) + ujg(t)

) , j ∈ {1, 2, 3}. (23)

The traction force Ft is then calculated from the action
network within the ADP. The state variables in ADP is
chosen as xt = [∆L(t),∆v(t)]T. The reward is defined by
r = ∆L2(t)+∆v2(t)+ṁf(t) to minimize the cost function in
(7). During learning, the critic and action networks are adapted
to derive the optimal control policy for Ft. By comparing the
fuel rate for each gear shift command ujg, the optimal traction
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Fig. 7. Control algorithm for the eco-driving based on ADP

force F ∗t and the optimal gear shift u∗g yielding the minimum
fuel consumption can be obtained, i.e.(

F ∗t , u
∗
g

)
= arg min

Ft,ug

ṁf

(
F j
t , u

j
g

)
, j ∈ {1, 2, 3}. (24)

This calculation can be processed parallelly for each ug to
improve the computational efficiency.

During the learning process for ADP, in each time step the
critic network is adapted iteratively for maximal iteration num-
ber Nc or when Ec reaches the tolerance Tc. If either of them
is satisfied, the adaptation is stopped and the approximated
value function is derived from the critic network. Then the
parameters of the action network are adapted based on similar
stopping criteria Na and Ta, where Na is the maximal iteration
number and Ta is the tolerance for Ea . After adaptation, the
optimal traction force Ft and the gear shift command ug are
obtained and applied on the host vehicle. It is necessary to
mention that the system model for the controller design is
not required. The nonlinear system model in (1)-(5) is used
for simulation. The learning procedure is summarized in the
Algorithm 1.

IV. SIMULATION STUDY

In this section, the control performance of the ADP method
is studied and the comparisons with different control meth-
ods are discussed. Particularly the adaptivity with respect to
changes in the engine fuel consumption map is presented.

A. Analysis of the control performance

The proposed controller for the eco-driving is evaluated with
an urban driving cycle. A fixed preceding vehicle drives along
the velocity trajectory from the Urban Dynamometer Driving
Schedule (UDDS) and is followed by the host vehicle. The
simulation parameters are given in Table I.

Simulation results for the first 300 seconds are shown in
Fig. 8 for clear illustration. The velocity profile of the host

Algorithm 1 Learning procedure of the controller
1: Define the state variables : x = [∆L(t),∆v(t)]T

2: Define the control variables : u = [Ft, ug]T

3: Initialize the parameters of the critic and action networks
4: Start from t = 1
5: Choose the gear shift command ug from {−1, 0, 1}
6: Calculate the engine speed and engine torque with (23)
7: Calculate Ec(t), set p = 0
8: while Ec(t) > Tc & p < Nc do
9: Update wp+1

c (t) = wp
c (t) + ∆wp

c (t) with (16)-(18)
10: Set p = p+ 1
11: end while
12: Calculate Ea(t), set p = 0
13: while Ea(t) > Ta & p < Na do
14: Update wp+1

a (t) = wp
a(t) + ∆wp

a(t) with (20)-(22)
15: Set p = p+ 1
16: end while
17: Choose optimal control variables yielding minimum ṁf

18: Update state variables with the derived control variables
19: Return to step 5 for the next time instance

TABLE I
PARAMETERS FOR ONLINE LEARNING

Parameter Value
ηa: learning rate of actor network 5 · 10−5

ηc: learning rate of critic network 10−3

Nah: number of neurons in actor network 20
Nch: number of neurons in critic network 20
Na: maximum iteration step of actor network 40
Nc: maximum iteration step of critic network 40
Ta: error tolerance of actor network 10−8

Tc: error tolerance of critic network 10−6

vehicle is quite close to the one of the preceding vehicle and
the distance deviation is kept within the range from -2.2 m to
2.2 m. This indicates a good tracking performance which is
crucial for seamless traffic integration. The acceleration of the
host vehicle is smoother than the one of the preceding vehicle.
The magnitude is below 2 m/s2 to realize a comfortable driv-
ing. Higher gear positions are obtained compared to the one
resulting from a rule-based strategy given in [24] where the
gear shift is controlled based on the current driving velocity.
The engine working points are adjusted to improve the fuel
economy. Since the control objective is to minimize the fuel
consumption, the gear shift frequency is not considered here.

The changing profiles for a part of weights in the action
network during the vehicle driving process are presented in
Fig. 9. At each time step, the weights are adapted online
based on the reward r containing the fuel consumption and the
tracking error. The control policy from the action network is
learned to minimize the reward and improve the fuel economy
for different driving behaviors.

The fuel consumption comparison between the host and
the preceding vehicles with different gear shift schedules
is presented in Table II. Based on the gear shift strategy
by the proposed ADP controller, the host vehicle requires
the minimum fuel consumption to finish the driving cycle.
The fuel consumption of the preceding vehicle is 5.03%
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Fig. 9. Weights adaption of the action network

higher compared to the one from the host vehicle under the
same gear shift schedule. This can be explained from Fig. 8
which shows that the host vehicle has smoother velocity and
lower acceleration/deceleration than the preceding vehicle at
each time step. The fuel consumption is mainly influenced
by the vehicle acceleration. Higher acceleration will lead
to more fuel consumption and requires a strong braking
subsequently to maintain a desired inter-vehicle distance. The
high deceleration for braking not only deteriorates the driving
comfort, but also contributes to a lot of energy lost during
braking and increases the total fuel consumption. Therefore the
unnecessary acceleration and deceleration should be prevented
by the host vehicle to improve the fuel economy. Furthermore,
with the rule-based gear shift schedule, 14.95% more fuel

is consumed by the host vehicle compared to the proposed
gear shift strategy within the ADP controller. Since the ADP
controller is adapted by the reward r which incorporates the
fuel rate at each time step, the control policy executes the
gear shift command to adjust the engine working points in a
fuel efficient region to reduce the reward during the learning
process of ADP. Consequently the fuel economic gear shift
policy is derived by ADP to reduce the total energy cost.

TABLE II
FUEL CONSUMPTION COMPARISON FOR UDDS

Vehicle Gear shift Fuel (g) Change rate
Host vehicle ADP 385.4 -
Host vehicle Rule-based 443.0 +14.95%
Preceding vehicle ADP 404.8 + 5.03%

To evaluate the influence by the gear shift schedule, com-
parisons of engine working points between two gear shift
strategies are given in Fig. 10. The blue circle points rep-
resent the results by the ADP controller from Fig. 8 and the
engine working points with the rule-based strategy in [24] are
indicated by pink stars. It is obvious that the ADP controller
adjusts the engine to work in the low-speed-high-load region
with smaller fuel rate, while a large number of engine points
by the rule-based gear shift strategy fall in the high load region.
This will lead to more fuel consumption. Therefore the derived
gear shift strategy can improve the fuel economy.
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In order to verify the optimal control performance particu-
larly regarding the fuel economy for the eco-driving behavior,
LQR is used as a benchmark to adjust the vehicle velocity
for fuel efficiency. In the LQR only either the acceleration
or a quadratic approximation of the fuel consumption map
can be used. Here LQR is based on a linear model and the
cost function relies on the acceleration ah, the inter-vehicle
distance deviation ∆L and the velocity deviation ∆v. The
same nonlinear model and gear shift schedule are used for
simulation. The fuel consumption comparisons between ADP
and LQR are presented in Table III. LQR leads to 1.59% more
fuel consumption than the ADP controller. The average engine
efficiency resulting from ADP is 25.73%, which is higher than
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the one based on LQR with 24.77%. The reason for this is that
LQR is designed based on a linear system model. The control
objective for fuel economy is realized by reducing the vehicle
acceleration, but the nonlinearity from the engine fuel map
is not regarded. However, the ADP controller is model-free,
and the control policy is adapted by the reward depending
on the fuel rate ṁf , ∆L and ∆v. The nonlinearity from the
engine can be addressed during the actor-critic interaction.
The control policy is updated which contributes to the fuel
economy. The velocity profiles from the two controllers shown
in Fig. 11 are very close, following the preceding vehicle well
for good tracking performance. It indicates that both methods
could provide good driving performance. Therefore the pro-
posed ADP controller respecting the nonlinearity can improve
the engine efficiency and reduce the fuel consumption.

TABLE III
FUEL CONSUMPTION COMPARISON BETWEEN ADP AND LQR FOR THE

HOST VEHICLE

Controller Fuel (g) Change Avg. Engine efficiency
ADP 385.4 - 25.73%
LQR 391.0 +1.59% 24.77%

20 30 40 50 60 70 80 90 100 110 120 130
0

5

10

15

V
el

o
ci

ty
 (

m
/s

)

 

 

20 30 40 50 60 70 80 90 100 110 120 130
−2

−1

0

1

2

A
cc

el
er

at
io

n
 (

m
/s

2
)

 

 

20 30 40 50 60 70 80 90 100 110 120 130
−4

−2

0

2

4

Time (s)

V
el

o
ci

ty
 d

ev
ia

ti
o
n
 (

m
)

 

 

Host−ADP

Host−LQ

Host−ADP

Preceding

Host−LQ

Host−ADP

Preceding

Host−LQ

Fig. 11. Simulation comparison between ADP and LQ

To assess the real-time capability of the ADP-based
controller, the computation time for each step is calcu-
lated. The simulation is executed on a desktop PC with
MATLAB® R2014b. The computer is equipped with In-
tel® Core™ i7-4790 3.60 GHz CPU and 16 GB RAM. The
sampling time for simulation is 100 ms to realize fast reaction
for driving safety. Table IV presents the average and maximum
execution time, which are all below the sampling time for the
simulation. A major benefit from the online learning of the

ADP controller is that the weight adaptation for the control
policy is based on a gradient descent backpropagation rule.
It has an explicit expression with low computation burden
and can improve the calculation efficiency. Moreover, the
parallel computation might be processed for the calculation
of the gear shift control. The simulation study provides a first
indication that the ADP-based controller can be applied in real
time. Further studies with compiled code on an automotive
electronic control unit are, however, needed.

TABLE IV
COMPUTATIONAL TIME FOR THE ADP-BASED CONTROLLER

Cycle Average execution time Maximum execution time
UDDS 5.8 ms 31.2 ms

B. Adaptivity with respect to the changes in the fuel consump-
tion map

The vehicle is a complex dynamic system which includes
thousands of components working under sophisticated condi-
tions. In the normal daily driving, the engine characteristic is
affected by environment factors (air temperature, air pressure,
fuel properties) or aging factors (friction, wear). Consequently
the fuel consumption map along the speed and torque changes
a lot. For model-based controllers, the control policy is usually
designed based on a fixed system model, which is difficult to
adapt during the vehicle operation. This will influence the con-
trol performance and the parameter turning for the controller to
operate under different conditions is very elaborate. Figure 12
shows a modified fuel consumption map based on Fig. 3. It
represents a change in the engine characteristics resulting in
a different engine model. The economic region with low fuel
rate moves to a different area. This can indicate a general
change for the engine model.
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The proposed ADP algorithm does not require the system
model. It can therefore adapt to the changes in the fuel
consumption map due to the reward r consisting in the fuel
consumption at each time step. For a model-based method
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like LQR, the gear shift schedule is designed based on a
determined fuel consumption map in advance, and cannot
adapt to the changes during the vehicle operation.

In the following, simulation is studied for the same driving
cycle with the modified fuel consumption map in Fig. 12.
The trained weights in Fig. 9 for the old fuel consumption
map are used as the initial parameters in the networks. The
proposed method with ADP is then learned online to adapt
the changes and improve the control performance during the
vehicle driving. Figure 13 presents the engine working points
comparison between ADP and LQR. The blue circle points
represent the results by the proposed ADP method, and the
engine working points from LQR is shown by pink stars.
For the results with LQR, the gear shift schedule is selected
as the one in Section IV-A which realizes the optimal fuel
economy for the original fuel consumption map. It can be
observed that with ADP the engine works in the minimum fuel
rate region, while LQR with the original gear shift schedule
leads the vehicle to operate in the relative higher fuel rate
area. This will definitely bring additional fuel consumption.
Furthermore, through comparing the engine working points
with ADP between Fig. 10 and Fig. 13, the ADP method can
adjust the engine to work in the low fuel rate region, reacting
on the changes in the fuel consumption map.
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The weights adaption of the action network for the modified
fuel consumption map is shown in Fig. 14. The online learning
starts with weights at the end of the driving cycle in Fig. 9 for
the old fuel consumption map and continues during the vehicle
driving. It can be seen that when the fuel consumption map
changes the weights are adapted again with the reward r to
improve the fuel economy and converge in the end.

The comparison of fuel consumption for the host and
preceding vehicles with ADP and LQR is indicated in Table V.
Here the same gear shift schedule derived from the modified
fuel consumption map is applied on the vehicles. The host
vehicle with the ADP controller requires the minimum fuel
consumption. Around 1.12% more fuel is utilized by the
preceding vehicle to drive for the same cycle. The fuel
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Fig. 14. Weights adaption of the action network for the new fuel consumption
map

consumed by the host vehicle with LQR is increased by 2.32%.
Therefore, the developed ADP method can adapt to the vehicle
model change and improve the fuel economy.

TABLE V
FUEL CONSUMPTION COMPARISON FOR UDDS WITH MODIFIED FUEL

CONSUMPTION MAP

Vehicle Controller Fuel (g) Change
Host vehicle ADP 473.9 -
Preceding vehicle ADP 479.2 + 1.12%
Host vehicle LQR 484.9 + 2.32%

V. CONCLUSIONS

In this paper an online optimization method for the gear shift
schedule and the velocity control in eco-driving to improve the
fuel economy and driving comfort in a car-following process
has been presented. The traction force of the host vehicle has
been derived with ADP to follow the preceding vehicle and
guarantee the desired inter-vehicle distance. The online gear
shift schedule has been designed by enumeration to adjust the
engine operating points for fuel economy. The controller is
model-free and can adapt online to different driving situations.
Simulation analysis for the urban driving cycle has indicated
that the host vehicle can follow the preceding vehicle with a
smooth acceleration and small inter-vehicle distance deviation.
The host vehicle saves fuel by 5.03% and 1.12% for two
engine fuel consumption maps compared to the preceding
vehicle under the same gear shift schedule. With a rule-
based gear shift schedule, 14.95% more fuel is consumed
by the host vehicle than the one based on the proposed
gear shift strategy within the ADP controller. Furthermore,
LQR has been used as a benchmark which requires 1.59%
and 2.32% more fuel consumption than the proposed control
method. Finally, simulation studies under changes in the fuel
consumption map have indicated the adaptivity of the proposed
approach. In the future, the vehicle longitudinal motion control
for ecological driving systems at the road intersection based
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on ADP will be considered to reduce the fuel consumption
and improve the traffic flow.
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