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Abstract

The increasing integration of intermittent renewable energy sources into the global energy grid
necessitates the development of efficient and reliable long-duration energy storage systems.
The Electron247, a thermal energy storage device developed by EnergyIntel Services, utilizes
an alpha-type Stirling engine for heat-to-power conversion. However, the engine’s baseline
performance is a significant bottleneck, operating at a simulated 10.52 kW[REDACTED] with a thermal
efficiency of 28.87 %[REDACTED] , which limits the overall round-trip efficiency of the system.

This thesis presents a systematic approach to improve the power output and thermal effi-
ciency of the Electron247 system through the parametric optimization of its Stirling engine
components. A specialized third-order, quasi-steady thermodynamic model was developed to
accurately simulate the engine’s performance, incorporating critical loss mechanisms such as
imperfect heat transfer, pressure drops, regenerator ineffectiveness, and mechanical friction.
The model’s predictive accuracy was validated using Helium as the working fluid, showing
strong correlation (average error below 7%) with experimental data from two operational units
in Masdar City, Abu Dhabi.

Leveraging the validated model, a multi-objective optimization was performed using the Non-
dominated Sorting Genetic Algorithm II (NSGA-II). The optimization aimed to simultaneously
maximize thermal efficiency and power output by varying ten key geometric parameters of
the engine’s heater, cooler, and regenerator, subject to manufacturing and system-level con-
straints. The results produced a Pareto-optimal front of designs offering significant perfor-
mance gains over the baseline configuration. Analysis of the optimal designs revealed that
the regenerator’s geometry (specifically, its total volume and wire mesh characteristics) was
the most critical factor in determining engine performance. Notably, the ”Maximum Efficiency”
design achieved a thermal efficiency of 36.91%[REDACTED] , while the balanced ”Closest to Ideal” de-
sign improved both power output to 10.84 kW[REDACTED] and efficiency to 34.76%[REDACTED] . Depending on the
design choice, from a balanced-performance model to a maximum-efficiency configuration,
these enhancements result in an additional 800 to 1,100 tons of CO2 emissions being spared
per unit, demonstrating the critical impact of component-level optimization on the viability and
environmental benefits of thermal energy storage technologies.
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1
Introduction

The global energy sector is undergoing a critical transformation, driven by the need to miti-
gate climate change as mandated by international accords, such as the Paris Agreement [1].
Humanity’s approach to energy production, distribution, and consumption is undergoing a pro-
found socio-technical transformation. The established goal set by international agreements
is to limit carbon dioxide emissions resulting from human behaviour, thereby limiting global
warming to well below 2 °C, preferably 1.5 °C, compared to pre-industrial levels.

This transformation directly influences the energy production sector. According to the Interna-
tional Renewable Energy Agency (IRENA), limiting global warming to 1.5 °C requires reducing
carbon dioxide emissions by 37 gigatonnes from 2022 levels. Furthermore, the energy sector
must achieve net-zero emissions by 2050 [2].

To achieve these goals, a fundamental shift away from the oil and gas producing methods
is necessary. This shift is necessitated by the implementation of renewable energy sources
in future energy grids. This can be observed from Figure 1.1a, which presents two poten-
tial scenarios evaluating the share of energy production in ten and twenty-five years. Sky
2050 represents a case where emissions and global warming limitation are prioritized, while
Archipelagos represents the scenario where energy security is the primary objective. In both
cases, the significant increase in the renewable share, combined with a reduction in oil and
gas production, is evident.

(a) The two energy sector development projections as
projected by two models, Archipelagos and Sky 2050,

developed from Shell [3].

(b) The projected share of renewables in the energy
production sector, as predicted from the International Energy

Agency (IEA) in 2024 [4].

Furthermore, the International Energy Agency (IEA) expects total renewable energy gener-
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1.1. Thermal energy storage 2

ation to reach approximately 17,000 TWh by 2030 (Figure 1.1b), highlighting the growth of
the renewable energy sector. Among the distinct green power sources, solar energy is con-
sidered the most promising, with expectations to surpass both wind and hydropower for the
first time towards the end of the decade. This is primarily due to the increasing efficiency and
decreasing production costs of photovoltaic panels.

The increasing installation of renewable energy infrastructure has given rise to the concept
of ’energy security’, a term of growing importance in policy and academic discourse. Due to
the inherent intermittency of renewables, particularly solar power, the widespread and reliable
integration of solar power into energy grids is hindered. This is visualized in Figure 1.2a, specif-
ically during the middle of the day, when solar power generation is at its maximum, resulting in
a significant drop in net grid electricity demand. This phenomenon is growing in tandem with
the increasing number of solar installations over the years.

(a) The energy demand of the German grid over a day, and
the transition over the years [5].

(b) The discharge duration and capacity capabilities of
different energy storage systems [6].

The most promising solution for overcoming this limitation requires implementing storage in-
frastructure to ensure a stable and reliable renewable energy supply. As cited from the In-
ternational Renewable Energy Agency, ’Storage will be critical to achieving energy system
flexibility, which has brought attention to innovative storage solutions. Ultimately, the goal is
partial decoupling of electricity generation and consumption, enabling the increased installa-
tion of renewable energy sources’ [7]. Several different mechanisms exist for energy storage,
each with its own potential capacity, charge and discharge time scales, and cost. A concise
overview is presented in Figure 1.2b.

1.1. Thermal energy storage
Thermal energy storage (TES) has been identified as a crucial enabling technology [8–10] for
storing renewable energy. TES technology is particularly well-suited for long-duration energy
storage due to its fundamental heat transfer timescale characteristics [11]. It can be cate-
gorized into two distinct subdivisions, latent and sensible heat storage. This categorization
depends on whether the storage medium undergoes a phase change during the charge and
discharge phases (latent heat) or not (sensible heat).

1.2. Electron247 - Problem statement
Electron247 is a long-duration thermal energy storage device, developed by EnergyIntel Ser-
vices, a Cyprus-based renewable energy company, capable of storing amaximumof 550kWhth.
The device utilizes an Aluminium-Silicon (Al-Si) alloy as a Phase Change Material (PCM),
leveraging its high latent heat of fusion. This material is advantageous over commonly used
molten salts due to its lower melting point and high energy density.
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Figure 1.3: Schematic overview of the Electron247 thermal energy storage system, illustrating the main
functional units: charging circuit with heat input, thermal storage tank (PCM/AlSi), and discharging circuit

featuring the alpha-type Stirling engine coupled to an electrical generator for energy output. (Source: Adapted
from EnergyIntel Services documentation).

Figure 1.3 depicts the main components of the storage device. The system’s primary energy
source is a photovoltaic array. Electrical energy is converted into thermal energy via electrical
resistive heaters. These heaters heat a jacket containing liquid sodium, which in turn melts
the Phase Change Material (PCM) within a storage tank, thereby charging the system. During
the discharge cycle, the liquid sodium flows through a discharge jacket, transferring heat to an
alpha-type Stirling engine. The Stirling engine, operating exclusively during discharge, con-
verts this thermal energy into mechanical energy. The engine’s crankshaft is directly coupled
to a generator, which performs the final conversion of mechanical energy back into electrical
energy. The engine coupled to the generator is capable of operating at a constant power out-
put of 13 kWe for several hours. The detailed technical specifications of Electron247 can be
found in Appendix A

The phase change material (PCM) is selected for its high latent heat of fusion. This can be
observed in Figure 1.4, with the Aluminum-Silicon alloy (circled in red) being ranked among
the materials with the highest density-specific latent heats. The latent heat of fusion of this
material is measured at an increased 560 kJ/kg compared to 388 kJ/kg of pure Aluminum.
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Figure 1.4: Density normalized latent heats of fusion for several metal alloys [12]

Sodium is also selected based on its enhanced thermal performance, particularly at higher
temperatures. The selection of heat transfer fluids for high-temperature applications is limited.
While superheated steam and helium are potential options, they exhibit inferior thermal proper-
ties compared to liquid sodium. Figure 1.5 indicates that for increased temperatures, sodium
features the highest thermal conductivity compared to both gases (steam, helium), but more
importantly to other liquid metals as well, namely tin (Sn) and lead-bismuth eutectic alloys
(LBE).

Figure 1.5: Heat conductivity for different heat transfer fluids [13]

The multiple energy conversion steps significantly reduce the overall round-trip efficiency of
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the device. A critical bottleneck in the system’s round-trip efficiency (electricity-heat-electricity)
is the heat-to-power conversion stage. The alpha-type Stirling engine, although advantageous
for its external heat addition capability, currently operates at a thermal efficiency of less than
30%. This presents the most significant opportunity for system-level performance enhance-
ment through targeted component optimization.

1.3. Research question
This thesis focuses on the development of a mathematical model of the specific Stirling ma-
chine used in EnergyIntel’s Electron247. This model was used for the parametric optimization
of the machine’s fundamental components. The optimization procedure, which explores exten-
sive design solutions, is bounded by a set of geometrical, functional, and resource availability
constraints. The scope is summarized with the following research question:

’How can the overall efficiency and power output of a thermal energy storage device
be improved, by parametric optimization of the main components of an alpha-type

Stirling engine, utilized for energy transformation?’

The core research challenge stems from the fundamental laws of thermodynamics and the
principle of energy conservation. The challenge lies in balancing conflicting geometric and
operational parameters to optimize the engine’s power output and thermal efficiency. The
complexity of the problem is further amplified by the unique combination of components and
materials that form Electron247. The design involves:

• An alpha-type Stirling engine coupled to a generator
• Hydrogen or helium as the working fluid, chosen for their excellent thermodynamic prop-
erties, but known for their small molecular size, which exacerbates leakage issues through
seals and containment materials.

• A liquid sodium heat transfer circuit on the hot side, whose extremely low Prandtl number
requires specialized heat transfer correlations distinct from those for conventional fluids.

• A stacked wire screen regenerator, whose performance is dictated by a delicate balance
between heat storage capacity and flow-induced pressure drop, a relationship governed
by complex empirical correlations.

This work introduces a novel perspective by focusing on the development of a systematic
optimization methodology. A computational framework was developed that can efficiently
determine the optimal geometric and dimensional parameters for the key components of an
alpha-type Stirling engine, given specific operational constraints. As a result, the framework
aims to enhance the engine’s performance, approaching the practical limits of the Electron247
system.

1.4. Methodology
This section details the systematic, four-phase methodology employed to enhance the perfor-
mance of the Electron247 alpha-type Stirling engine. The approach begins with the develop-
ment of a specialized thermodynamic model, which is then used in an integrated optimization
of the engine’s key heat exchange components. The process concludes by establishing clear
and actionable design rules, providing a direct pathway to a more efficient and competitive
thermal energy storage system.
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Phase 1: Thermodynamic model development
The foundation of this research was the development of a specialized thermodynamic model,
engineered to accurately simulate the Electron247’s alpha-type Stirling engine. A third-order
quasi-steady model was selected, offering an effective balance between predictive efficiency
and computational efficiency, which is required for extensive optimization studies. The model
was adapted for the specific application by combining several models from the literature, intro-
ducing new loss mechanisms, and updating dated empirical approximations with more recent
findings from the literature. To ensure the reflection of physical reality, several key loss mecha-
nisms were incorporated, including imperfect heat transfer in the heat exchangers, conduction
losses within the engine, pressure drop resulting from the fluid friction of the working gas, and
mechanical friction between the engine’s friction components.

Phase 2: Model validation
With the theoretical model developed, the next critical phase was to validate its predictive
accuracy against experimental performance data. This process ensures that the model is a
credible tool for design optimization. The validation was performed using experimental data
from two operational units installed in Masdar City, Abu Dhabi. The data underwent a rigor-
ous pre-processing phase to ensure quality and relevance. The model’s predictions for power
output and thermal efficiency were then compared against this processed experimental data
at specified operating conditions. The model’s accuracy was quantified using standard statis-
tical metrics. The results confirmed the model’s reliability, deeming it suitable for use in the
subsequent optimization phase.

Phase 3: Multi-objective component optimization
Leveraging the validated model, a multi-objective optimization was executed to systematically
identify component geometries that enhance the engine’s performance. The Non-dominated
Sorting Genetic Algorithm II (NSGA-II), a widely used and efficient metaheuristic algorithm,
was employed for this task through the pymoo Python library. The optimization was driven
by two simultaneous, conflicting objectives: the maximization of thermal efficiency (η) and the
maximization of power output (Pout). The algorithm varied ten key geometric parameters of the
Stirling engine, within a predefined search space, always satisfying the constrained nature of
the problem. Recognizing that continuous values for dimensions are not manufacturable, the
optimization was refined to a discrete process. In this final step, all geometric parameters were
constrained to discrete, realistic step sizes that align with standard manufacturing capabilities
and tolerances.

Phase 4: Analysis and derivation of design rules
The final phase focused on interpreting the optimization results to provide clear, actionable rec-
ommendations for EnergyIntel Services. The optimization process produced a Pareto-optimal
front, a collection of non-dominated designs that represent the best possible trade-offs be-
tween maximizing efficiency and maximizing power output. A structured decision-making pro-
cedure was employed, which transforms the complex output of the optimization into a clear
set of design rules and a final recommended configuration, providing a direct pathway for
enhancing the Electron247 system.



2
Theoretical foundation and literature

review

2.1. The Stirling engine
The invention of the engine is attributed to the Scottish clergymanRobert Stirling, who patented
his first design in 1816. Despite early applications, the development and widespread adop-
tion of Stirling engines significantly slowed during the early 20th century, largely eclipsed by
advancements in internal combustion engines and the proliferation of electric motors [14].

The Stirling engine is a class of external heat engines operating on a closed regenerative ther-
modynamic cycle, where heat is exchanged with external thermal reservoirs. This operational
principle distinguishes it from internal combustion engines and theoretically allows Stirling en-
gines to achieve high thermal efficiencies, potentially approaching the Carnot limit for given
temperature differentials [15].

ηcarnot = 1− Tc

Th
(2.1)

This Carnot limit serves as the theoretical benchmark for Stirling engines because, in its ideal
form, the cycle involves external heat transfer occurring only during the isothermal expansion
(Th) and compression (Tc) stages. The heat required for the isochoric heating phase is ideally
supplied entirely by the heat stored in the regenerator during the isochoric cooling phase, mak-
ing the regenerative processes internally reversible and allowing the overall cycle efficiency to
match that of a Carnot engine operating between the same temperature limits.

2.1.1. Key advantages of Stirling engines
A primary advantage of the Stirling engine is its compatibility with any external heat source.
Unlike an internal combustion engine, which relies on fuel combustion inside the cylinder to
expand and generate work, the Stirling engine relies on an external heat reservoir from which
heat is supplied. Specifically for this application, the Aluminium-Silicon alloy provides heat
at a nearly constant temperature, close to the Eutectic point of the material (577◦C). Operat-
ing between this high temperature and an ambient-temperature heat sink results in a large
temperature differential, which provides a higher theoretical performance ceiling compared to
cycles limited to lower operating temperatures.

Another critical advantage of Stirling machines is the ability to achieve high power density.
Primarily, when the engine operates with helium or hydrogen as the working gas, this, in com-

7



2.1. The Stirling engine 8

bination with the low noise and vibration of Stirling machines, presents a significant advantage
for commercial applications where noise pollution is a concern.

Key advantages associated with this design include multi-fuel capability (compatibility with a
wide variety of heat sources, including solar, geothermal, biomass, and waste heat), character-
istically low noise emissions, and reduced vibration levels compared to piston-based internal
combustion engines [14,15].
In recent decades, there has been renewed interest in Stirling engines for various contempo-
rary energy applications. These include solar thermal electricity generation (particularly using
parabolic dish collectors), waste heat recovery systems, micro-Combined Heat and Power
(mCHP) units, and potential integration with Thermal Energy Storage (TES) systems to en-
hance grid flexibility or provide dispatchable renewable power.

2.1.2. Engine configuration
Stirling engines are typically classified into three primary configurations: alpha, beta, and
gamma. These classifications are distinguished principally by the mechanical arrangement
employed to cycle the working fluid between the hot (expansion) and cold (compression) re-
gions of the engine [15,16].

R C

PP
PP

DP

PP

H

C

H
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C

DP
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R
H

Alpha GammaBeta

Figure 2.1: Schematic representations of the three primary Stirling engine configurations (Alpha, Beta, Gamma),
illustrating the arrangement of power pistons (PP), displacer pistons (DP), heater (H), regenerator (R), and cooler

(C).

The beta configuration utilizes a single cylinder that contains both a power piston and a dis-
placer piston, operating on the same axis. The displacer piston’s function is to shuttle the
working gas between the hot end and the cold end of the cylinder through the heat exchang-
ers, which are typically arranged around the cylinder or in connecting passages. The power
piston extracts work from the pressure changes within the cylinder. Similar to the Beta type,
the Gamma configuration uses a power piston and a displacer piston. However, they are lo-
cated in separate, but connected, cylinders. The displacer shuttles the gas between the hot
and cold spaces (which include the heater, regenerator, and cooler), and the power piston, lo-
cated in its own cylinder connected to the cold space, extracts work. This arrangement allows
for more mechanical design flexibility than the Beta type but often results in a larger ”dead
volume” which can negatively impact performance [16,17].

The alpha configuration, utilized in Electron247, is characterized by two distinct cylinders, each
housing a dedicated piston. One cylinder serves as the expansion space (hot side), while the
other acts as the compression space (cold side). The working fluid is transferred between
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these two cylinders via connecting passages, often incorporating regenerators and heat ex-
changers. The pistons aremechanically linked, commonly to a shared crankshaft, and operate
with a defined phase difference, typically around 90 degrees, necessary to execute the ther-
modynamic cycle [15].

A significant technical consideration for the alpha-type engine is the requirement for robust
dynamic sealing on both pistons, particularly at the hot end. Achieving effective sealing can
be challenging, especially in high-pressure systems or when utilizing low-molecular-weight
working fluids such as hydrogen or helium, which can impact long-term reliability and perfor-
mance. Conversely, compared to the beta and gamma configurations, which often involve
more complex displacer mechanisms or linkages, the fundamental mechanical design and
manufacturing of the alpha-type engine can be relatively straightforward [14].

2.1.3. Engine cycle
TheStirling engine operates based on a closed thermodynamic cycle, using a gaseousworking
fluid. To understand its fundamental potential, we first examine the ideal Stirling cycle, which
is based on the following key simplifying assumptions [17,18]:

1. The working fluid behaves as an ideal gas.
2. Expansion and compression processes are perfectly isothermal.
3. Regeneration process is perfect (100% effectiveness, zero temperature difference be-

tween fluid and matrix at any point, and no pressure drop).
4. Isochoric processes occur instantaneously as the fluid passes through the regenerator.
5. There are no flow losses (friction) or mechanical friction.
6. Heat transfer occurs infinitely fast to maintain isothermal conditions.
7. Perfect sealing (no leakage).

The ideal cycle consists of four fundamental cyclic processes: isothermal compression, iso-
choric heat addition, isothermal expansion, and isochoric heat removal. During the first pro-
cess (isothermal compression), heat is rejected from the gas to the external cooling stream,
leading to a decrease in volume. Subsequently, the gas flows through the regenerator, at con-
stant volume, absorbing stored heat and increasing its temperature as it moves to the heated
expansion space. During the third process (isothermal expansion), work is produced as the
heated working fluid expands. Finally, in the isochoric heat removal phase, the working fluid
passes through the regenerator, at constant volume, cooling down and transferring heat to the
regenerator matrix. The cyclic process can be observed in Figure 2.2.

The Stirling cycle is an adaptation of the Carnot cycle, where isochoric regeneration processes
replace the isentropic processes of the Carnot cycle. Yet, it retains the same maximum the-
oretical efficiency as the Carnot cycle (Equation 2.1). The heat transferred internally during
the two isochoric processes (2-3 and 4-1) is perfectly managed by the ideal regenerator; the
heat rejected to the regenerator during process 4-1 is exactly recovered during process 2-3.
Therefore, in the ideal case, there is no net heat exchange with the surroundings during these
steps. These conditions precisely mirror the requirements for achieving the maximum possi-
ble thermodynamic efficiency defined by the Carnot limit. While real engines cannot achieve
these ideal conditions, the ideal Stirling cycle provides the fundamental basis for understand-
ing the engine’s potential. These processes can be visually represented on Pressure-Volume
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Figure 2.2: Illustration of the four processes in the ideal Stirling cycle for an alpha-type engine: 1-2 Isothermal
compression (heat rejection), 2-3 Isochoric heat addition (via regenerator), 3-4 Isothermal expansion (heat

addition), and 4-1 Isochoric heat rejection (via regenerator).

(P-V) and Temperature-Entropy (T-S) diagrams, illustrating the thermodynamic changes of the
working fluid.

Figure 2.3: Thermodynamic diagrams for the ideal Stirling cycle: (Left) Pressure-Volume (P-V) diagram showing
work done during the cycle; (Right) Temperature-Entropy (T-S) diagram illustrating heat transfer during isothermal
processes and constant volume regeneration paths. The numbers correspond to the states shown in Figure 2.2

.

The ideal Stirling cycle, with its assumptions of perfect isothermal processes, flawless regen-
eration, and zero flow losses, provides a valuable theoretical upper limit on performance. It
significantly diverges from the operation of actual Stirling engines. In reality, numerous fac-
tors prevent the attainment of this ideal cycle. These cumulative effects lead to a ’real’ ther-
modynamic cycle that produces significantly less work and operates at lower efficiency than
predicted by the ideal model.

2.1.4. Working fluids
The selection of a working fluid is a critical design parameter for Stirling engines. While vari-
ous gases can be utilized, the most common choices include hydrogen, helium, and air, each
presenting distinct advantages and disadvantages.

Hydrogen
Hydrogen is often preferred for applications demanding high specific power output and effi-
ciency. Its favorable thermodynamic properties, particularly its high thermal conductivity and
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low viscosity, facilitate rapid heat transfer and minimize flow losses within the engine’s heat
exchangers and regenerator [17]. However, hydrogen’s small molecular size poses signifi-
cant containment challenges, leading to increased leakage rates through dynamic seals and
diffusion through containment materials, especially under high-pressure and temperature con-
ditions. Furthermore, the inherent flammability of hydrogen necessitates rigorous safety mea-
sures and specialized handling procedures, which limit its application in certain commercial or
non-specialized environments.

Helium
Helium offers thermodynamic performance characteristics comparable to those of hydrogen,
yielding a similar potential for high power density and efficiency. As an inert gas, it eliminates
the flammability concerns associated with hydrogen. Its larger molecular size also results in
lower leakage and diffusion rates compared to hydrogen, simplifying sealing requirements.
The primary disadvantages of helium are its relatively high cost and limited global availability,
which can impact both initial and operational expenditures. [17]

While the Stirling machine in Electron247 was initially designed and manufactured for hydro-
gen, due to safety concerns, it operated with helium during preliminary testing. Consequently,
the complete set of data obtained from experimental measurements reveals a reduced power
output and efficiency.

2.2. Detailed Electron247 configuration
The alpha-type Stirling engine of Electron247 utilizes a specific array of components to ex-
change heat between the heating and cooling streams of the engine, with the working gas.
Two tubular, cross-flow heat exchangers are utilized, along with a stacked wire mesh regen-
erator. The working gas (Hydrogen or Helium) passes through the heat exchanger array,

Figure 2.4: Schematic of the heat exchanger and regenerator assembly in the Electron247 Stirling engine. It
illustrates the flow paths, with the working gas passing sequentially through the cooler, regenerator, and heater,

while exchanging heat with the external water-glycol and sodium circuits.

interchanging heat with the two external flows.
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2.2.1. Sodium flow
Heat is supplied to the engine via a liquid sodium heat transfer circuit. Sodium (Na) is an alkali
metal with excellent thermal properties. The high boiling point, low viscosity and density, and
relatively high thermal conductivity make it an ideal solution for use as an HTF in compact, high
thermal capacity heat exchangers [19,20]. These characteristics make sodium advantageous
when compared to conventional HTFs such as water and oil. These make sodium particularly
attractive for high-temperature applications such as concentrated solar power (CSP) plants
and advanced nuclear reactors. While the use of sodium as an HTF has been explored for
decades, ongoing research and development continue to refine its application and address
the associated challenges [21]. The heat transfer characteristics of a sodium flow differ signifi-
cantly from those of water and oils. This difference in heat transfer characteristics stems from
the low Prandtl number of liquid metals. The physical significance of the Prandtl number is the
ratio between the kinematic viscosity and thermal diffusivity of a fluid. This means that thermal
energy diffuses through sodium much faster than momentum, leading to heat transfer char-
acteristics that are dominated by conduction within the fluid, unlike conventional fluids, where
convection is paramount. Due to the increased thermal conductivity and decreased viscosity
of sodium, the range of Prandtl number in sodium flows falls within the range of 0.001-0.01
compared to 1-10 for traditional HTFs [22,23].

Disadvantages and challenges of Sodium as HTF
A significant disadvantage of Sodium is the high reactivity that it presents when in contact with
air or water. The reaction of sodium with water is highly exothermic and violent, producing
hydrogen, which is both flammable and explosive. Sodium also reacts readily with oxygen in
the air, forming sodium oxides and potentially igniting spontaneously at temperatures as low
as 115°C, depending on conditions such as humidity and dispersion [24].

Another essential aspect when considering sodium as an HTF is corrosion effects occur when
sodium is in contact with foreign materials, including stainless steel and carbon. These cor-
rosion characteristics tend to influence the components with which sodium is in contact, ulti-
mately resulting in reduced life expectancy of the components [25].

Water-glycol flow
The necessary cooling of the engine is achieved through a 50%-50% water-glycol mixture
passing through the tubular heat exchanger, which serves as the cooler. Water-Glycol is used
as HTF in several applications in industry, due to its altered thermal properties when com-
pared with water. The significant depression of the freezing point compared to water makes
this mixture ideal in industrial process cooling applications when temperatures reach minus
centigrade. On the other hand, this comes at the cost of reducing the specific heat capacity
when compared to water.

2.2.2. Heat exchangers
As mentioned above, both the cooler and the heater are tubular crossflow heat exchangers,
with one mixed flow (sodium or water-glycol) and one unmixed flow (working gas).

Although the type of heat exchanger is the same, the fundamental dimensions of the heater
and the cooler differ. The bundle of tubes is arranged within the boundaries of a rounded
rectangle, with width (W) and height (H), while the components are connected through flanges
welded around the rectangular array of tubes. L denotes the total length of the heat exchanger.
The tubes are arranged in a triangular lattice, with each tube having 6 equidistant tubes around
it. The distance between the centers of tubes is defined as the pitch (p), while the thickness of
the tubes (t) and their inner diameter(d) are the only other required dimensions to define the
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Figure 2.5: Geometric details of the tubular heat exchangers (heater and cooler). The left view shows the
arrangement of tubes in a triangular lattice within a rounded rectangular shell, indicating the overall height (H),
width (W), tube inner diameter (d), pitch (p), and thickness (t). The right view shows the side profile, indicating

the overall length (L).

geometry of the heat exchanger

2.2.3. Regenerator
A fundamental component of the Stirling engine is the regenerator. The regenerator acts as
an internal heat exchanger, playing a crucial role in enhancing the efficiency of the Stirling
machine. During a cycle, the regenerator stores heat from the working fluid as it passes from
the hot to the cold side of the engine. The heat is consequently added to the flow when the
working gas flows from the cold to the hot side of the engine. Thus, the role of the regenerator
can be characterized as a ’thermal capacitor’, significantly reducing the amount of heat that
needs to be added and removed from the flow during the phases of the heat addition and
rejection, from the external heat reservoirs.

Several types of regenerators have been conceptualized and implemented over the years.
Among these, the most widely used are stacked wire screens, random fibers (metal felts),
and packed balls. Electron247 utilizes a stacked wire screen regenerator, the most commonly
used type of regenerator.

Mesh parameters
The geometrical parameters of the mesh and regenerator are depicted in Figure 2.6.
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Figure 2.6: Geometrical parameters of woven screen mesh regenerators, the left figure indicates the outer and
matrix diameters, with a zoomed-in view for the mesh characteristics. The right figure shows the side profile

along with the regenerator length.

The hydraulic diameter, the volumetric porosity, and the velocity in the matrix are defined as:

ϵ = 1− Vmatrix

Vtotal
(2.2) dhyd = dwire

ϵ

1− ϵ
(2.3) u =

u0
ϵ

(2.4)

The volume of the matrix is easily defined by the density of the wire material, and the mass
of the regenerator Vmatrix = mreg/ρwire, the total volume of the regenerator is defined as
Vtotal =

π
4D

2
r . u0 is the velocity of the working gas in an empty tube.

2.3. Fundamental modes of heat transfer
The heat transfer rate between two bodies with different and constant temperatures can be
obtained with the use of the following formula:

Q =
∆T

R
(2.5)

where ∆T is the temperature difference and R is the overall thermal resistance between the
bodies.

Conduction is the mode of heat transfer that occurs through a stationary medium, which can
be a solid, liquid, or gas, as a result of direct molecular interactions driven by a temperature
gradient. In the context of heat exchangers, conduction is most significant within the solid
materials that constitute the exchanger, particularly through the walls of the tubes that separate
the hot and cold fluids. The rate at which heat is transferred by conduction is quantified by
Fourier’s Law of Heat Conduction [26]:

qk = −kA
dT

dx
(2.6)

Where qk represents the rate of heat transfer, k is the conductivity, which is a material property,
A is the area perpendicular to the direction of the heat flow, and dT

dx is the temperature gradient
in the direction of the heat flow.
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In a tubular heat exchanger, the conduction equation is applied to calculate the resistance of
the wall to thermal heat transfer. The resistance calculation is expressed as:

Rw =
ln(do/di)

2πkwL
(2.7)

Where do is the outer diameter of the tube, di the inner diameter, kw the wall thermal conduc-
tivity, and L the length of the tube.

Convective heat transfer is the process of thermal energy transfer that occurs at the interface
between amoving fluid and a solid surface. It can be further categorized into natural and forced
convection. In heat exchangers, forced convection is relevant due to the forced circulation of
fluids within the heat exchanger, facilitated by components such as pumps. The rate of heat
transfer by convection is described by Newton’s law of cooling [26]:

qconv = hA(Ts − Tf ) (2.8)

Where qconv is the rate of heat transfer, h is the convective heat transfer coefficient, Ais the
surface area of the interface between the surface and the fluid, Ts is the bulk area of the
solid surface, and Tf is the bulk temperature of the fluid. The resulting resistance due to heat
transfer is expressed as:

Rconv =
1

hA
(2.9)

It is important to mention that this resistance equation is applied twice, once for the internal
(tube) flow and once for the external (shell) flow in a tubular heat exchanger.

Radiative heat transfer is described as the energy emitted in the form of electromagnetic
waves from any matter that has a temperature above absolute zero. Unlike conduction and
convection, radiation does not necessitate a physical medium for its propagation and can
therefore occur even through a vacuum. The maximum rate of radiation that can be emitted
from an ideal emitter, known as a black body, is described by the Stefan-Boltzmann Law [26]:

qrad = ϵσA(T 4
h − T 4

c ) (2.10)

Where qrad is the radiative heat transfer rate, ϵ is the emissivity of the surface, σ is the Stefan-
Boltzmann constant, A is the surface area, Th is the surface temperature of the hot element,
and Tc is the surface area of the cold element.
In the context of typical compact heat exchanger analysis, analysts usually neglect the radia-
tive heat transfer characteristics. The conduction and convection mechanisms of heat transfer
are often dominant in such scenarios, and these are typically taken into account when model-
ing heat exchangers [26].
The overall resistance to heat transfer results in:

Rtot =
1

UoAo
=

1

UiAi
=

1

Aihi
+

ln(do/di)

2πkwL
+

1

Aoho
(2.11)

2.4. Thermodynamic modeling of Stirling engines
The ideal cycle of the Stirling engine, as presented in the previous chapter, deviates substan-
tially from the real cycle of a working machine. Over the years, several attempts have been
made to model the real cycle of a Stirling machine.
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2.4.1. Ideal (Schmidt) analysis - First order
The Ideal Schmidt analysis is a first-order thermodynamic model used to evaluate the perfor-
mance and cycle of a Stirling machine. It is based on critical simplifying assumptions [17]:

1. The expansion and compression processes in the cycle are isothermal, occurring at
constant temperatures due to perfect heat transfer.

2. The working fluid of the engine behaves as an ideal gas at all times, obeying the ideal
gas law.

3. There is no friction between the components and the working fluid, resulting in zero
pressure loss during the cycle

4. The regenerator is assumed perfect. There is no axial conduction of heat between the
cooler and heater through the regenerator. Furthermore, the efficiency of heat recovery
through the regenerator is assumed to be 100% with no pressure drop in the regenerator
mesh.

5. The volume variations in the expansion and compression spaces are assumed to be
sinusoidal functions of the crank angle.

The conceptualization of the Schmidt analysis for a Stirling engine primarily involves applying
the conservation of mass equations and the ideal gas law.

m =
pV

RT
(2.12)

The work and power approximations are calculated by integrating the pressure over the vol-
ume change during the cycle. The Ideal Schmidt Analysis provides a computationally efficient
method for estimating theoretical performance.

Qe =

∮
p
dVe

dθ
dθ (2.13)

Qc =

∮
p
dVc

dθ
dθ (2.14)

W = Qe +Qc (2.15)

Although first-order models perform poorly in approximating the cycle, work, and efficiency of
a real machine, this model forms the basis for more accurate models.

2.4.2. Adiabatic models - Second order
Adiabatic models represent a step towards more realistic Stirling engine cycle analysis. The
isothermal assumptions during the expansion and compression phases are completely re-
moved. In contrast, these processes are modeled as adiabatic, and the heat rejection and
addition occur solely in the heat exchanger components of the machine. The following as-
sumptions hold:

1. The compression and expansion phases take place in adiabatic cylinders, wherein no
heat transfer is observed between the working fluid and the cylinder walls.

2. The net heat transfer from and to the external streams occurs exclusively in the heat
exchangers.

Adiabatic models incorporate the heat transfer between the working gas and the heat exchang-
ers (heater, cooler, regenerator). Some may also include preliminary estimates of parasitic
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losses, such as friction and leakage. Specific second-order models account for non-ideal re-
generator performance and pressure drops within the engine. These models aim to capture
real-world inefficiencies that are often overlooked in idealized analyses. By incorporating heat
transfer and loss estimations, adiabatic models offer a more accurate prediction of engine
performance.

2.4.3. Quasi-steady models - Third order
Quasi-steady models represent a further refinement in the thermodynamic modeling of Stir-
ling engines by incorporating finite heat transfer rates and flow losses. These models move
beyond the ideal heat exchanger assumptions of lower-order models and account for the fact
that heat transfer in real engines occurs at a finite rate. They also consider pressure drops that
occur due to viscous flow in the heat exchangers and other engine components. Often, these
models utilize empirical correlations for heat transfer coefficients and friction factors, derived
from experimental data, to improve the accuracy of their predictions. By incorporating these
effects, quasi-steady models offer a more accurate representation of the thermodynamic pro-
cesses within the engine.
A common approach in third-order modeling is nodal analysis, where the engine space is
divided into several interconnected one-dimensional nodes or control volumes. The funda-
mental conservation equations for mass, energy, and momentum are then applied to each of
these nodes. The resulting system of differential equations is typically solved numerically for
each time step of the engine cycle [15]. This approach allows for the prediction of transient
information, such as pressure, temperature, and flow rates, throughout the engine cycle, of-
fering a more detailed understanding of the engine’s dynamic behavior. Quasi-steady models
generally provide more accurate predictions of engine performance compared to ideal and
adiabatic models because they capture non-ideal effects that are neglected in lower-order
approaches. Validation of these models against experimental data has shown improved ac-
curacy compared to simpler models. The nodal analysis offers a detailed examination of the
spatial and temporal variations in thermodynamic parameters. The ability to predict transient
behavior is valuable for analyzing engine start-up and operation under varying conditions.

Urieli and Berchowitz
The adiabatic model published by Urieli and Berchowitz in 1984 [17] is one of the first compre-
hensive mathematical models to evaluate the performance of a Stirling machine. The same
authors also published the so-called ’Simple’ model, which includes analysis for imperfect
heat exchangers and pressure loss in engine components. These models serve as a basis
for future researchers, facilitating the construction of more accurate models.

Babaelahi and Sayyaadi
Babaelahi and Sayyaadi published ’Simple-II’ in 2014 [18], modifying the Simple model by
Urieli and Berchowitz to enhance its performance. The main additions to the model are the im-
plementation of the working gas leakage effect and non-ideal thermal operation of the regener-
ator, including longitudinal heat conduction between the heater and cooler through the regener-
ator. Adding to these, mechanical friction and power loss (based on the theory of finite speed
thermodynamics (FST)) due to the piston motion were added. A few years later, the same
authors published the polytropic analysis of Stirling engine with various losses (PSVL) [27]
and the modified PSVL [28], increasing the prediction efficiency even further, by modeling the
polytropic expansion and compression processes.

Table 2.1 features a comparison between themodels’ results and experimental measurements
of the well-established GPU-3 gamma Stirling engine. Analyzing the performance of the mod-
els reveals valuable insights for the evolution of the models.
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Model (Year) Heat Input kW
(Error (%))

Power kW
(Error (%))

η %
(Error (%))

Urieli and Berchowitz
adiabatic model (1984) 13.280 (+6.8) 8.3 (+213.2) 62.5 (+193.4)

Urieli and Berchowitz
simple model (1984) 12.762 (+2.5) 6.7 (+152.8) 52.5 (+146.4)

Hosseinzade and Sayyaadi
CAFS model (2014) 11.345 (-8.8) 4.1 (+54.7) 36.2 (+69.9)

Babaelahi and Sayyaadi
Simple-II model (2014) 12.746 (+2.4) 3.62 (+36.6) 28.4 (+33.3)

Babaelahi and Sayyaadi
PSVL model (2015) 15.450 (+24) 3.03 (+14.3) 24.4 (+14.5)

Babaelahi and Sayyaadi
Modified PSVL model (2015) 11.61 (-6.6) 2.87 (+8.3) 24.7 (+15.9)

Experimental
results 12.44 2.65 21.3

Table 2.1: Comparison of second-order thermodynamic models against experimental results for the GPU-3
Stirling engine. The table shows the predicted heat input, power output, and thermal efficiency from various

models, along with their percentage error relative to the actual experimental data.

Early models: The initial adiabatic and ’simple’ models by Urieli and Berchowitz (1984) ex-
hibit significant discrepancies, particularly in their predictions of power output and thermal
efficiency, when compared to experimental results. The errors exceed +150% for power and
+140% for efficiency, indicating that while foundational, these early models lacked the refine-
ments needed to capture crucial real-world loss mechanisms accurately.

Progressive Improvement: Subsequent models demonstrate a clear trend of improved pre-
dictive accuracy, especially for power and efficiency. The inclusion of additional physical ef-
fects, such as leakage, non-ideal regenerator operation, longitudinal conduction (Simple-II),
and finite speed thermodynamics/polytropic processes (PSVL models ), significantly reduces
the error margins.

Overall assessment: The table, the prediction for the heat input, the power output, and the
thermal efficiency represent a substantial improvement over the years. It is important to note
that these results are extracted from comparing the experimental data and modeling results
of a gamma Stirling machine. Since alpha engines feature two distinct cylinders, the adia-
batic expansion and compression processes modeled in several second-order models are
closer to reality when compared to a gamma engine. Adding to this, several engines have the
heater and cooler integrated on the wall of the cylinder, directly contradicting the specified as-
sumption (adiabatic compression and expansion). However, the alpha engine of Electron247
features compression and expansion spaces separated from the heater and cooler compo-
nents, which aligns the adiabatic assumption more closely with the physical system. This
suggests that even older, poorly performing models may perform better when simulated using
the parameters from EnergyIntel’s engine.

2.4.4. Computational fluid dynamics - Fourth, Fifth order
Computational Fluid Dynamics (CFD) models represent the highest level of detail in the ther-
modynamic analysis of Stirling engines. These models provide detailed two-dimensional or
three-dimensional simulations of the fluid flow and heat transfer phenomena within the engine.
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CFD simulations can capture complex flow characteristics such as turbulence, recirculation
zones, and boundary layer effects, which are often simplified or neglected in lower-order mod-
els.
CFD models possess the capability to simulate non-ideal gas behavior, which is particularly
important at high operating pressures. Furthermore, CFD allows for a more accurate rep-
resentation of the regenerator, including its complex geometry and the flow of the working
fluid through its porous media. These detailed simulations are invaluable for advanced design
and optimization efforts, including parametric studies and the optimization of engine geometry.
CFD models can also be used to analyze instabilities and pumping losses within the engine
components. While offering the highest level of accuracy and detail, CFD simulations are
computationally intensive and require significant computing resources and time. The success
of CFD modeling heavily relies on factors such as proper boundary conditions, mesh quality,
and convergence of the numerical solution. The multidimensional analysis provided by CFD
enables a deep understanding of complex flow and heat transfer. These models are powerful
tools for advanced design and optimization, despite their high computational cost.

2.5. Model selection
Selecting an appropriate thermodynamic model for analyzing and optimizing a Stirling engine
involves striking a balance between accuracy and computational complexity. As previously
discussed, models range from first-order ideal analyses (such as the Schmidt model) to highly
detailed fourth- and fifth-order Computational Fluid Dynamics (CFD) simulations.

Considering the goals of this work, which include parametric optimization of engine compo-
nents, computational efficiency is a critical factor. Optimization algorithms often require nu-
merous iterations of the thermodynamic model to explore the design space. While higher-
order models offer greater accuracy, their computational cost can make extensive optimiza-
tion studies impractical. Third-order models present a compelling compromise. They capture
key non-ideal effects neglected by first and second-order analysis, providing sufficiently ac-
curate results for comparative design studies, while remaining computationally tractable for
integration within optimization loops.

Additionally, several third-ordermodels are enhanced versions of Urieli and Berchowitz’smodel,
featuring improved loss mechanisms that are not present in the original model. By adapting
the initial model to specific engines, it is possible to improve the performance of a model.

Lastly, since 1984, newer correlations have been developed primarily for the heat transfer
characteristics of oscillating flows in heat exchangers and regenerators. Implementing these
correlations will also improve the predictive performance of the model.

Taking everything into account, a third-order quasi-steady modeling approach, specifically
adapted to Electron247’s characteristics, is selected for the subsequent analysis and opti-
mization of the Stirling engine.
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Mathematical and computational

model development

The following step in the process is the conceptualization and formulation of the mathematical
model that predicts the performance of the Stirling engine. The model simulates the thermody-
namic cycle of the engine, from which all the required parameters for evaluating the engine’s
performance can be extracted.

Pout, ϵengine = f(lh, dh, ph, lk, dk, pk, lr, domat, porosity, dwire)

Where heater length lh, heater inner tube diameter dh, heater tube pitch ph, cooler length lk,
cooler inner tube diameter dk, cooler tube pitch pk, regenerator length lr, regenerator matrix
outer diameter domat, regenerator porosity, regenerator wire diameter dwire.

3.1. Geometry generation
The geometry of the heat exchangers is generated based on the dimensional inputs of the
model. The primary challenge is to create a triangular lattice based on the pitch and external
dimensions of the heat exchanger shells. The algebraic expressions and the methodology
behind the geometry generation are explained thoroughly in Appendix B.

3.2. Cycle thermodynamic model
Following, the theoretical procedure behind the system of ordinary differential equations is
explained. In practice, the main power output and efficiency of the engine are governed by
the tradeoff between pressure drop and effective heat transfer in compact heat exchangers
(heater, cooler, regenerator). The theory behind analyzing heat exchangers under steady-
state flow conditions is well-established and documented, based on both empirical and an-
alytical models. However, the steady flow conditions do not apply to the working gas in a
Stirling engine closed thermodynamic loop, due to the oscillating and flow-reversing condi-
tions. Consequently, the analysis of the thermodynamic cycle is based on the Quasi-steady
flow method. This method involves discretizing the engine cycle into small time steps (or crank
angle increments) and applying steady-state correlations for heat transfer and fluid friction to
the instantaneous conditions at each step. The model is developed based on this fundamental
assumption.

The model consists of a main set of ordinary differential equations that predict the system’s

20
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state based on the given conditions of the previous timestep. Among the several loss mecha-
nisms modeled, some of the losses directly influence the evolution of the differential equations.
More specifically, the losses due to the polytropic nature of the thermodynamic process and
the heat transfer from the cylinders to the cooling stream are directly incorporated into the set
of differential equations. This is depicted in Figure 3.1.

Figure 3.1: Sankey diagram illustrating the different losses implemented in the model. From top to bottom is the
chronological order which the losses are computed in the model.

Additionally, the losses due to imperfect heat transfer are calculated after the differential equa-
tion has obtained the complete cycle solution. These factors influence the engine’s perfor-
mance. Lastly, the losses due to pressure drop and regenerator conduction are implemented
in the model.

3.2.1. Working gas mass
In the thermodynamic modeling of Stirling engines, directly defining the total mass of the work-
ing gas (M ) is often impractical as it is not a typically known design parameter. The analysis
presented by Urieli [17], therefore, adopts a more convenient method where the total mass is
not an input but is instead approximated from a more easily specified operational parameter:
the mean operating pressure (pmean) of the cycle.

The calculation relies on the results of the Schmidt Analysis, which provides a closed-form
solution for an idealized Stirling cycle assuming sinusoidal volume variations and isothermal
processes. This analysis yields a direct relationship between the total mass of the working gas,
the engine’s geometry, its operating temperatures, and the resulting mean cycle pressure. By
rearranging the equation for mean pressure derived in the Schmidt analysis, the total mass of
the working gas (M ) can be calculated as follows:

M =
pmean · s ·

√
1− b2

R
(3.1)

where:

• pmean is the specified mean charge pressure of the engine.
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• R is the specific gas constant of the working fluid.
• s is a summation term representing the total equivalent volume of the engine, normalized
by temperature. It is calculated as:

s =

[
Vswc

2Tk
+

Vclc

Tk
+

Vk

Tk
+

Vr

Tr
+

Vh

Th
+

Vswe

2Th
+

Vcle

Th

]
• b is a dimensionless parameter related to the pressure variation, calculated as c/s, where
c is a term representing the combined effect of the swept volumes and their phase angle,
normalized by temperature.

•
√
1− b2 is a term that accounts for the sinusoidal nature of the pressure variation.

This method provides a robust and practical way to initialize the simulation with a realistic
quantity of working gas based on a primary, controllable operating condition (pmean), rather
than requiring the less intuitive direct specification of mass.

3.2.2. Development of system of ODEs
The development of the system of ODEs is based on the Simple model for Stirling engine cycle
analysis from I. Urieli [17] and the Modified Polytropic model for Stirling analysis with various
losses from Babaelahi et al. [28]. This model solves a system of ordinary differential equa-
tions to determine the pressure of the engine and the corresponding temperatures for each
engine compartment. After the solution of the system of equations is obtained, an analysis
is performed to determine the irreversibilities of the engine due to imperfect heat transfer and
fluid friction pressure drops.

The model discretizes the total engine volume into five interconnected control volumes: com-
pression space (c), cooler (k), regenerator(r), heater (h), and expansion space (e) (Figure 3.2).

Figure 3.2: The five distinct compartments of the engine, namely, compression space (c), cooler (k), regenerator
(r), heater(h), and expansion space (e).

The five distinct engine compartments are connected in series. The cycle is divided into 360
different crank angle increments, one for every angle of rotation of the engine’s crankshaft. A
key assumption in this model is that at any given crank angle, the temperature within each
control volume is spatially uniform. However, the temperatures of the compression (Tc) and
expansion (Te) volumes vary dynamically throughout the cycle, as shown in Figure 3.3. The
temperatures of the heater and cooler are dependent on both the thermodynamic cycle and the
inlet temperatures of the heat transfer fluids. They are calculated iteratively until convergence.
The pressure of the engine is considered uniform over the five compartments.
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Figure 3.3: The assumed temperature distributions over the 5 distinct engine compartments.

The temperature distribution of the regenerator is considered linear and is evaluated based
on Equation 3.2.

Tregenerator =
Theater − Tcooler
ln(Theater/Tcooler)

(3.2)

Polytropic indices
Due to the polytropic nature of the model, the state of the compression and the expansion
spaces can be modeled obeying Equation 3.3.

pV n = constant (3.3)

The polytropic indices for the compression and expansion spaces can be obtained by differ-
entiating Equation 3.3 and solving for n.

ne = −VedP

pdVe
nc = −VcdP

pdVc
(3.4)

Equation of state
Moving on to defining the system of differential equations, it is assumed that the working
gas follows ideal gas behavior. This assumption is based on the fact that the engine always
operates away from the critical point of the working gas. For reference, the critical point of
hydrogen is at 33.2 K and 12.0 bar, while that of helium is 5.2 K and 2.26 bar. As a result, the
ideal gas law can be used as the equation of state (Equation 3.5).

pV = mRT (3.5)

Neglecting the gas leakage effects through the piston seals, the mass of the working gas is
assumed to be constant and equal to:

mc +mk +mr +mh +me = M (3.6)

Combining themass conservation, its derivative, and the state equation, the following equation
is obtained

dmc

dθ
+

dme

dθ
+

dp

dθ

1

R
(
Vk

Tk
+

Vr

Tr
+

Vh

Th
) = 0 (3.7)

The volumes and temperatures of the three heat exchangers are constant and known. The
goal is to obtain the equations formc andme to determine an explicit equation for the pressure
differential. These can be done by specifying the energy equation for the compression and
expansion spaces. This can be done by employing energy conservation relations.
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Energy equation
The generalized system of equations is derived by applying the principle of energy conserva-
tion to the five control volumes. The generalized control volume is depicted in Figure 3.4a:

(a) A generalized control volume showing heat,
work, and mass-energy transfer terms.

(b) Specific application to the interface between the
compression space (c) and the cooler (k).

The derived energy conservation equation equals:

dQ

dθ
−

dQpolytropic
dθ

+ cpTimi − cpTomo =
dW

dθ
+ cv

d(mT )

dθ
(3.8)

Where:

• cv and cp are the constant volume and constant pressure-specific heat capacities, re-
spectively.

• Ti,o, andmi,o are the input and output temperature of the flows in the cell, and the corre-
sponding mass.

• It is assumed that the difference in velocity and altitude between input and output flows
are negligible; thus, the kinetic and potential energy terms usually included in the energy
equation are neglected.

The double-indexed variables Tck and mck correspond to the temperatures at and the mass
flows through the interfaces between control volumes. These are defined on every interface
and simulate the oscillating nature of the working gas in the engine. The temperatures of these
interfaces depend on the direction of the flow, being equal to the temperature of the adjacent
control volume. The following relations are used to define these:

Tck =

{
Tc, ṁck > 0

Tk, ṁck < 0
The =

{
Th, ṁhe > 0

Te, ṁhe < 0

The heat addition and work terms are defined differently for each control volume. Compared
to Urieli’s model, an additional term is added (Qpolytropic

dθ ). This term represents the heat transfer
between the working gas and the cylinder walls in the compression and expansion volumes,
as well as the deviation of the process from the adiabatic case. This heat transfer causes the
processes to deviate from the ideal adiabatic condition, becoming polytropic. The calculation
of the polytropic loss factor in the energy equation requires taking into account both the ther-
modynamic nature of the processes and the heat transfer characteristics inside and outside
of the expansion and compression cylinders. The heat transfer from the internal flow to the
external cooling flow can be approximated by Equation 3.9.

Q̇cooling =
T − Tcooling

Rt
(3.9)
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Where:

• Tcooling is the average temperature of the cooling flow

• Rt =
1

Aihi
+ ln(do/di)

2πkwL + 1
Aoho

is the total thermal resistance between the cooling flow and
the working gas. In this equation, the Ai, Ao, and hi, ho are the inner and outer heat
transfer areas and convective heat transfer coefficients, kw is the thermal conductivity of
the wall, do and di are the outer and inner diameters of the cylinder. L is the height of
the cylinder.

The polytropic process heat loss is defined in Equation 3.10

Qpolytropic = mCn

(
Rconv,i
Rt

)
(T − Tcooling) (3.10)

Where:

• Cn = cv
n−k
n−1 is the polytropic specific heat

• Rconv,i =
1

Aihi
is the thermal resistance between the working gas and the cylinder.

Substituting these equations in the general energy conservation equation and simplifying re-
sults in the compression space mass differential (Equation 3.11).

dmc

dθ
=

p
RTck

dVc
dθ + Vc

RγTck

dp
dθ +

(
mcCncRconv,i

cpTckRt

)
dTc
dθ

1 +
(
CncRconv,i
cpTckRt

)
(Tcooling − Tc)

(3.11)

Similarly, the mass differential for the expansion space can be obtained.

The boundary conditions are derived from themass balance, dmc = mck andmrh = mhe−dmh.
Substituting these in the expression of differential pressure and solving for pressure, the full
expression is obtained.

dp

dθ
= −

p
Tck

dVc
dθ +R

(
mcCncRconv,i

cpTckRt

)
dTc
dθ

1 +
(
CncRconv,i
cpTckRt

)
(Tcooling − Tc)

+

p
The

dVe
dθ +R

(
meCneRconv,i

cpTheRt

)
dTe
dθ

1 +
(
CneRconv,i
cpTheRt

)
(Tcooling − Te)

Vc
γTck

1 +
(
CncRconv,i
cpTckRt

)
(Tcooling − Tc)

+

Ve
γThe

1 +
(
CneRconv,i
cpTheRt

)
(Tcooling − Te)

+

(
Vk

Tk
+

Vr

Tr
+

Vh

Th

)
(3.12)

The temperature differentials for compression and expansion space are obtained by rearrang-
ing the derivative of the ideal gas law.

dTc

dθ
= Tc

(
dp

dθ

1

p
+

dVc

dθ

1

Vc
− dmc

dθ

1

mc

)
(3.13)

dTe

dθ
= Te

(
dp

dθ

1

p
+

dVe

dθ

1

Ve
− dme

dθ

1

me

)
(3.14)

The differentials of the heat transfer in the heat exchangers are also obtained by applying the
energy conservation equation.

dQk

dθ
=

Vkcv
R

dp

dθ
− cp (Tckmck − Tkrmkr) (3.15)
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dQr

dθ
=

Vrcv
R

dp

dθ
− cp (Tkrmkr − Trhmh) (3.16)

dQh

dθ
=

Vhcv
R

dp

dθ
− cp (Trhmrh − Themhe) (3.17)

Finally, the total work can be computed along with the distinct compression and expansion
piston contributions (Equation 3.18 and Equation 3.19)

dWc

dθ
= p

dVc

dθ
(3.18)

dWe

dθ
= p

dVe

dθ
(3.19)

An overview of the complete set of equations can be observed in Table 3.1, while the detailed
derivation of the model can be found in Appendix C.
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Equation
Quantity

ne = −Ve dP
p dVe

, nc = −Vc dP
p dVc Polytropic indexes

p =
MR

Vc
Tc

+ Vk
Tk

+ Vr
Tr

+ Vh
Th

+ Ve
Te

Pressure

dp

dθ
= −

p
Tck

dVc
dθ

+R

(
mcCncRconv,i

cpTckRt

)
dTc
dθ

1+

(
CncRconv,i
cpTckRt

)
(Tcooling−Tc)

+

p
The

dVe
dθ

+R

(
meCneRconv,i

cpTheRt

)
dTe
dθ

1+

(
CneRconv,i
cpTheRt

)
(Tcooling−Te)

Vc
γTck

1+

(
CncRconv,i
cpTckRt

)
(Tcooling−Tc)

+
Ve

γThe

1+

(
CneRconv,i
cpTheRt

)
(Tcooling−Te)

+
(

Vk
Tk

+ Vr
Tr

+ Vh
Th

) Pressure Variation

mi =
pVi

RTi
, i = c, k, r, h, e

Mass

dme

dθ
=

p
RThe

dVe
dθ

+ Ve
RγThe

dp
dθ

+
(

meCneRconv,i
cpTheRt

)
dTe
dθ

1 +
(

CneRconv,i
cpTheRt

)
(Tcooling − Te)

dmc

dθ
=

p
RTck

dVc
dθ

+ Vc
RγTck

dp
dθ

+
(

mcCncRconv,i
cpTckRt

)
dTc
dθ

1 +
(

CncRconv,i
cpTckRt

)
(Tcooling − Tc)

dmi
dθ

= mi
dP
dθ

1
P
, i = k, r, h

Tck =

{
Tc for ṁck > 0
Tk else , The =

{
Th for ṁhe > 0
Te else Conditional

temperatures

dTc
dθ

= Tc

(
dp
dθ

1
p
+ dVc

dθ
1
Vc

− dmc
dθ

1
mc

)
Temperature
variation

dTe
dθ

= Te

(
dp
dθ

1
p
+ dVe

dθ
1
Ve

− dme
dθ

1
me

)
dQk
dθ

= Vkcv
R

dp
dθ

− cp (Tckmck − Tkrmkr) Heat output of
cooler

dQr
dθ

= Vrcv
R

dp
dθ

− cp (Tkrmkr − Trhmh) Heat exchange in
regenerator

dQh
dθ

= Vhcv
R

dp
dθ

− cp (Trhmrh − Themhe) Heat input to
heater

dWc
dθ

= p dVc
dθ

dWe
dθ

= p dVe
dθ Work in compres-

sion/expansion

Table 3.1: ODE system of the cycle thermodynamic model.

3.3. Additional losses
After the set of ordinary differential equations is defined, additional loss mechanisms are im-
plemented. The imperfect heat transfer phenomena in heat exchangers significantly influence
the overall performance of the engine, playing a crucial role in the model’s predictive efficiency.
Additionally, conduction losses through the regenerator are also modeled. Lastly, the pressure
drop in the components due to fluid friction is implemented; this is crucial because the pres-
sure drop in the engine directly influences the work output. In a way, the piston movement
needs to counteract the work due to the pressure drop, which is directly subtracted from the
work output.
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3.3.1. Imperfect heat transfer in heat exchangers
A fundamental assumption of the thermodynamic model is that the heater and the cooler have
uniform temperatures. In reality, the inlet and outlet temperatures of the sodium and water
glycol flows are different. This assumption is based on the fact that the oscillating and reversing
flow in the heat exchangers disables the validity of the number of transfer units method, with
which the efficiency of a heat exchanger can be approximated with:

ϵ = 1− eNTU (3.20)

However, the temperature difference between the heat transfer fluids and the working gas in
the engine can be approximated iteratively by the following equations:

Tk = Twater −
Qk

Rtot,k
(3.21)

Th = Tsodium − Qh

Rtot,h
(3.22)

These equations only hold because the temperature differentials between sodium and the
working gas, and water-glycol and the working gas, are considered uniform. The total resis-
tances between the two fluids are approximated as:

Rtot,heater =
1

hsodiumAwh,out
+

ln(dh,out/dh,in)

2πkssLhNtubes,h
+

1

hgasAwh,in
(3.23)

Rtot,cooler =
1

hcoolerAwk,out
+

ln(dk,out/dk.in)

2πkssLkNtubes,k
+

1

hgasAwk,in
(3.24)

Where:

• Awk,out = Ntubes,kπdk,outLk and Awh,out = Ntubes,hπdh,outLh correspond to the wetted
outer areas of tubes for heater and cooler

• Awk,in = Ntubes,kπdk,inLk and Awh,in = Ntubes,hπdh,inLh correspond to the wetted inner
areas of tubes for heater and cooler

• Lh, Lk the lengths of heater and cooler, respectively
• kkss the thermal conductivity of stainless steel
• dout, din the outer and inner diameters of the tubes
• Ntubes is the number of tubes

Convective heat transfer coefficients
Calculating the total thermal resistance of heat exchangers requires approximating the convec-
tive heat transfer coefficients of the heat-interchanging flows. This is achieved by correlating
the Nusselt dimensionless group (Nu).

Nus,w,wg =
hs,w,wgdhydraulic

ks,w,wg
(3.25)

The s,w, and wg subscripts correspond to sodium, water-glycol mixture, and working gas.
Different correlations are used for each flow due to different flow characteristics.

Heat transfer fluids
Calculating the heat transfer coefficients of heat transfer fluids requires calculating the fluid
velocity at the outer surface of the tubes. The procedure followed for obtaining the velocities
is explained in Appendix B.
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Sodium
The heat transfer characteristics of sodium were approximated by the Nusselt correlation pro-
posed by Friedland and Bonilla [22] (Equation 3.26), particularly for liquid metal flows across
banks of tubes.

Nu = 7.0 + 3.8x1.52 + 0.027x0.27(Pe)0.8 (3.26)

Water glycol
Water-glycol flow Nusselt number can be approximated by the correlation derived specifically
for heat transfer in banks of tubes by A.P. Colburn [29] (Equation 3.27).

Nu = 0.33(Re0.6)(Pr1/3) (3.27)

Working gas
The Nusselt number of the oscillating flow of the working gas can be approximated by the
correlation proposed by Gnielinski [30] and later refined by DeMonte et al. [31] (Equation 3.28).

Nu = −0.494 + 0.0777

(
AR

1 +AR

)2

Re0.7 − 0.00162Re0.4(4Reω)
0.8 (3.28)

where Rew is defined as the dimensionless oscillation frequency and AR the oscillation ampli-
tude:

AR =
dRe

l Rew
Rew =

ρgasωd
2

4µgas

3.3.2. Heat transfer in the regenerator
The performance of a Stirling engine is heavily dependent on the effectiveness of the regen-
erator. The effectiveness ϵ of a regenerator is defined as the following ratio:

ϵ =
amount of heat transferred from regenerator to gas

equivalent amount of heat transferred from regenerator
to gas under Adiabatic conditions

(3.29)

In terms of quantities, the efficiency of the regenerator can be evaluated with Equation 3.30.

ϵ =
1(

1 + 2∆T
Th,in−Th,out

) (3.30)

Where ∆T is the temperature difference between the gas stream and the regenerator matrix.
Th,in and Th,out are gas inlet and outlet temperatures while the regenerator is in heating mode.
Following, the energy balance of the hot stream is defined (Equation 3.31).

Q̇hot = cpṁ(Th,in − Th,out) = 2hconvAwg∆T (3.31)

Where hconv is the convective heat transfer coefficient of the matrix, and Awg is the wetted
area of the regenerator. Substituting the energy equation in the effectiveness equation:

ϵ =
1(

1 +
cpṁ

hconvAwg

) =
NTU

1 +NTU
(NTU =

hconvAwg

cpṁ
) (3.32)

Through dimensional analysis [17], the number of transfer units in the regenerator is defined
(Equation 3.33).

NTU = St
Awg

A
(3.33)
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Where St is the Stanton number, and A is the flow cross-sectional area. The Stanton number
can be approximated by

St =
Nu

RePr
(3.34)

While the Nusselt dimensionless number is defined by the correlation (Equation 3.35) resulting
from CFD simulations from Costa et al. [32].

Nu = 1.14 + 0.39Re0.66 (3.35)

When the efficiency of the regenerator equals 1, it indicates complete heat recovery. The heat
that is not recovered from the regenerator must be supplied by an external heat source (in this
case, sodium) through the heater. This results in equations that approximate the non-ideal
heat transfer for the heater and the cooler (Equation 3.36 and Equation 3.37).

Qh = Qh,ideal +Qr,ideal(1− ϵ) (3.36)

Qk = Qk,ideal −Qr,ideal(1− ϵ) (3.37)

Substituting these in Equation 3.21 and Equation 3.22 for the new cooler and heater temper-
atures results in Equation 3.38 and Equation 3.39.

Th = Tsodium −
(Qh,ideal +Qr,ideal(1− ϵ))

Rtot,heater
(3.38)

Tk = Twater −
(Qk,ideal −Qr,ideal(1− ϵ))

Rtot,cooler
(3.39)

With these equations, the model for the losses due to non-ideal heat transfer in heat exchang-
ers is completed.

3.3.3. Conduction losses through regenerator
In every Stirling engine configuration, the regenerator serves as the connecting component
between the cold and hot sides of the engine. Since a temperature differential exists, the solid
material of the regenerator conducts thermal energy from the hot to the cold side of the engine,
thus increasing the irreversibility of the cycle. This amount of heat can be approximated with
the Equation 3.40:

Qconduction, r = Rconduction, r(Twh − Twk) (3.40)

Where Rconduction, r =
krawr

lr
is the thermal conduction resistance of the regenerator, kr is the

material thermal conductivity, awr is the heat transfer area through the wall and lr is the length
of the regenerator.

3.3.4. Pressure drop due to fluid friction
Tubular heat exchangers
The model for the pressure drop due to friction in heat exchangers is generally based on the
assumption of quasi-steady flow. Equation 3.41 is developed under the defined assumptions,
taking into account the oscillatory nature of the flow [17].

∆p =
−2µuCrefV

d2A
(3.41)

Cref = ReCf , the Reynolds friction coefficient is obtained from the dimensional analysis of
the flow characteristics. The friction coefficient of the flow is obtained from Equation 3.42 and
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Equation 3.43, derived by Paul D. Roach and Kenneth J. Bell from experimental measure-
ments of oscillating flows [33]

Cf,cooler = 0.0778Re−0.201 (3.42)

Cf,heater = 0.0265Re−0.249 (3.43)

Regenerator
Equation 3.44 characterizes the pressure drop along the regenerator.

∆p = Cf
ρ

2

L

dh
u2 (3.44)

The friction factor of the regenerator matrix is defined by the correlation developed by experi-
mental measurements by Gedeon and Wood [34].

Cf = 129/Re + 2.91R−0.103
e (3.45)

The correlation is validated by the authors to accurately predict the friction factor for Re =
0.45− 6100, porosity= 0.623− 0.781, and dwire = 80− 110µm

Finally, the total work loss due to fluid friction in heat exchangers can be obtained through
numerical integration with Equation 3.46.

Wloss =

∫ θ=360◦

θ=0◦

∑
i=k,r,h

∆PidVe =

∫ θ=360◦

θ=0◦

 ∑
i=k,r,h

∆Pi
dVe

dθ

 dθ (3.46)

3.4. Mechanical friction in engine components
The final loss mechanism modeled in the engine corresponds to the mechanical friction be-
tween components, primarily between the cylinder walls and the expansion and compression
pistons. This loss can be approximated with the following equation [35]:

∆pfriction = (0.97 + 0.15
RPM

1000
)× 105 (3.47)

The total loss due to mechanical friction can be calculated by integrating the pressure drop
over the complete cycle

Wloss =

∫ θ=360◦

θ=0◦
∆pfriction

dV

dθ
dθ (3.48)

3.5. Solution method
Due to the non-linear and coupled nature of the system of ODEs in the model, a numerical
solver must be integrated to solve this. The classic fourth-order Runge-Kutta method is em-
ployed.

The algorithm starts by defining the operational parameters and the geometries of the heater,
the cooler, and the regenerator. The inlet temperatures of the sodium and the water-glycol
are constant, and they are considered system variables. Since the temperatures of the heater
and the cooler are assumed constant in the model, they are approximated as the mean of the
inlet and outlet temperatures:

Theater,cooler =
1

2
(Th,c(in) − Th,c(out))
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The outlet temperature of the heater and the cooler are not initially known; thus, for the first
iteration, they are set equal to the inlet temperatures.

The set of seven interconnected ODEs (Tc, Te, Qk, Qr, Qh, Wc, We) is treated as an initial
value problem. This means that for an initial set of values for θ = 0, the method calculates the
state of the system for the next increment of the cycle. The set of 7 ODEs is approximated
using the RK4 numerical method, while the remaining variables are determined analytically.

In reality, this is a boundary condition, not an initial value problem, since the actual state at
the beginning of the thermodynamic cycle is unknown. However, this is tackled by iteratively
solving the system until convergence of the initial and the final values of the problem. This
is possible due to the cyclic nature of the thermodynamic process. More particularly, the
system of equations is solved for a complete crankshaft rotation (θ = 0 to θ = 360), and until
convergence, the end values of the previous iteration are substituted as the initial values for
the next one.

Once this inner loop converges, the losses due to imperfect heat transfer in the regenerator,
cooler, and heater are determined by Equation 3.32, Equation 3.39, and Equation 3.38, re-
spectively. This process is repeated until the gas temperatures in the three heat exchangers
converge.

After convergence of the second loop, the fluid friction pressure drop, regenerator conduction,
and the heat exchange of the heater and cooler (Qh and Qc) are calculated. With these, the
new outlet temperatures for the heater and the cooler can be approximated (Equation 3.49,
Equation 3.50). This process is repeated until the outlet temperatures of the tubular heat
exchangers converge.

Th,out = Th,in − Qh

ṁsodiumcp,sodium
(3.49)

Tc,out = Tc,in +
Qc

ṁcoolcp,cool
(3.50)

The main logic explained behind the solution can be observed in the following logic diagram:
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Figure 3.5: Flowchart of the numerical solution method. The diagram illustrates the nested iterative loops
required to solve the system of Ordinary Differential Equations (ODEs) for the thermodynamic cycle. It includes
an inner loop for cycle convergence, a middle loop for calculating heat exchanger performance and losses, and

an outer loop for converging the outlet temperatures of the sodium and water-glycol streams.

3.5.1. Solving implications
Solving the system of ODEs for obtaining a complete cycle solution numerically, two variables
are introduced: the polytropic indices. These variables vary with respect to the crank angle;
thus, they are determined numerically for each step of the thermodynamic cycle. The rest of
the solution is identical to the enhanced adiabatic model.
However, when attempting to solve this, a significant problem arises. The velocities of the
expansion and compression pistons, at their respective top dead and bottom dead centers,
are equal to zero. This implies that the rates of change of the volume for the expansion
and compression spaces are also equal to 0. Revisiting the definitions of the expansion and
compression polytropic indices, it is obvious where the problem arises.
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ne = −VedP

pdVe
nc = −VcdP

pdVc

Since the derivatives of the volumes are used in the denominator, when their values are zero,
the polytropic indices go to infinity. This same problem is observed in the simulations run from
Ruijie Li et al. [36], using the same polytropic model from Babaelahi [28]. The comparison
between the results can be seen in the following figures:

(a) Polytropic indices over crankshaft extracted from [36] (b) Polytropic indices obtained from simulations

Both figures (Figure 3.6a and Figure 3.6b) depict very similar results from the polytropic model
simulations (notice there is a 180-degree shift from one to the other). Aside from the shift, they
exhibit identical performance, with the main difference being that the results from the literature
have larger peaks, indicating a greater deviation from the adiabatic case.

After several attempts to troubleshoot the model, the problem persisted. The simulation was
then run, assuming that the polytropic expansion and compression coefficients are equal to
the specific heat capacity ratio (γ) of Helium. This assumption eliminates the polytropic losses
of the model. This assumption can be considered close to reality for this specific engine due
to several reasons.

First and foremost, the engine model simulated by Babaelahi and Li is the well-known GPU-3
Stirling engine. A fundamental difference between this engine and Electron247’s engine is the
integration of cylinder-integrated heaters and coolers. This specific characteristic of the GPU-
3 directly contradicts the assumptions of adiabatic expansion and compression. As explained
in the particular configuration of Electron247, this is not the case for this application, featuring
distinct expansion, compression, heater, and cooler spaces.

An analysis is performed after solving the set of equations. The losses of the cylinder walls to
the cooling flow of the heat removal circuit are calculated based on the temperature profiles
developed in the engine under adiabatic conditions. These profiles are expected to have lower
values when the polytropic nature of the compression and expansion spaces is implemented.
Since the temperature difference between the working gas and the cooling flow dominates the
heat loss, the increased temperatures in the adiabatic case overpredict the total losses during
the cycle. Even with this overprediction, the losses peak for an instant around 153 W. When
compared to the magnitude of the heat input and output in the engine, this is minimal. More
specifically, this loss accounts for less than 0.42% of the heat that is exchanged in the heater,
and 0.85% of the heat that is transferred to the cooler. The detailed analysis is presented
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in Appendix D. Overall, these results prove that the adiabatic assumption of the specified
processes is very close to the actual processes taking place in the engine compartments.

Therefore, while the polytropic model is theoretically more advanced, its numerical instability
at the piston dead centers combined with the minimal heat loss from the physical cylinders
makes the adiabatic assumption a more robust and practical choice for this specific engine
geometry, with negligible loss of real-world accuracy.



4
Baseline performance analysis -

Model validation

The model is then validated based on experimental measurements from operational Elec-
tron247 units. As mentioned earlier, although the original device was designed to operate
on a cycle using hydrogen as the working gas, the experiments were conducted with helium
due to safety concerns regarding hydrogen leakage.

Baseline configuration
The baseline configuration of the engine is presented in the following table.

This table contains confidential data and has been redacted.

Table 4.1: Baseline configuration and operating parameters of the Electron247 Stirling engine. The table details
the geometric dimensions of the heater, cooler, and regenerator, as well as the key operational conditions used

for the initial model simulation and validation.

The general dimensions of the configuration are reported from the design specifications of
the engine. The inlet temperatures of the heating and cooling streams are approximations
based on CFD simulations of the engine from EnergyIntel. The same goes for the mass
flows of both streams. The company’s design specifications also determine the dimensions
of the heat exchangers. Lastly, the clearance volumes are measured from models of the
engine, corresponding to the connecting passages between the engine pistons and the heat

36



4.1. Simulation results 37

exchanger’s array.

4.1. Simulation results
The simulation is then run for the baseline configuration. Several performance metrics are ex-
tracted from the simulated thermodynamic cycle. The losses are also thoroughly documented
and examined to assess their relative magnitudes and impact on overall performance. First,
the PV diagram of the engine, as well as for the expansion and compression spaces sepa-
rately, are plotted.

(a) Pressure volume diagram of the engine, operating at
the baseline conditions.

(b) Pressure volume diagrams for the compression and
the expansion spaces, operating at baseline conditions.

The diagram indicates the engine is operating with pressure oscillating between pmax=175.12
bar and pmin=91.12 bar. The enclosed area of the PV diagram corresponds to the produced
work. As expected, the work produced by the expansion piston is greater than that from the
compression piston.

Following the temperatures in different parts of the engine, a plot is generated (Figure 4.2a).
The inlet temperatures of sodium and water glycol are observed to be slightly higher and lower
than those of the heater and the cooler. The temperatures of the compression and expansion
spaces can be observed oscillating between the heater and the cooler temperatures, as ex-
pected.

(a) Temperature variations in the compression and
expansion spaces, shown relative to the constant

temperatures of the heater, cooler, and external heat
transfer fluids.

(b) Cumulative energy transfer, illustrating the heat
absorbed by the heater, rejected by the cooler,
exchanged by the regenerator, and the net work

produced.

Figure 4.2: Simulated engine performance over one crankshaft rotation.
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The energy-theta diagram is depicted in Figure 4.2b. The plot indicates the accumulated heat
transferred and work over the cycle. The final value of the cumulative work curve at a crank
angle of 360° represents the net work produced per cycle. An interesting performance metric
observed from this figure is the heat transfer to the regenerator matrix. The thermal energy
transferred to the matrix throughout the complete cycle is considerably higher than the net
work output. As a result, the importance of the regenerator’s effectiveness is highlighted by
this statistic.

The pressure drop in the individual components is another metric that indicates the most im-
portant parameters influencing the engine’s performance. Figure 4.3a indicates the increased
pressure drop over the regenerator when compared to the heater and the cooler. As in most
heat exchangers, increasing the efficiency of heat transfer directly influences the pressure
drop in the specific component.

(a) Pressure drop due to fluid friction across the cooler,
regenerator, and heater. The regenerator shows the most

significant pressure drop.

(b) Variation of working gas mass within each of the five
engine compartments (compression, cooler, regenerator,

heater, and expansion).

Figure 4.3: Simulated working gas dynamics over one crankshaft rotation.

Figure 4.3b indicates that the mass is varying mostly in the compression and expansion
spaces, as expected. Since the volume and temperature in the remaining components are
constant over the cycle, the only factor differentiating the mass in these is the pressure in the
engine, which is considered constant. As a result, a similar trend in the variation of the mass
is observed.

The velocity of the compression and expansion pistons is depicted in Figure 4.4a; these con-
firm the problem identified in the solution method section of the model, as inconsistencies
in polytropic indexes are observed exactly where the top dead and bottom dead centers are
encountered (velocity equals zero). The 90-degree phase shift between the expansion and
compression pistons is also identified.
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(a) Velocity profiles of the compression and expansion
pistons, illustrating their phase difference. Points of zero
velocity correspond to the top and bottom dead centers.

(b) Mass flow rates of the working gas at the interfaces
between the engine components, showing the oscillating

nature of the flow.

Figure 4.4: Piston and working gas flow dynamics.

Finally, the mass flows through the interfaces between engine components are depicted in
Figure 4.4b. The importance of this can be seen when comparing it to the pressure loss in
components, specifically when the mass flow is high, resulting in an increased pressure drop.

4.2. Performance indices
Following this, the performance indices of the engine are extracted from a set of experimen-
tal data at operating conditions of 1800 rpm and 125 bar[REDACTED] . The results are presented in the
following table.

This table contains confidential data and has been redacted.

Table 4.2: Comparison of model prediction vs. experimental data for the baseline configuration. The table shows
the power output, thermal efficiency (η), heat input (Qh), and sodium outlet temperature for both the simulation

and experimental measurements under baseline conditions.

Based on the simulation results, the model overpredicts the performance of the Stirling en-
gine compared to the experimental results. It forecasts a higher power output of 10.52 kW[REDACTED]

and a thermal efficiency (’e’) of 28.87%, compared to 9.99 kW and 26.66%[REDACTED] respectively from
experiments. These correspond to errors of 5.3% and 8.2% for the power output and effi-
ciency, respectively. The total heat input in the Stirling machine is underestimated by a factor
of 2.56%.
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The model’s predictive accuracy is comparable to that of similar third-order models reported
in the literature [27, 28]. The following diagram presents the loss mechanisms modeled and
approximated in the model.

Figure contains confidential data and has been redacted.

Figure 4.5: Sankey diagram illustrating the energy balance of the engine for the baseline configuration based on
model predictions. It shows the distribution of the total heat input (36.43 kW) into useful work output, heat

rejection to the cooler, and various thermal and mechanical losses totaling 7.75 kW.

The model’s overprediction is expected and logical, considering several loss parameters that
are not modeled in this case.

• Gas leakage through the piston seals. Especially in alpha-type Stirling engines, this
affects performance, particularly for extended run times. This is not modeled in the
present study due to the unknown pressure distribution in the engine’s buffer.

• Engine components’ friction is another factor influencing the performance of the engine.
However, due to the constant rotational speed of the engine in the performed simula-
tions, the work loss due to friction can be considered a systematic error, which does not
influence the consistency of the model.

• While Electron247 is well insulated for reducing any losses to the environment, it is ex-
pected that some of the heat is lost to the surroundings, especially from the heater shell.

4.3. Experimental data
The experimental data are extracted from two distinct working units installed in Masdar City,
Abu Dhabi, United Arab Emirates. The operational conditions of the engine range from 1400
rpm to 1950 rpm and from 125 bar to 128 bar. These data are used for validating the models.

4.3.1. Data analysis
From the available datasets, only a limited subset contained the necessary parameters for
a complete performance evaluation. The reason behind this is the absence of vital data in
experimental measurements. More particularly, the heat input of the engine cannot be directly
measured; thus, it is obtained based on the inlet and outlet temperatures of the heater using
Equation 4.1.

Qheater = ṁsodiumcp,sodium(Tin,sodium − Tout,sodium) (4.1)
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The temperatures aremeasured during the engine’s operation, and the heat capacity of sodium
is a material property. However, the sodium mass flow is not available in experimental mea-
surements; as a result, the heat transfer of the heater can not be calculated in post-processing.
This quantity is directly needed for calculating the efficiency of the Stirling engine with:

ϵ =
Pout

Qh
(4.2)

Communication with EnergyIntel personnel confirmed that for experimental runs near design
conditions (1800 RPM, 125 bar), the sodium mass flow rate was consistent with the design
value of 1.62 kg/s[REDACTED] . The model’s performance was eventually validated based on these.
Initial data processing was conducted before the model validation; the main reasons behind
these operations were the following:

Engine mode filtering
The experimental data sets included data from several modes of operation. The data were
filtered to ensure that the engine is evaluated only in the mode of pure discharge.

Invalid data during startup and power down
During the startup and power-down phases of the engine, the system needs several seconds to
reach a steady state and for the temperatures to stabilize. As a result, the data corresponding
to these timeframes was eliminated.

Data large volume
To decrease simulation times, the data was downsampled from a one-second frequency to a
one-minute frequency. Since the engine’s primary operational state for this analysis is steady-
state discharge, and key parameters like sodium inlet temperature change slowly over time,
downsampling from a one-second to a one-minute frequency smooths out high-frequency
noise without losing the essential performance trends needed for model validation.

Additionally, several sensor readings that were not needed for validation were also removed
from the lists.

Performing these actions provided datasets that included the five necessary quantities for
evaluating the engine’s performance. Specifically, these quantities included power output,
engine rotational speed, engine pressure, and inlet and outlet temperatures of the sodium
heat transfer fluid.

4.4. Model Validation
Themodel validation procedure was then followed for themathematical model. Three datasets
were used, with engine pressure set to 125 bar, and engine rotational speed at 1800 RPM for
all datasets.

The model is validated based on its performance (power output and efficiency) with varying
sodium inlet temperatures. In reality, the pressure also varies mainly due to the effect of mass
leakage. However, the difference from power up to power down is not substantial. Although
this is taken into account in the simulations, the effect is not presented here since it is negligible.
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Figures contain confidential data and has been redacted.

It can be observed from the graphs that the model can predict the power output and efficiency
of the engine accurately. The model is consistent throughout a range of inlet sodium tempera-
tures. The error fluctuates between 0.5% and 9% for the three different datasets. It is evident
from the graphs that more factors influence the performance of the engine, which are not doc-
umented in the experimental data. Since these are varying but are considered constant in the
simulation, there is a large fluctuation of the error between the different datasets. Potential
quantities that might vary are the following:

• External ambient temperature, this influences the cooling capabilities of the cooling cir-
cuit; thus, a different inlet temperature can be observed in the cooler. Such a change
imposes a significant difference on the performance of the engine, which is dictated by
the temperature difference between the cold and hot reservoirs.

• Mass of gas in the engine. Since the mass of working gas in the engine is not determined
by experiments but by the Schmidt analysis, gas leakage effects potentially impose an
error in prediction. If the engine is tested serially without refilling the gas after each test,
this introduces an inaccuracy.

This highlights the engine’s sensitivity to the working gas mass and cooling side temperature.
Future experimental campaigns should prioritize recording these parameters to allow for more
precise model validation across different operating conditions. However, the trends of the
predictions seem to follow the performance of the actual engine with a justified error margin.

4.4.1. Performance indexes
Following this, several performance indices were calculated to evaluate the predictions’ per-
formance based on quantifiable metrics.
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MAE (Mean absolute error)
This metric calculates the average of the absolute differences between the predicted and ac-
tual values. It gives you an idea of the average magnitude of the errors in your predictions, in
the original units of the target variable.

MAE =
1

n

n∑
i=1

|yi,experimental − yi,prediction| (4.3)

MSE (Mean squared error)
MSE measures the average of the squares of the errors. By squaring the errors, it penalizes
larger errors more heavily than smaller ones.

MSE =
1

n

n∑
i=1

(yi,experimental − yi,prediction)
2 (4.4)

RMSE (Root mean squared error)
This is the square root of the MSE. The main advantage of RMSE is that its scale is the same
as the original target variable. It represents the standard deviation of the prediction errors.

RMSE =

√√√√ 1

n

n∑
i=1

(yi,experimental − yi,prediction)2 (4.5)

The performance indices as calculated from the experimental and prediction data can be ob-
served in the following table.

Data Pressure MAEϵ MSEϵ RMSEϵ MAEPout
MSEPout

RMSEPout

Dataset 1 125 bar 1.70 2.91 1.71 0.65 0.42 0.65
Dataset 2 125 bar 1.58 2.53 1.59 0.43 0.19 0.19
Dataset 3 125 bar 0.51 0.29 0.54 0.23 0.05 0.05

Table 4.3: Prediction error metrics for the thermodynamic model. The table lists the Mean Absolute Error (MAE),
Mean Squared Error (MSE), and Root Mean Squared Error (RMSE) for both efficiency (η) and power output
(Pout), calculated by comparing model predictions against three different experimental datasets at 125 bar.

The same conclusion is also evident here, as shown in the data plots. The models accurately
predict the engine’s performance, with the efficiency of the prediction model compromised or
improved by different operational conditions that are not tracked in every distinct case. The
Mean Absolute Error (MAE) for power output across the various datasets fluctuates between
0.65 kW and 0.23 kW[REDACTED] . This means that, on average, the model’s power prediction was within
0.65 kW of the measured experimental value, which, for a device operating around 10 kW, rep-
resents an acceptable average error of 6.5% at most. The reduced mean squared error for all
three datasets indicates consistent model performance across different operating conditions.

The model exhibits similar precision, with an MAE ranging from 0.51% to 1.70% and an RMSE
ranging from 0.54% to 1.71%. Notably, the MAE and RMSE values for efficiency are very sim-
ilar across all three datasets. This proximity indicates that the prediction errors are uniformly
distributed and that there are no significant outliers. A model that consistently errs without
occasional large deviations is more reliable and predictable.

Based on these performance metrics, the model is deemed sufficiently accurate and robust
for use in the subsequent design optimization phase.



5
Design optimization

After completing and validating the model, the optimization procedure takes place. The vali-
dated model is then used as the objective function within an optimization algorithm, which ex-
ecutes the model iteratively to converge on a set of optimal solutions. The algorithm of choice
is the widely renowned Non-dominated Sorting Genetic Algorithm 2 (NSGA-II). This algorithm
was selected due to its well-documented effectiveness and efficiency in solving complex, multi-
objective engineering problems. The Python Multi-Objective Optimization (pymoo) package
is used to perform the optimization simulations.

5.1. Optimization methodology
The optimization algorithm inputs 10 parameters into the model, the model returns the two
optimization objectives, the power output, and the efficiency of the engine.

Pout, ϵ = f(dk, lk, pk, dh, lh, ph, domat, porosity, dwire) (5.1)

Where heater length lh, heater inner tube diameter dh, heater tube pitch ph, cooler length lk,
cooler inner tube diameter dk, cooler tube pitch pk, regenerator length lr, regenerator matrix
outer diameter domat, regenerator porosity porosity, regenerator wire diameter dwire.

Boundaries
The algorithm randomly selects values for the input parameters between predetermined upper
and lower limits for each design variable. Table 5.1 shows the limits used for each parameter.

44
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This table contains confidential data and has been redacted.

Table 5.1: Upper and lower boundaries for design variables in the optimization algorithm. The table specifies the
search space for each of the ten geometric parameters, along with the corresponding values of the initial

baseline configuration.

For every limit, there is a reason behind the selected boundaries.

• For the lower limit of the inner diameter of the heater and cooler tubes, the value se-
lected is determined by the commercial availability of tubes with a certain tube thickness.
Due to the engine operating at relatively high pressure, the walls of the tube must be
thick enough to support the pressure loads. Since this factor is not within the scope of
the research, the thickness of the tubes is considered constant for both the heater and
the cooler. It was determined that the minimum diameter of tubes with adequate tube
thickness is 1 mm[REDACTED] .

• The upper limit for tube thickness is selected to be 2 mm[REDACTED] . In general, the smaller
the diameter, the higher the engine’s efficiency, due to both enhanced heat transfer and
reduced dead volume in the heat exchangers. The flow friction effects are not substantial
enough to have a huge negative effect on the reduced diameter. This is also confirmed
by both previous simulations and the optimization procedure results.

• The upper and lower lengths of the heater and cooler are selected as 200 mm and 100 mm[REDACTED] ,
respectively. These are selected based on the baseline configuration values. Also, a
length constraint of the heat exchanger array limits these values.

• The pitch upper and lower limits are also selected based on the baseline configuration.
Generally, it is expected that the closer the tubes are packed, the higher the engine’s
performance. As a result, the upper limits are set but do not have any significant impor-
tance. The lower limits are slightly smaller than the baseline configuration and are also
constrained.

• The outer diameter limits of the matrix are selected so that they are equidistant from
the baseline configuration. The upper limit is set equal to the outer diameter of the tube
arrays in the heater and the cooler.

• Both the porosity and the wire diameter of the regenerator are limited within the range
that the flow friction and heat transfer correlations are valid.

Constrains
The optimization algorithm also has three constraining conditions, two of them follow the same
logic for the heater and the cooler, while the last is a size limitation specifically for the Elec-
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tron247 device

Heater and cooler pitch
The first and second constraints are in place regarding the geometry generation of the heater
and the cooler. More specifically, it is essential that there is sufficient volume for the heat
transfer fluids (sodium and water-glycol) to flow through the heat exchangers. This limits the
pressure drop and leakage issues of the HTFs. Especially for the sodium due to its reactive
nature, this is of great importance. The two constraints are set so that the minimum distance
between the outer surfaces of two tubes is not smaller than 0.9 mm and 0.67 mm[REDACTED] for the heater
and cooler, respectively, which are the exact values existing in the baseline configuration.

ph − dh − 2th ≥ 0.9[REDACTED] mm (5.2)

pk − dk − 2tk ≥ 0.7[REDACTED] mm (5.3)

The second limitation applies a space constraint for the total length of the cooler-regenerator-
heater array. The maximum length was limited to the length of the baseline configuration
(ltotal = lh + lk + lr = 363[REDACTED] mm).

lh + lr + lk ≤ 363[REDACTED] mm (5.4)

Optimization process
Metaheuristic algorithms work by constantly generating, modifying, and evaluating possible
solutions by following behaviors typically inspired by nature (nature-inspired metaheuristic al-
gorithms (NIMA)). Metaheuristic algorithms present an ideal approach for optimizing Stirling
engines, as they effectively explore complex, non-linear search spaces. The effectiveness of
the algorithms relies heavily on two conflicting objectives [37]:

• Exploration-Diversification: This objective is responsible for adequately searching the
entire solution space. It is the factor that enables the algorithm to discover diverse,
promising solution regions, and it prevents the algorithm from being stuck in a suboptimal
area (local optimum).

• Exploitation-Intensification: This procedure enables focusing the search within already
identified promising regions.

In multi-objective optimization (such as designing a Stirling engine), some goals conflict with
each other. For this specific case, an example is that with the increase of net work output, the
losses in the machine also increase, reducing efficiency. Due to these conflicts, there is no
single solution that is optimal for all objectives simultaneously.

The concept of evaluating the performance of different solutions hinges on ’Pareto dominance’.
A criterion is typically developed to rank the different potential solutions; for example, solution
x is considered dominant when compared to solution y based on the hypothesis.

The Pareto-optimal frontier, or Pareto front, is defined as the set of all solutions in the search
space that are non-dominated. This means that for every solution on this Pareto front, there is
no other feasible solution that can increase the performance on bothmetrics of the optimization.
Consequently, for every solution on this front, there is a trade-off between two performance
objectives.

The goal of multi-objective optimization (MOO) is to identify the set of non-dominated solutions
that construct the Pareto front.



5.1. Optimization methodology 47

NSGA-II
NSGA-II, developed by Kalyanmoy Deb et al., is a widely used metaheuristic optimization algo-
rithm that employs an elitist strategy and mechanisms to maintain population diversity. It uses
an elitist approach combined with mechanisms for sorting solutions based on non-domination
and preserving diversity using a crowding measure [38]. The algorithm follows a systematic
generational process to arrive at the Pareto front. The main functionality of the algorithm is
affected by six parameters, namely population size N, number of offsprings noffsprings, number
of generations ngen, crossover probability pcrossover, mutation probability pmutation, crossover
distribution index ηcrossover. Each one of these parameters influences the convergence time
and efficiency of the algorithm.

• The population size N determines the initial number of individual cases examined by the
optimization algorithm.

• The number of offsprings noffsprings determines the number of new cases that are exam-
ined in every new generation.

• The number of generations ngen controls the maximum number of new generations that
the algorithm will examine. A higher number of generations increases the probability for
convergence to the true Pareto front, but it also extends the simulation time.

• Crossover probability pcrossover is the chance that two selected individual cases from
the previous iteration will undergo crossover to introduce a new offspring. The higher
the probability, the higher the exploration for new combinations of solutions. A lower
probability means that the parents (individuals from previous iterations) will be passed
to the next generation of solutions without modification.

• Crossover distribution index ηcrossover characterizes the similarities of the offspring to their
parents. The higher the number, the more similar the offspring is to its parents.

• The mutation probability pmutation is the probability that a single characteristic of a gener-
ated offspring is randomly altered compared to its parents’ characteristics.

5.1.1. Convergence index
The simplest way to ensure convergence to the Pareto front is to increase the number of
individual cases examined, Ncases.

Ncases = N + noffsprings(ngen − 1) (5.5)

However, the optimization process is a time and computationally extensive process, since the
mathematical model needs to be executed for Ncases. For reference, a single execution of the
model requires approximately six seconds. A complete optimization run of 6,000 evaluations
would therefore require approximately 10 hours of computation time.

When the real Pareto front is known, the performance of the optimization algorithm can be eval-
uated based on how close the generated set of solutions is to the real Pareto front. However,
in cases that the Pareto front can only be calculated numerically, the process of evaluating the
results becomes more complex. In that case, the results can be evaluated based on the area
enclosed by the Hypervolume. The hypervolume is the enclosed area between the generated
set of solutions and a reference point.



5.2. Optimization results 48

(a) The method with which the hypervolume of a generated
set of optima is calculated

(b) The expected evolution of the hypervolume quantity
during an optimization procedure.

While the generated set of solutions converges to the real Pareto front, the volume enclosed
increases. However, it always remains smaller than or equal to the area enclosed by the real
Pareto front. Since the actual Pareto front is unknown, the trends of the hypervolume are
monitored. When the increase remains constant with increasing number of cases generated
(slope, λ ≈1), it means that the set of solutions has converged very close to the optimal set of
solutions.

5.2. Optimization results
The optimization algorithm is then executed several times to identify the best-performing so-
lution for true convergence. It was identified that the generated Pareto front converges to the
real Pareto front with the following parameters:

• Population size N=100
• Number of offsprings noffsprings=35
• Number of generations ngen=200
• Crossover probability pcrossover=0.9
• Crossover distribution index ηcrossover=15
• Mutation probability pmutation=20

This translates to a total number of cases of Ncases = 100 + 35× (200− 1) = 7065

After execution, the following Pareto front is generated:
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Figure contains confidential data and has been redacted.

Figure 5.2: Pareto front generated from the continuous multi-objective optimization. Each point represents an
optimal engine design, illustrating the trade-off between maximizing power output and maximizing thermal

efficiency.

It is evident from the plot that both the thermal efficiency and the power output of the engine can
be considerably increased. The best-performing design in terms of engine thermal efficiency
achieves an efficiency of 36.51%[REDACTED] , while simultaneously indicating a reduced power output of
9.29 kW[REDACTED] , compared to the baseline configuration. The convergence to the real Pareto front
is evaluated using the hypervolume method; the hypervolume evolution of the simulation is
shown in Appendix E.

At the far end of the Pareto front, the best-performing design in terms of power output achieves
an increased performance of 11.44 kW[REDACTED] , while its efficiency remains enhanced to 30.65%[REDACTED] .

It can be observed that while the power output of the baseline configuration is approximately
at the midpoint of the x-axis (10.52 kW)[REDACTED] , all the solutions on the Pareto front indicate an in-
creased efficiency compared to the baseline configuration (28.87%)[REDACTED] . More specifically, out
of 100 solutions on the Pareto front, 67 perform better in terms of power output, and all 100
solutions are better in terms of efficiency.

A parallel coordinates plot (PCP) was used to analyze and optimize the geometric parameters
of a Stirling engine in relation to its thermal performance.
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Figure contains confidential data and has been redacted.

Figure 5.3: Parallel coordinates plot from the continuous optimization results. Each line represents an optimized
engine design, displaying the values of the ten input geometric parameters along with their corresponding power
output and efficiency. Lines are colored by thermal efficiency, revealing correlations between specific parameter

values and engine performance.

The analysis reveals clear trends that inform optimization strategies. Parameters such as
the matrix outer diameter (domat), regenerator length (lr), heater pitch (ph), and heater tube
diameter (dh) show a strong positive correlation with thermal efficiency. Specifically, higher ef-
ficiencies, approaching 36%[REDACTED] , are consistently observed when domat is near 100 mm[REDACTED] , lr is
around 62 mm[REDACTED] , and ph and dh approach higher values (≈ 3.25 mm and ≈ 1.34 mm, respectively)[REDACTED] .
Additionally, longer cooler lengths (≈ 193 mm)[REDACTED] also contribute positively to efficiency.

In contrast, other parameters exhibit either a negative or neutral impact on efficiency. For
instance, the wire diameter (dwire) tends to be smaller (≈ 70 μm[REDACTED] ) in high-efficiency cases,
likely due to the increased heat transfer surface area associated with finer wires. Similarly,
porosity appears to have an optimal range; values around 0.63–0.64[REDACTED] are associated with the
highest efficiency, while both higher and lower porosity values may compromise performance.

Following the initial analysis, the optimization algorithm was adapted to ensure manufactur-
ing feasibility for the engine components. Taking, for example, the cooler’s tube internal di-
mension, the value ranges from 1.0005 mm to 1.0060 mm[REDACTED] . In a real-world application, these
minimal differences do not correspond to realistic manufacturing accuracies of components
in such a device. As a result, the optimization algorithm was refined to constrain geometric
parameters to discrete, realistic values that align with manufacturing capabilities.

5.2.1. Discrete optimization procedure
The following table represents the accuracy of each dimensional variable
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Parameter dk
[mm]

lk
[mm]

pk
[mm]

dh
[mm]

lh
[mm]

ph
[mm]

domat

[mm]
lr
[mm]

porosity
[-]

dwire

[μm]

Accuracy 0.1 1.0 0.1 1.0 1 1.0 1 1 0.01 1

Table 5.2: Discretization values for geometric parameters in the refined optimization. This table defines the
manufacturing accuracy (step size) applied to each design variable, ensuring that the final optimized solutions

are physically manufacturable.

The discrete optimization procedure outputs the following Pareto front. The convergence to
the real Pareto front is evaluated using the hypervolume method; the hypervolume evolution
of the simulation is shown in Appendix E.

Figure contains confidential data and has been redacted.

Figure 5.4: Pareto front generated from the discrete multi-objective optimization. This front represents optimal
designs where geometric parameters are constrained to realistic, manufacturable values.

With the same optimization parameters, it can be observed that the algorithm converges closer
to the real Pareto front. This is due to the fact that the discrete nature of this problem has fewer
possible combinations of solutions. Python, by default, has 28 decimal places of precision.
As a result, the initial continuous optimization algorithm can test an almost infinite number of
solutions; this is not the case with the discrete algorithm. This can be observed in the slightly
enhanced performance of the most efficient and highest power output designs. Namely, the
most efficient engine configuration achieves an efficiency of 36.91%[REDACTED] and a power output
of 8.89 kW[REDACTED] , while the highest power output is 11.49 kW[REDACTED] , corresponding to an efficiency of
29.79%[REDACTED] .

The effect of these changes can be observed on the parallel coordinates plot.
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Figure contains confidential data and has been redacted.

Figure 5.5: Parallel coordinates plot for the discrete optimization results. It visualizes the relationships between
the discrete geometric parameters and the engine’s performance, with line colors corresponding to the resulting

thermal efficiency.

The influence of each variable does not differ from the parallel coordinate plot of the continuous
optimization process; however, a clearer representation can be obtained from the discrete
algorithm. For example, the diameter and the pitch of the cooler tubes (dk and pk) are equal
to the minimum respective minimum boundaries for all cases. This can be attributed to the
fact that, due to decreased temperature in the cooler, the frictional losses are minimal; thus,
the design of maximum heat transfer capabilities is preferred in all cases.

5.2.2. Cooler dimensions
As depicted in Figure 5.5 and mentioned above, the cooler tube diameter and pitch converge
to a single optimal value; however, this is not the case for the cooler length. The most efficient
designs show a slightly decreased cooler length. This is attributed to the increased length of
the regenerator. Since the regenerator is lengthened, the lengths of the heater and cooler are
both reduced to satisfy the maximum summed length constraint of the components. This can
be depicted in Figure 5.6
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Figure contains confidential data and has been redacted.

Figure 5.6: Influence of cooler and regenerator lengths on engine performance. The plot shows that higher
efficiency designs (top-left) are associated with longer regenerators (lr, indicated by larger point size) and

consequently shorter coolers (lk indicated by color) to satisfy the total length constraint.

5.2.3. Heater dimensions
For the heater dimensions, it is observed that the pitch is either 3.4 mm or 3.1 mm[REDACTED] . It is ob-
served that the most efficient designs feature a larger pitch in combination with an increased
tube diameter. This is also combined with an increased length of the cooler.

Figure 5.7 indicates the direct relationship between the heater tubes’ outer diameter and pitch.
This correlation between the variables is attributed to the discrete nature of the problem, un-
derscoring the need for a discretized algorithm.

Figure contains confidential data and has been redacted.

Figure 5.7: Correlation between heater tube dimensions and engine performance. The plot shows that the most
efficient designs (top-left) consistently feature a larger heater tube pitch (ph, color) combined with a larger heater

tube diameter (dh, point size).

The length of the heater does not exhibit any trends that directly influence the performance
metrics of the Stirling engine, as evidenced by the color distribution of the distinct solutions
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plotted in (Figure 5.8).

Figure contains confidential data and has been redacted.

Figure 5.8: Influence of heater length (lh) on engine performance. The color of the points, representing heater
length, is distributed randomly across the Pareto front, indicating that heater length is not directly connected with

either power output or efficiency within the tested range.

5.2.4. Regenerator dimensions
The analysis of the results of the regenerator is where the strongest connections between the
sizing and performance of the engine are observed. Another analysis of the Pareto front can
be observed in the following figure.

Figure contains confidential data and has been redacted.

Figure 5.9: Influence of regenerator outer diameter (domat) and length (lr) on engine performance. The plot
clearly shows that higher efficiency is achieved with a larger regenerator diameter (color) and a greater length

(point size). Conversely, higher power output is linked to smaller regenerator volumes.

In detail, Figure 5.9, indicates that with increasing regenerator diameter and increasing length
(resulting in total increased regenerator volume), the efficiency of the Stirling engine is greatly
improved. At the same time, the decrease in total volume results in a drop in efficiency; how-
ever, the engine’s power output is improved. This can be attributed once again to the length
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constraint. With a decreased regenerator length, the lengths of the heater and the cooler can
be increased, thereby enhancing the heat performance of the parts. Higher heat input results
in increased power output, but decreased engine efficiency due to a drop in the regenerator’s
heat transfer capabilities.

These conclusions are then combined with the wire diameter and porosity of the regenerator.

Figure contains confidential data and has been redacted.

Figure 5.10: Influence of regenerator wire diameter (dwire) and porosity on engine performance. The plot shows
that higher power output designs (bottom-right) are associated with larger wire diameters (point size). In contrast,

porosity (color) shows a less distinct trend, with optimal values distributed across the performance range.

More efficient designs indicate a decreased wire diameter, increasing the heat transfer ca-
pabilities of the matrix. The values for the porosity of the regenerator are distributed across
the domain, with both high-efficiency-low-power output and low-efficiency-high-power output
designs featuring low and high porosity matrices.

The absence of a simple linear correlation for all variables, such as for porosity and heater
length, highlights the highly non-linear nature of the optimization problem. This complexity
justifies the choice of a metaheuristic algorithm like NSGA-II, which does not rely on gradient
information and is well-suited for such search spaces.

5.3. Analysis and Selection of Optimized Designs
At this stage, a set of 100 optimized designs has been obtained from the multi-objective op-
timization process. To proceed with decision-making, three representative solutions are se-
lected based on different performance criteria:

Maximum Efficiency: Since thermal efficiency is a critical metric in evaluating energy storage
systems, the first design selected corresponds to the solution with the highest engine efficiency,
regardless of its power output.

Efficiency-Constrained Baseline Match: The second design represents the most efficient
solution among those producing at least the power output of the baseline system (10.52 kW)[REDACTED] .
This ensures performance parity while maximizing efficiency.

Closest-to-Ideal Solution: The third design is identified as the feasible point closest to the
ideal point in the normalized objective space. The ideal point is a theoretical construct defined



5.3. Analysis and Selection of Optimized Designs 56

by the maximum power output and maximum efficiency achieved across all solutions, regard-
less of feasibility. Because power (in kW) and efficiency (dimensionless) operate on different
scales, the objective values are normalized using min-max scaling:
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where f1 and f2 denote power and efficiency, respectively. The normalized ideal point is thus
(1, 1). For each feasible solution, the Euclidean distance to this ideal is computed as:

Di =

√(
f̂
(i)
1 − 1

)2
+
(
f̂
(i)
2 − 1

)2
. (5.8)

The selected design is the one with the smallest Di, ensuring a well-balanced compromise
between the two objectives.

This structured selection approach enables a balanced comparison of alternatives under dif-
ferent performance preferences, supporting well-informed design decisions. The selected
solutions on the Pareto front are shown in Figure 5.11.

Figure contains confidential data and has been redacted.

Figure 5.11: Selection of representative optimal designs from the discrete Pareto front. The plot highlights the
”Maximum Efficiency” design, the ”Closest to Ideal” balanced design, and an ”Efficient” design that matches the

baseline power output. The theoretical, non-feasible ”Ideal” point is also shown for reference.

The performance as well as the dimensional parameters of the optimized designs can be
observed in Table 5.3.
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Table 5.3: Comparison of optimized designs against the baseline configuration. The table presents the
performance metrics and the final geometric parameters for the ”Maximum efficiency,” ”Power constrained,” and

”Closest to ideal” designs, allowing for a direct comparison with the original baseline design.

The results present three distinct cases of improved Stirling engines by dimensional optimiza-
tions of the three heat exchangers. Each one of the three cases, presents

5.3.1. Physical importance of the results
The optimization of the Stirling engine’s components has a significant real-world impact, pri-
marily by enhancing the overall round-trip efficiency of the Electron247 thermal energy storage
system. This improvement translates directly into substantial environmental benefits, specifi-
cally in the reduction of carbon dioxide (CO2) emissions over the device’s lifespan. By generat-
ing more electrical energy from the same amount of stored solar thermal energy, the optimized
engine designs reduce the reliance on conventional, fossil-fuel-based grid electricity.

To quantify this benefit, we can calculate the total CO2 emissions spared by the baseline and
optimized designs over the system’s lifetime. This analysis assumes the electrical energy is
supplied by solar panels, making the charging process carbon-free [user assumption]. The
CO2 savings come from displacing electricity that would otherwise be drawn from the grid.

• The Electron247 unit stores a maximum of 550 kWh of thermal energy (kWthermal).
• The system is rated for over 43,000 full charge-discharge cycles.
• For this analysis, we will use the average greenhouse gas (GHG) emission intensity
for electricity generation in Cyprus. According to the European Environment Agency,
in 2023, this value was approximated at 575 gCO2e/kWh [39]. The total lifetime CO2

spared is then calculated as:

CO2 Spared (tons) = Electrical Output per Cycle× 43 000 cycles× 0.575
tons

MWh
(5.9)

The analysis reveals that even the baseline configuration of a single Electron247 unit is pro-
jected to spare over 3900 tons of CO2 during its operational life compared to using grid elec-
tricity, excluding the CO2 emissions associated with manufacturing the device.

However, the optimization yields dramatic improvements. The ”Maximum Efficiency” design,
with its enhanced 36.91%[REDACTED] efficiency, spares an additional 1093 tons of CO2 compared to the
baseline, a 28% increase in environmental benefit. Similarly, the ”Power Constrained” and
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Table 5.4: CO2 emissions analysis for baseline and optimized designs.

”Closest to Ideal” designs, which offer a balance between efficiency and power output, result
in an additional 854 and 801 tons of avoided CO2 emissions, respectively.

These results underscore the physical importance of the optimization process. A seemingly
modest increase in percentage points of efficiency, when scaled over the long operational
lifetime and high cycle count of the energy storage device, translates into a significant and
tangible reduction in greenhouse gas emissions. This highlights the crucial role of targeted
engineering enhancements at the component level in maximizing the environmental and eco-
nomic returns of renewable energy storage technologies.



6
Conclusions and recommendations

6.1. Conclusions
This research successfully developed and validated a robust thermodynamic model for the
alpha-type Stirling engine used in the Electron247 thermal energy storage system. The devel-
opment and validation of the third-order thermodynamic model provided a reliable and com-
putationally efficient tool for exploring a complex, multi-dimensional design space. The key
conclusions drawn from this work are as follows:

1. A robust, third-order quasi-steady thermodynamic model was successfully developed
and validated for the alpha-type Stirling engine. The model proved to be a computation-
ally efficient and reliable tool, with a predictive error of less than 7% against experimen-
tal data, enabling the detailed exploration of a complex, multi-dimensional design space
without the immediate need for extensive CFD or physical prototyping.

2. The optimization has conclusively shown that the baseline engine design is suboptimal.
The results reveal a clear Pareto-optimal frontier of designs that substantially outperform
the current configuration. The maximum achievable thermal efficiency was increased
from a baseline of 28.87%[REDACTED] to 36.91%[REDACTED] —a relative increase of over 27%. This con-
firms that component geometry is a primary limiting factor in the current system and that
significant gains in round-trip efficiency are attainable.

3. The optimization process provided deep insight into the complex interplay between com-
ponent geometries. The regenerator’s dimensions (total volume, porosity, and wire diam-
eter) were unequivocally identified as the most influential parameters. A clear trade-off
emerged:

• High Efficiency is driven by a large regenerator volume (maximized diameter and
length) with fine wire mesh. This configuration maximizes the heat transfer area
and thermal mass, thereby improving the regenerator’s effectiveness and reducing
the heat that the heater must supply.

• High Power Output is favored by a smaller regenerator volume. This reduces flow
losses (pressure drop) and, due to the system’s overall length constraint, allows
for larger heater and cooler components, which increases the total heat input and
rejection capacity of the engine, thereby increasing the work per cycle.

4. Three different improved designs are selected, taking into account the selling points and
most important properties of an energy storage device.

59



6.2. Recommendations 60

5. The direct consequence of improving the engine’s thermal efficiency is a significant re-
duction in the environmental footprint of the energy storage system. By generating more
electricity from the same amount of stored thermal energy, the optimized designs spare
an additional 800 to 1,100 tons of CO2 emissions per unit over a 30-year operational life-
time. This enhancement strengthens the technology’s position as a viable and impactful
solution for decarbonizing the energy sector.

6.2. Recommendations
1. To further close the gap between simulation and real-world performance, the thermody-

namic model should be enhanced to incorporate second-order loss mechanisms. Future
work should focus on integrating:

• Gas Leakage models for pressure-driven leakage through the dynamic seals of the
expansion and compression pistons. For this, it is essential to obtain extensive infor-
mation on the pressure distribution in the connecting buffer between the expansion
and compression spaces of the engine.

• Account for conductive heat loss through the engine’s structural components and
convective/radiative losses from the external casing to the ambient environment.

2. To support the development of more sophisticatedmodels, future experimental validation
campaigns should be more comprehensive. It is crucial to implement sensors and data
logging for:

• Dynamic Working Gas Mass: Continuously track the mean cycle pressure and av-
erage temperatures in all five engine volumes to more accurately estimate the mass
of the working fluid in real-time.

• Ambient Temperature: Log the ambient temperature, as this directly defines the
external heat loss conditions and is fundamental to engine performance.

3. The optimization framework can be extended to explore an even wider solution space.
Future studies should consider:

• Operational Parameters: Include engine speed (RPM) and mean charge pressure
as variables in the optimization to find the optimal working parameters between
geometry and operating conditions.

• Working Fluid Analysis: Re-evaluate the use of hydrogen as the working fluid, cou-
pling the thermodynamic model with advanced sealing technologies to determine if
its superior thermal properties can be leveraged to enhance performance further.

4. It is strongly recommended to proceed with the manufacturing and empirical testing of a
prototype based on the ”Closest to Ideal” solution (Power: 10.84 kW, Efficiency: 34.76%)[REDACTED] .
This design represents the most strategic choice as it delivers a substantial improvement
in both power and efficiency, making it a commercially robust and well-rounded product
enhancement. This physical prototype will serve as the final and most crucial validation
of the model’s predictions.

5. Given the regenerator’s demonstrated sensitivity and pivotal role in engine performance,
manufacturing precision is paramount. It is recommended to establish rigorous quality
control protocols for the regenerator matrix, focusing on:

• Sourcing wire mesh with a highly consistent wire diameter and weave to ensure the
target porosity is achieved uniformly throughout the matrix.
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• Developing a precise assembly process to prevent bypass flow channels and en-
sure uniform packing density, which is critical for realizing the predicted heat trans-
fer effectiveness and flow characteristics.

6. Before committing to a final design formass production, a comprehensive techno-economic
analysis should be conducted. This analysis should weigh the performance gains of the
top candidate designs against any potential increases in manufacturing cost or com-
plexity associated with the new specifications (e.g., larger regenerator, finer tube dimen-
sions). This will ensure the selected design optimizes not just for thermodynamic perfor-
mance but also for commercial viability and return on investment.
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A
Technical specifications of

Electron247

A.1. Performance and electrical specification

Feature Value
Nominal Power – Output 13.0 kWe | 30kWth

Continuous Operating Power – Output 12.1 kWe

Rated Energy Capacity 165kWhe | 550kWhth
Voltage - Input/Output 400 Vac - 3 phase+N+PE

Voltage Tolerance - Input/Output +/- 10%
Frequency 50 Hz / 60 Hz

AC Current at nominal power - Output 20 A
Maximum AC Current - Output 42.5 A
Maximum AC Current - Input 145 A
Maximum Charging Power 100 kW

Charging duration (at Maximum Charging
Power)

6h - 0h+1h

Table A.1: Performance and Electrical Specifications
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A.2. Communication specification 66

Feature Value
Communication Modbus TCP/IP

Remote Monitoring Support Yes
Local Data Recording Data logger

Table A.2: Communication Specifications

A.2. Communication specification
A.3. Environmental specification

Feature Value
Operating Ambient Temperature -10◦C to +50◦C, 14◦F to 122◦F
Storage Ambient Temperature -30◦C to +70◦C, -22◦F to 158◦F

Relative Humidity 100%
Operating Altitude <2000m (6562 ft) above sea level

Maximum Snow Load 1kN/m2

Noise <70dB

Table A.3: Environmental Specifications

A.4. Mechanical specification

Feature Value
Dimensions E247-V1 (LxWxH m) L3.65xW2.67xH2.81

Total weight 8025kg
Cooling principle (engines) Dry cooling

Table A.4: Mechanical Specifications

A.5. Lifetime and durability

Feature Value
Number of full Cycles >43000
Depth of discharge 100%
Lifespan 30 years

Table A.5: Lifetime and durability



B
Geometry generation algorithm

The functionality as well as the algebraic equations used for the derivation of the geometry of
the heat exchangers is explained in this chapter.

B.1. Array of tubes generation
Initially, the function creates a grid of possible tube locations (x,y) within the boundary, based
on the pitch p and the shell dimensions H and W. For the triangular layout, the horizontal
distance between tubes is equal to the pitch; in contrast, the vertical distance of distinct tube
rows is not equal to p, but:

Vertical distance =

√
3

2
p (B.1)

To maintain the triangular arrangement, the generation of each row of tubes is also shifted
by half of the pitch p

2 . After generating potential tube positions based on these, it is checked
whether the tube fits within the shell boundaries. Initially, within the length and height of the
shell, with:
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Finally, the following condition is checked; if this is fulfilled, it means that the tubes also fit
within the rounded corners of the rectangle, with r being the shell corner radius:
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The tube location (x,y) is then added to the array of tubes. Following, the number of tubes
can be calculated. Having the number of tubes along with their positions means that essential
quantities of the heat exchanger, mainly the heat transfer area, can be calculated; this step is
necessary for modeling the heat exchangers.

B.2. Shell side flow modeling
The velocities of the heat transfer fluids at the shell side of the heat exchangers can be obtained
by analyzing the array of tubes generated previously. For this, the total free area along the YZ
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B.2. Shell side flow modeling 68

plane (not obstructed by tubes) distance in the shell needs to be calculated:

Afree = L(ytotal − yobstructed) (B.7)

Assuming the flow of the heat transfer fluids is uniform over the length of the heat exchangers,
the area is obtained by multiplying the total free vertical distance by the length of the heat
exchanger. Initially, the total height in the shell is calculated with:

ytotal(x) = 2
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Then, the obstructed vertical distance from tubes, is determined. First a condition is checked
on wether there are tubes at the specific x coordinate with:

|x− xtube| ≤
dout
2

(B.9)

Following, if a tube is present, the obstructed by tubes height is calculated with:

hobstructed =

W
2∑

−W
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dout
2

)2

− (x− xtubes)2 (B.10)

With mass conservation, the total velocity of the heat transfer fluids can be obtained with:

V =
ṁfluid

ρfluidAfree
(B.11)



C
Model derivation

The process followed to obtain the set of ordinary differenctial equations is thourouhgly ex-
plained below:

Polytropic indices
Due to the polytropic nature of the model, the state of the compression and the expansion
spaces can be modeled obeying the following relation:

pV n = constant (C.1)

The polytropic indices for the compression and expansion spaces can be obtained by differ-
entiating Equation C.1 and solving for n:

p(nV n−1dV ) + V ndp = 0

ne = −VedP

pdVe
nc = −VcdP

pdVc
(C.2)

Equation of state
Moving on to defining the system of differential equations, it is assumed that the working
gas follows ideal gas behavior. This assumption is based on the fact that the engine always
operates away from the critical point of the working gas. For reference, the critical point of
hydrogen is at 33.2 K and 12.0 bar, while that of helium is 5.2 K and 2.26 bar. As a result, the
ideal gas law can be used as the equation of state:

pV = mRT (C.3)

Differentiating Equation C.3 results in:

dp

dθ

1

p
+

dV

dθ

1

V
=

dm

dθ

1

m
+

dT

dθ

1

T
(C.4)

Neglecting the gas leakage effects through the piston seals, the mass of the working gas is
assumed to be constant and equal to:

mc +mk +mr +mh +me = M (C.5)
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Substituting the equation of state (Equation C.3) in the mass conservation equation Equa-
tion C.5 results in:

p =
MR

Vc
Tc

+ Vk
Tk

+ Vr
Tr

+ Vh
Th

+ Ve
Te

(C.6)

Moving on, differentiating the mass conservation results in:

dmc

dθ
+

dmk

dθ
+

dmr

dθ
+

dmh

dθ
+

dme

dθ
= 0 (C.7)

For the heater, cooler, and regenerator, the temperature and the volume are considered con-
stant throughout the complete cycle; thus, their respective derivatives are equal to zero, which
reduces the derivative of the equation of state Equation C.4 to:

dmk,r,h

dθ
=

dp

dθ

mk,r,h

p
=

dp

dθ

Vk,r,h

RTk,r,h
(C.8)

Substituting in the derivative of the mass conservation Equation C.7:

dmc

dθ
+

dme

dθ
+

dp

dθ

1

R
(
Vk

Tk
+

Vr

Tr
+

Vh

Th
) = 0 (C.9)

The volumes and temperatures of the three heat exchangers are constant and known. The
goal is to obtain the equations formc andme to determine an explicit equation for the pressure
differential. These can be done by specifying the energy equation for the compression and
expansion spaces.

Energy equation
The generalized system of equations is derived by applying the principle of energy conserva-
tion to the five control volumes. The generalized control volume is depicted in Figure C.1a:

(a) A generalized control volume showing heat,
work, and mass-energy transfer terms.

(b) Specific application to the interface between the
compression space (c) and the cooler (k).

The derived energy conservation equation equals:

dQ

dθ
−

dQpolytropic

dθ
+ cpTimi − cpTomo =

dW

dθ
+ cv

d(mT )

dθ
(C.10)

Where:

• cv and cp are the constant volume and constant pressure-specific heat capacities, re-
spectively.

• Ti,o, andmi,o are the input and output temperature of the flows in the cell, and the corre-
sponding mass.
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• It is assumed that the difference in velocity and altitude between input and output flows
are negligible; thus, the kinetic and potential energy terms usually included in the energy
equation are neglected.

The double-indexed variables Tck and mck correspond to the temperatures at and the mass
flows through the interfaces between control volumes. These are defined on every interface
and simulate the oscillating nature of the working gas in the engine. The temperatures of these
interfaces depend on the direction of the flow, being equal to the temperature of the adjacent
control volume. The following equations are used to define these:

Tck =

{
Tc, ṁck > 0

Tk, ṁck < 0
The =

{
Th, ṁhe > 0

Te, ṁhe < 0

The heat addition and work terms are defined differently for each control volume. Compared
to Urieli’s model, an additional term is added (Qpolytropic

dθ ). This term corresponds to the losses
induced in the differential equations. The calculation of the polytropic loss factor in the energy
equation requires taking into account both the thermodynamic nature of the processes and the
heat transfer characteristics inside and outside of the expansion and compression cylinders.
The heat transfer from the internal flow to the external cooling flow can be approximated by:

Q̇cooling =
T − Tcooling

Rt
(C.11)

Where:

• Tcooling is the average temperature of the cooling flow

• Rt =
1

Aihi
+ ln(do/di)

2πkwL + 1
Aoho

is the total thermal resistance between the cooling flow and
the working gas. In this equation, the Ai, Ao, and hi, ho are the inner and outer heat
transfer areas and convective heat transfer coefficients, kw is the thermal conductivity of
the wall, do and di are the outer and inner diameters of the cylinder. L is the height of
the cylinder.

The polytropic process heat loss is defined as:

Qpolytropic = mCn

(
Rconv,i

Rt

)
(T − Tcooling) (C.12)

Where:

• Cn = cv
n−k
n−1 is the polytropic specific heat

• Rconv,i =
1

Aihi
is the thermal resistance between the working gas and the cylinder.

Substituting these equations in the general energy conservation equation and simplifying re-
sults in:

�
�
�7
0

dQ

dθ
−Cn

(
Rconv,i

Rt

)
(T −Tcooling)

dmc

dθ
−mCn

(
Rconv,i

Rt

)
dTc

dθ
+ cpTck

dmc

dθ
= p

dVc

dθ
+ cv

d(mcTc)

dθ

Cn

(
Rconv,i

Rt

)
(Tcooling−T )

dmc

dθ
−mCn

(
Rconv,i

Rt

)
dTc

dθ
+cpTck

dmc

dθ
= p

(
1 +

cv
R

) dVc

dθ
+

cvVc

R

dp

dθ

(
CnRconv,i

cpTckRt

)
(Tcooling − T )

dmc

dθ
−

(
mCnRconv,i

cpTckRt

)
dTc

dθ
+

dmc

dθ
=

p

RTck

dVc

dθ
+

Vc

RγTck

dp

dθ
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dmc

dθ
=

p
RTck

dVc
dθ + Vc

RγTck

dp
dθ +

(
mcCncRconv,i

cpTckRt

)
dTc
dθ

1 +
(
CncRconv,i

cpTckRt

)
(Tcooling − Tc)

(C.13)

In a similar manner, the mass differential for the expansion space can be obtained:

dme

dθ
=

p
RThe

dVe
dθ + Ve

RγThe

dp
dθ +

(
meCneRconv,i

cpTheRt

)
dTe
dθ

1 +
(
CneRconv,i

cpTheRt

)
(Tcooling − Te)

(C.14)

The boundary conditions are derived from themass balance, dmc = mck andmrh = mhe−dmh

Substituting these in the expression of differential pressure, the following is obtained:

dp

dθ
= −

p
Tck

dVc
dθ +R

(
mcCncRconv,i

cpTckRt

)
dTc
dθ

1 +
(
CncRconv,i

cpTckRt

)
(Tcooling − Tc)

+

p
The

dVe
dθ +R

(
meCneRconv,i

cpTheRt

)
dTe
dθ

1 +
(
CneRconv,i

cpTheRt

)
(Tcooling − Te)

Vc
γTck

1 +
(
CncRconv,i

cpTckRt

)
(Tcooling − Tc)

+

Ve
γThe

1 +
(
CneRconv,i

cpTheRt

)
(Tcooling − Te)

+

(
Vk

Tk
+

Vr

Tr
+

Vh

Th

)
(C.15)

The temperature differentials for compression and expansion space are obtained by rearrang-
ing Equation C.4:

dTc

dθ
= Tc

(
dp

dθ

1

p
+

dVc

dθ

1

Vc
− dmc

dθ

1

mc

)
(C.16)

dTe

dθ
= Te

(
dp

dθ

1

p
+

dVe

dθ

1

Ve
− dme

dθ

1

me

)
(C.17)

Following ?? is applied to the cooler, regenerator, and heater. The work and temperature
differentials are equal to 0:

dQ

dθ
+ cpTimi − cpTomo =

�
�
�7
0

dW

dθ
+ cvT

dm

dθ
=

V cv
R

dp

dθ
(C.18)

dQk

dθ
=

Vkcv
R

dp

dθ
− cp (Tckmck − Tkrmkr) (C.19)

dQr

dθ
=

Vrcv
R

dp

dθ
− cp (Tkrmkr − Trhmh) (C.20)

dQh

dθ
=

Vhcv
R

dp

dθ
− cp (Trhmrh − Themhe) (C.21)

Finally, the total work can be computed along with the distinct compression and expansion
piston contributions:

dWc

dθ
= p

dVc

dθ
(C.22)

dWe

dθ
= p

dVe

dθ
(C.23)

dW

dθ
=

dWc

dθ
+

dWe

dθ
(C.24)



D
Cylinder losses

Assuming the polytropic indices nc and ne equal to gamma implies that the expansion and
compression phases of the cycle are considered adiabatic processes. After solving the model,
an analysis is performed to test this hypothesis. The analysis estimates the total losses of the
gas in the expansion and compression cylinders to the surrounding cooling flow. This can be
done with Equation D.1

Q̇cyl =
Tgas − Tcooling

Rtotal
(D.1)

Where:

• Tgas is the gas temperature in the cylinders
• Tcooling is the average temperature of the cooling flow around the cylinders
• Rtotal is the total thermal resistance between the gas and the cooling flow

The total thermal resistance is approximated with Equation D.2

Rtotal =
1

hgasAin
+

ln(dout/din)

2πkcylLk
+

1

hcoolingAout
(D.2)

Due to the piston movement, the areas change constantly with crank angle; the same holds
for the convective heat transfer coefficient of the gas in the cylinder. It can be calculated with
Equation D.3 [28].

hgas =



0.023(Re)0.8(Pr)0.4 k
Dh

Re > 10, 000

0.023(Re)0.8(Pr)0.4 k
Dh

[
1 +

(
Dh
L

)0.07
]

2100 < Re ≤ 10, 000

1.86× (Gz)0.333 k
Dh

Re ≤ 2100 and Gz > 10

5 Re ≤ 2100 and Gz ≤ 10

(D.3)

With Gz, the Graetz number defined with Equation D.4.

Gz = RePr
din
L

(D.4)
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Due to the nature of the convective heat transfer coefficient function, there are abrupt changes
in the magnitude of this quantity. After it is calculated, the values are fitted to a polynomial of
15th degree. The results for both the compression and expansion spaces can be observed in
Figure D.1

(a) The convective heat transfer coefficient between the
compression cylinder inner surface and the working gas in the
engine over the crank angle. The fitted curve can be observed

in blue while the orange dots represent the data.

(b) The convective heat transfer coefficient between the
expansion cylinder inner surface and the working gas in the
engine over the crank angle. The fitted curve can be observed

in blue while the orange dots represent the data.

Figure D.1: Convective heat transfer coefficients over crank angle.

It can be observed that the coefficient in the expansion space reaches a higher value than the
compression space.

The heat transfer coefficient of the cooling flow is determined with the Churchill and Bernstein
correlation for flows around cylinders [40].

NuD = 0.3 +
0.62Re

1/2
D Pr1/3[

1 +
(
0.4
Pr

)2/3]1/4
[
1 +

(
ReD

282000

)5/8
]4/5

(D.5)

The average velocity of the fluid around the cylinder is determined by CFD simulations of
the cooling circuit from EnergyIntel (V = 5 m/s). The properties of the water-glycol mixture
are also obtained from EnergyIntel documentation. The resulting convective heat transfer
coefficients are equal to 4405.2 W/m2K for the compression cylinder and 4595.0 W/m2K for
the expansion cylinder. The difference between these is attributed to the difference in outer
cylinder diameter of the spaces. Following the heat transfer rate between the cooling flow
and the cylinders is calculated and depicted in Figure D.2. Due to the increased temperature
difference between the expansion cylinder and the cooling flow, the total energy loss to the
cooling circuit is dominated by the hot side of the engine.

Overall, the heat transfer rate between the cylinders and the cooling flow is maximized right
after the bottom dead center of the expansion piston (θ=0). This is attributed to the fact that
the heat-exchanging surface between the working gas and the cylinder has a high value, while
the flow is not stagnant (which is the case at the bottom dead center). The velocity of the flow
is directly connected to the magnitude of the heat transfer coefficient. Even though the heat
transfer coefficient reaches a higher value around θ=180, the heat exchanging area is greatly
reduced at that point, due to the expansion piston being positioned at the top dead center.
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(a) The total heat transfer rate between the working gas and
cooling flows for both the compression and expansion pistons.

(b) The total heat transfer rate between the cooling flow and
the cylinders, it can be observed that it is dominated by the

expansion cylinder losses.

Figure D.2: Heat losses through the cylinder walls.

The magnitude of the total heat transfer reaches a value of 153.6 W. Comparing this to the
total heat input of 36.43 kW[REDACTED] for the baseline configuration, there is a two orders of magnitude
difference between these.

The results of this analysis prove the fact that the assumption for adiabatic expansion and com-
pression phases in the engine, is well justified, and is aligned with the real world performance
of the Stirling engine.



E
Convergence criteria of algorithms

The hypervolumes for both the continuous algorithm and discrete optimization procedure can
be observed in Figure E.1 and Figure E.2.

Figure E.1: The hypervolume evolution over the number of valuations of the objective function for the continuous
optimization algorithm.
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Figure E.2: The hypervolume evolution over the number of valuations of the objective function for the discrete
optimization algorithm.

It is evident from both plots that the hypervolume for both algorithms converges to a value for a
number of iterations towards the end of the process; the optimization procedures approximate
the solutions of the real Pareto front.
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