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Abstract

This paper aims to define the broad concept of fair-
ness and investigate how it can be measured, es-
pecially considering fairness in automated nego-
tiations. The report relies on the work on fair-
ness issues that have been derived from the re-
search of C. Albin [1]. Firstly, the paper elabo-
rates on different fairness metrics from the litera-
ture review. Then these metrics are tested to as-
sess if they capture the effect of considering fair-
ness by the agents in the negotiations. That is done
by simulating multiple bilateral negotiations under
the open-source GeniusWeb framework, where ec-
centric agents are compared with fairness-oriented
parties by using the fairness metrics. Based on
the conducted experiment, the most consistent fair-
ness metric in automated negotiations is the dis-
tance to the game-theoretic solutions to the bargain-
ing problem, which considers much of the outcome
fairness concept. However, other investigated met-
rics also capture the different scope of fairness and
can be used as metrics, especially when combined,
and some interdependence between metrics is mod-
elled.

1 Introduction
Various types of negotiations are omnipresent in many ar-
eas of everyday life, ranging from the negotiations con-
cerning the pricing of goods, employment, loan conditions
and many more areas varying from commerce through pol-
itics to science and technology. However, T. Sandholm ob-
serves that because of recent advancements in Artificial In-
telligence, there is a shift from human agents taking part in
the negotiations to fully computational agents participating
in the negotiations on behalf of the parties they represent
[20]. Although some researchers argue that we should tend
to integrate AI with human agents in the negotiation [14],
T.Sandholm draws many advantages of purely automated ne-
gotiations. He claims that the time a human party needs to
be attentive is radically shortened, the negotiations are free of
emotions and external bias, which may lead to irrational be-
haviour, and a reasonable agreement settlement can be found
even in highly complex negotiation settings, where negotia-
tions concern many issues [20]. Although the automation of
bargaining can lead to many improvements, the exact imple-
mentation of the negotiation agents becomes a fundamental
issue. In the context of automated bargaining, it is essential
that the agent not only maximize individual utility but also
lead to a situation where the negotiation can be regarded as
fair to all participating parties [23].

However, the idea of fairness is a highly comprehensive
concept, which many great philosophers and psychologists
have been trying to define throughout the ages [17]. The
first idea of fairness is dated back to Ancient Greece, where
philosophers tried to prove the benefits of just behaviour and
introduced some first takes on looking at fairness. As an ex-
ample, Socrates regarded fairness as the sense of duty to the

society, and Aristotle incorporated the idea of proportional-
ity, which in the context of fair allocations claims that there
must be proportionality between the input the party brings
to the society and the output it receives from it [17]. An
instance of one of the contemporary discussions concerning
fairness could be the debate between American philosophers
John Rawls and Robert Nozick [24]. The views of Rawls are
much similar to the ones presented by the egalitarian move-
ment, which proposed that all should be able to have equal
access to specific opportunities and that we should strive for
a situation where there is no inequality, and if that is impossi-
ble, then at least try to make those who are least advantaged
be best off [25]. Rawls also introduced the concept of ’Veil of
Ignorance’, a powerful philosophical concept which implied
that every party should assess the position of other parties and
try to equalize them so that no one would feel disadvantaged
if one were represented by the randomly chosen party [11].
Rawlsian ideas conflicted much with Nozick’s take on fair-
ness, who argued that it is, in essence, unfair to alter parties’
position in a status-quo ”just situation” to compensate for the
situation of other parties. On the other hand, the philosoph-
ical view of communitarianism regarded that fairness should
be mainly viewed from the perspective of a community rather
than an individual [10].

These many perspectives on fairness put high importance
on the precise formulation of the definition of fairness, espe-
cially in the context of automated negotiations where agents
should follow the just principles. Unfortunately, because
of many different and contradictory takes on fairness, few
research papers define a general framework on fairness for
agents participating in negotiations, and there are limited
ways to measure fairness, especially in automated negotia-
tions. Thus, the main aim of the research paper is to investi-
gate possible ways to quantify fairness in the context of auto-
mated negotiation and consider which ones are best suited for
this problem. For that purpose, this paper starts by describ-
ing different notions of fairness incorporated into the strategy
of computational agents developed with the open-source Ge-
niusWeb framework [16]. Then the metrics found in the lit-
erature are assessed by running multiple negotiation sessions
and comparing the difference in their assessment between ec-
centric and developed fairness-oriented agents.

In this paper, I investigate metrics describing the vast con-
cept of fairness within automated negotiations under the fol-
lowing structure. First, in Section 2 I provide some back-
ground to different notions of fairness in negotiations, con-
sidering which areas the concept of fairness can be contested.
That leads to the precise problem formalization supported by
the research on this topic’s literature. Then, Section 3 elabo-
rates on the conducted empirical research setup. Additionally,
that section briefly presents the assessment methodology for
the derived metrics. Next, in Section 4, I deliver the results
of the investigation on the performance of fairness metrics.
Then, I discuss the results in Section 5, with an indication
of which metrics captured different notions of fairness and,
based on that, suggest which metrics are well suited for the
problem of automated negotiations. Additionally, some gen-
eral reflections on the conducted research are included to sup-
port the potential further improvements to the study to vali-



date the findings. Section 6 briefly elaborates on the consid-
ered issues regarding the responsible research. Lastly, in Sec-
tion 7 I summarize my investigation and conclude with some
general remarks about the topic of fairness measurement in
automated negotiations.

2 Background & Problem Formalization
Because of the broad scope of fairness, it is essential to base
the research on a framework which would define the fields
in which one can investigate fairness. Furthermore, that
framework on fairness issues is critical when considering the
fairness-oriented agents, as such agents should incorporate
’fair behaviour’ concerning at least one of the described is-
sues. Additionally, this framework will be crucial in consider-
ing the fairness metrics, as in a perfect setup, they should also
be sensitive to the issues of fairness in negotiation. Therefore,
I focus on the research with the framework of fairness issues
in negotiations conducted by C. Albin [1], as she is one of
a few who dedicated a paper on that topic with such an ex-
tensive exploration of areas on which researchers can contest
fairness. These fairness issues are discussed in more detail in
the following Section 2.1.

2.1 Fairness Issues In Negotiation
C. Albin argued that the concept of fairness within the negoti-
ations could be categorized into four different issue groups of:
Structural Fairness, Process Fairness, Procedural Fair-
ness and Outcome Fairness [1].

The class of Structural Fairness considers fairness from
the perspective of the overall structure of the dispute and the
relations between parties and negotiated issues. The key com-
ponents that consider Structural Fairness are the overall phys-
ical, social, and issue constraints for which the negotiation
proceeds and negotiators operate. For example, Structural
Fairness will try to answer if the negotiation protocol is not
discriminating against any party and if all participating par-
ties have a genuine opportunity to propose all possible bids
within the negotiation. Although extremely crucial to fulfill-
ing, this class of fairness issue could be vague to incorporate
into the general behaviour of the negotiating parties. Thus
most of the issues considered by the Structural Fairness will
be maintained by the general setup of the conducted negotia-
tion simulation, described in Section 3.

Process Fairness considers how the opposing parties relate
to each other and how parties’ ideas of fairness influence the
dynamics of the negotiation process. This area, in essence,
describes the similarity between the parties and just behaviour
as a response to the way the opposing party takes part in the
negotiation. An example of the issue belonging to the Process
Fairness class is whether it is fair to not bother with the oppo-
nent’s utility from the final settlement if the opposing party is
proposing only self-beneficial offers and is unwilling to make
any concessions.

The next category of fairness issues is the class of Proce-
dural Fairness, which regards the specific mechanism and
strategies that govern a party and whether they can be con-
sidered fair because of some intrinsic value and because they
lead to fair outcomes. By way of illustration, an issue belong-
ing to Procedural Fairness would be much concerned about

the exact mechanism, like a question if a party should make
’equal’ concessions in negotiations as its opponent. The cat-
egory of Procedural Fairness may sound familiar to the pre-
viously described class of Process Fairness. However, Proce-
dural Fairness considers how a party’s specific strategies are
implemented during the negotiation, whereas Process Fair-
ness regards the change between strategies according to the
opponent’s behaviour.

That brings us to the last group of fairness issues described
by C. Albin, namely the Outcome Fairness. It refers to the
specific principles concerning the fair outcome from the final
negotiation settlement. Some prominently described princi-
ples regarding the final allocation are equity, equality, and
need [7]. Briefly elaborating, the equity principle mirrors
Aristotle’s idea of fairness through proportionality between
input and output. The equality principle assumes that the par-
ties should receive the same or similar rewards from the nego-
tiation, respectively, to their situation. Finally, the need prin-
ciple states that the resources should be allocated according to
the intrinsic necessity so that the least advantaged agents re-
ceive the most significant share. As seen, the different notions
governing Outcome Fairness can be exclusive. The ideas of
Outcome Fairness are taken into account when incorporat-
ing metrics related to the solutions of the renowned, game-
theoretic bargaining problem defined by J. Nash [15].

2.2 Fairness Metrics
As said in the Introduction, there is no generally developed
framework for measuring different notions of fairness in the
negotiations, posing a significant problem, especially for au-
tomated negotiations. The inexistence of a specific frame-
work is partially understandable as using specific metrics, one
indirectly incorporates own perspective on fairness. This sub-
section elaborates on some most prominent fairness metrics
found in literature, which are assessed in the experiment de-
scribed later in the paper.

Distance to Bargaining Problem Solutions
The foremost considered metric to assess fairness is the dis-
tance to the proposed solutions to the bargaining problem de-
scribed by J. Nash [15]. The bargaining problem is a mathe-
matical representation of the negotiations, where individuals
with opposing interests need to agree on the final allocation.
Thus, the solutions Bargaining Problem pose an analogy to
the Outcome Fairness described by C. Albin. The individ-
uals act according to their utility function u(·), which maps
offered bids to the real number representing how beneficial
a bid is for the party. A key concept within the topic of the
bargaining problem (and negotiations in general) is the Pareto
Frontier - a set of all solutions such that no individual can be
better off without making at least one opponent worse.

The first solution is a Nash Product solution proposed by J.
Nash [15], which is a Pareto optimal point that maximizes the
product of utilities of the participating parties. This solution
seeks the most optimal solution for all parties, with penaliz-
ing scenarios in which there is high inequality between the
obtained utilities by the parties. Under axioms derived in his
paper, J. Nash argues that this solution always yields a fair
outcome under different variations of the utility space.



The next considered solution to the bargaining problem is
a Kalai-Smodrinsky solution, which seeks a’ fair’ solution
for negotiation parties by equalizing the ratios of obtained
utilities to the utility obtained when no agreement is reached
(reservation value) [13]. When both parties have the same
reservation value, the Kalai-Smodrinsky solution is a Pareto
optimal point closest to the x = y line where the axes reflect
the utilities of the participating agents. In a Figure 1 the toy
scenario of the bargaining problem has been represented with
a visualization of both Nash Product and Kalai-Smodrinsky
solution.

Figure 1: Representation of the Pareto Frontier with marked Kalai-
Smodrinsky & Nash solutions to the bargaining problem, as well as
bid representing maximal sum of individual utilities

Sum of Individual Utilities
An additional solution represented in Figure 1 is the point
representing the sum of the individual utilities [9]. Like the
Nash Product, that solution to the Bargaining problem seeks
an overall most profitable final allocation without penalizing
the inequalities between the parties’ final utilities. Therefore,
it fits the more individualistic notion of fairness as although
it tends to the highest aggregate utility, it will also tend to
favour parties that can obtain most of the negotiation. In this
research, the distance to the maximum sum of individual util-
ities and the final sum of individual utilities are considered
fairness metrics.

Kindness Function
The next investigated fairness metric is a Kindness Function
derived by the M. Rabin [18]. As a cornerstone of his re-
search, he derives three insights regarding the negotiations:

• People are willing to sacrifice their well-being to help
those who have been kind

• People are willing to sacrifice their well-being to punish
those who have been unkind

• Both motivations have a greater effect when the cost of
sacrifice becomes smaller

Based on these observations, he defines the Kindness Func-
tion as a normalized notion of how beneficial bids are for
an opponent from equitable payoff, assuming that parties act
according to concrete negotiation strategies. For his imple-
mentation of the kindness function, he defines ai as a known
strategy of party i, bj as an assumed strategy of party j (de-
scribing how the opposing party, e.g. i, thinks a strategy of
party j is) and utility function uj(bj , ai) as a utility of oppos-
ing party j assuming it follows strategy bj and that self party
is following known strategy ai. He also defines uh

i (bi) as
a highest utility payoff of party i assuming it follows strat-
egy bi, and umin

i (bi) as a lowest utility payoff of party i
assuming it follows strategy bi. Lastly he defines ul

i(bi) as
party i lowest utility among points that are Pareto-efficient
and ue

i (bi) = [uh
i (bi) + ul

i(bi)]/2 as a equitable utility. If
Pareto Frontier is linear, the equitable utility is a middle point
between most outer Pareto optimal solutions. In the Equation
1 the precise calculation of the Kindness Function represent-
ing how kind a party 1 is towards party 2 is included.

f1(a1, b2) =
u2(b2, a1)− ue

2(b2)

uh
2 (b2)− umin

2 (b2)
(1)

Equation 1: Kindness Function. The u2(b2, a1) represents the utility
of the party 2 for the proposed bid by party 1

Within the research, I look at the metrics from a static per-
spective and not as an indicator of how parties should change
their behaviour. Additionally, some investigated agents do
not use opponent strategy modelling. Thus, I use the simpli-
fied version of Kindness Function, which concerns normal-
ized distance between the utility of the proposed bid to the
equitable utility defined by M.Rabin.

Fluctuations in final agreement
The next considered metric is the final agreement fluctua-
tions across various negotiation simulations. According to C.
Dwork et al. [8], similar parties should be treated similarly
across many held negotiations. Thus, I use the sum standard
deviation between utilities of participating parties from the
utilities of the final allocation gathered from multiple nego-
tiation simulations. This metric considers fairness in negoti-
ations from the perspective of loss minimization problem as
the metric would reward parties that endeavour to remain con-
sistent in their final allocations if they negotiate with similar
parties.

Time to an Agreement
Although the elapsed time to an agreement is not a metric
that can be directly related to fairness, some researchers ar-
gue that the elapsed negotiation time can be a straightforward
measurement of the performance of the different strategies
from various perspectives [19]. It also measures the efficiency
of the computational power of the negotiating agents, which
could be argued to be a desirable quality for the parties tak-
ing part in the negotiations. However, from the preliminary
research, it may seem that this metric would hardly capture
the fairness consideration within the agents.



3 Simulation Setup

To investigate which fairness metrics are best suited for the
automated negotiations, fairness-oriented and eccentric auto-
mated agents have been put under multiple negotiations and
assessed by the fairness metrics. Then the difference in met-
rics values assessing eccentric and fairness-oriented agents
are compared. Thus, this section defines the precise negotia-
tions’ setup.

3.1 Negotiation Protocol

The negotiations follow the Stacked Alternating Offers Pro-
tocol (SAOP) negotiating protocol [2]. The protocol takes
the turn-taking order until reaching a consensus or a termina-
tion condition, after which both parties obtain their reserva-
tion value. The reservation value for both parties is set to 0.
For each turn, a negotiating party that received an offer can
either:

• accept the obtained offer proposed by the opponent

• make a counteroffer and propose it to the opponent

• end negotiation

At the start of the negotiation, the first party can either make
an offer or end the negotiations. In practice, because of
the non-positive reservation value combined with the specific
bid-space domain, which always yields positive utility values
(thoroughly described in Section 3.2), the negotiating parties
will always be better off when accepting even the least ben-
eficial bid than to end the negotiations. The negotiations end
once they reach the end of a 200th round. Each round in-
cludes two turns, one per negotiating party, so the maximum
combined number of offers is 400.

3.2 Domain & Utility Space

The used domain in the negotiation simulations is the 7issues
domain available in the open-source GeniusWeb framework
[16]. This domain is a most extensive bid-space domain from
the one available in the core GeniusWeb framework. It con-
sists of the seven negotiation issues, each having ten possible
negotiation values. That results in ten million possible bids,
so not all bids may be offered during a single negotiation.

The utility spaces of the participating agents follow the
Linear Additive Model. Each issue has an assigned weight,
as well as each value of that issue. Thus, the utility of a bid
is the sum of the issues’ weights multiplied by the weight of
a related issue’s value included in the proposed bid. This can
be represented by equation U(o) =

∑
i∈Issues wi · Vi(oi),

where wi represents the weight of the issue i, and Vi(oi) rep-
resents weight of a value from bid o for issue i. The utilities
are scaled to fit a [0, 1] range. The visualization of all possi-
ble bids on the utility space of the negotiating parties is shown
in the Figure 2, with marked solutions to the bargaining prob-
lem for that utility space and the point representing a maximal
sum of individual utilities.

Figure 2: Bid-space of the negotiation, representing utilities for the
participating negotiating agents for the all possible bid outcomes

Because of an extensive number of bids, the bid space
forms an almost continuous convex set. That is the desired
quality as it offers many variations in possibly offered bids,
and because of its’ convex-like shape, it prevents any edge-
case behaviour of the investigated agents.

3.3 Opponent Modeling
As some investigated agents need to model the preferences of
an opponent, it is crucial to develop a shared opponent mod-
elling to maintain all factors equal in the experiment setup. As
the Linear Additive domain models the agents’ utility, the op-
ponent modelling considers estimation of both issue weights
and corresponding values described in the following subsec-
tions.

Issue weight estimation
The opponent is unlikely to concede on issues most important
to them. Thus, the more important an issue is, the less likely
it is that the opponent frequently changes offered values [5].
Therefore, the developed issue weight estimation is divided
into two phases:

1. Updating weights with learning rate (α = 0.1) - The op-
ponent’s last two offered bids are compared and checked
if the offered value has changed. If not, then the weight
of an issue is increased by value alpha wi = wi+α, and
if the values change, the weight is not updated.

2. Normalization - As, the issue weights have to sum up
to 1

∑
i∈Issue wi = 1, the weight of each issue is di-

vided by their sum wi = wi∑
i∈Issues wi

. With that, the
less diverse issues increase in their weight, whereas the
frequently-changing issues have their weight decreased.

Values’ weights estimation
Similarly to issues’ weights estimation, the values’ weights
estimation uses a frequency calculation model, which in-
creases the value of the most frequently used values. In addi-
tion, the model uses Laplace smoothing of the utilities [21].
With that, one gets the value weight estimation obeying the
following Equation 2.



Vi(oi) =
(1 +

∑n
j=1 δj(oi))

γ

maxi∈Issues(1 +
∑n

j=1 δj(oi))
γ

(2)

Equation 2: Function representing value weight estimation

Where δj(oi) = 1 if value oi has appeared in bid j. Oth-
erwise the value of δj(oi) = 0. The parameter γ ∈ (0, 1] is
acting as a filter, which slows down the growth of unbalanced
value frequency distributions. With that, one can control the
learning speed of the model with smaller γ leading to less pe-
nalization of less common values. In the experiment setup a
standard value of γ = 0.5 is used.

3.4 Acceptance Strategy
Similarly to the case of opponent modelling, to maintain all
other factors equal, the acceptance criteria are shared among
all considered agents within this research paper. For the ac-
ceptance criteria, I have decided to implement a combination-
based heuristic, as described in an article by T. Baarslag et
al. [4]. Thus, agents always accept the bid when its utility
is higher than the utility of a bid they are going to propose.
Moreover, agents will always accept the final bid in the nego-
tiation setting as the reservation utility equals 0, as mentioned
in Section 3.1.

3.5 Eccentric Agents
In this section, I will elaborate on the specifics of the agents
concerned only with their utilities. Thus, these agents will be
used as a benchmark compared to the fairness-oriented agents
to determine if the investigated metrics capture if the agents
consider some fairness definition in their bidding strategy.

Simple Time-Dependent agent
The most straightforward agent that is only considering its
utility, but at the same time makes some concessions to ensure
an agreement, is the Simple Time-Dependent agent. It does
not use the opponent modelling but makes the gradual con-
cessions from its maximal utility by taking into account the
elapsed time of the negotiations. The concessions are mod-
elled using the time-concession function seen in the Equation
3.

T (t) = 1− t
1
e (3)

Equation 3: Function representing the level of concessions made
depending on the elapsed negotiation time measured in elapsed ne-
gotiation rounds. Note that time t is normalized to fit range [0,1]

The time variable t increases linearly and mirrors the
elapsed number of rounds, where the time t = 0 at round
0 and t = 1 at round 200. The variable e models the curva-
ture of the made concessions. The closer the e is to 0, then
at the beginning of the negotiations, the agent is less prone to
make concessions. Such agents are called Boulware agents.
On the opposite spectrum are the Conceder agents, which are
characterized by the high value of e >> 1. When e is pre-
cisely 1 we can observe that the Equation 3 takes linear form

of T (t) = 1−t, which makes such agents referred in the liter-
ature as Linear agents. The different concessions curves are
displayed in Figure 3 which compares different concessions
strategies under various values of the variable e.

Figure 3: Various concessions strategies with respect to the value e
as shown in Equation 3. The time-dependent agents with e > 1 are
called Boulware Agents, and time-dependent agents with e < 1 are
called Conceder Agents

In the experiment setup, I will use the Simple-time depen-
dent agents with values of e = 0.5, 1, 2 and refer to them as
Boulware, Linear and Conceder, respectively.

Hardliner agent
Hardliner Agent is a particular type of agent that, in princi-
ple, makes no or just minimal concessions from its own max-
imal possible utility value. Under the experiment setup, I use
the GeniusWeb example Hardliner agent implemented with a
Simple-time dependent agent with a low value of e = 0.05.
With that, I expect the Hardliner agent to be very strict in
his bidding strategy with a radical change in making conces-
sions by the end of the negotiation. Although it may seem
like an edge case behaviour, that agent’s behaviour would be
valuable to investigate with other agents as it would stress the
agents and consider metrics under unusual situations.

Random Walker
The last eccentric agent considered in this experiment is the
Random Walker agent, also included as a benchmark agent
under the GeniusWeb framework. When making an offer to
the opponent, it randomly chooses the first one that scores
better than the utility value of 0.6 or takes the 20th consid-
ered bid if all previous fail to score utility higher than 0.6.
With that, the negotiation setup supports an assessment of
the fairness metrics if they can distinguish between fairness-
oriented agents and the random negotiation trails generated
by the Random Walker.

3.6 Fairness-Oriented Agents
This section considers the developed Fairness-Oriented
Agents. The developed agents are much related to the opti-
mal fair strategies found in literature or inspired by the agents
from the annual, international Automated Negotiating Agents
Competition (ANAC) [12] that show considerations of the



fairness issues described by C. Albin as summarized in Sec-
tion 2.1.

Non-Monotonic Concession Agent
The first considered fairness-oriented agent is an Non-
Monotonic Concession Agent inspired by the HardHeaded
agent from ANAC 2011 [22]. It is an agent that also uses
concession function T (t) as Simple Time-Dependent agent,
but it switches between e1 & e2 values after some time t0.
The agent is designed to switch between concession strategies
from Conceder to Boulware, so that e1 > e2. That change
between concession strategies can be mathematically formu-
lated as seen in Equation 4.

T (t) =

{
1− t

1
e1 , if t ≤ t0

(1− T (t0))(1− ( t−t0
1−t0

)
1
e2 ) otherwise

(4)

Equation 4: Function representing the level of the non-monotonic
concessions made depending on the elapsed negotiation time mea-
sured in elapsed negotiation rounds. Once again note that time t is
normalized to fit range [0,1]

Because of scaling the concession strategy after time t0 by
a factor of (1 − T (t0)), I ensure the concession strategy is
continuous. Thus, such scaling prevents the unexpected be-
haviour of the negotiating agents with a much-changing bid-
ding strategy around time t0. For a visualization of the non-
monotonic concession strategies changing from Conceder to
Boulware and vice versa, refer to the Figure 4.

Figure 4: Comparison of the non-monotonic concessions strategies
with their monotonic counterparts with respect to the value e1 & e2
as shown in Equation 4.

In this experiment setup we use the Non-Monotonic Con-
cession Agent with t0 = 0.1, e1 = 1.2, e2 = 0.15. By choos-
ing such values of the variables, the agent allocates the first
10% of the negotiation time to present the bids that maxi-
mize their utility function so that the opponent could model
its opponent’s preferences accurately at the beginning of the
negotiations. This strategy is an analogy to the considered
Procedural Fairness issues. Additionally, agents try to give

the bid close to modelled concession, but at the same time,
that would be most beneficial for the opponent based on the
Opponent Modelling.

Tit-for-Tat Agent
The next considered agent is the Tit-for-Tat agent, which fo-
cuses on Procedural Fairness issues and, in principle, reflects
the strategy described by Baarslag et al. [3]. The basic pro-
cedure of the Tit-for-Tat agent’s strategy is:

1. Measure the opponent’s concession in terms of the
agent’s own utility function.

2. Mirror this bid by sacrificing the same amount as the
opponent concedes.

3. Make the offer as attractive as possible for the opponent
using opponent modelling.

The agent implements these principles as follows. If the agent
starts the negotiation, it offers his maximal bid to the oppo-
nent. It also keeps track of the two last received bids to esti-
mate the threshold of the offer to be made, as it tries to present
an offer that mimics the concession made by the opponent. It
does that by creating a small threshold window very close to
the utility of the last offered bid minus the difference in own
utility between the two last received offers made by the oppo-
nent. Then it selects all the bids that fit the threshold window.
If no bids are in the threshold window, then the window size is
multiplied by 2. However, if some bids fit the window, then it
uses the opponent modelling to choose one of the bids that are
most attractive to the opponent, which increases the chance of
accepting an offer so that a fair consensus is achieved.

4 Results & Analysis
This section presents the results from the twenty negotiation
tournaments in which every agent competed against every
other considered agent with alternating utility preferences.
The results presented in the tables have been sorted such that
it firstly shows data for the eccentric agents and then the last
two for fairness-oriented agents. They have also been marked
with symbols E & F, respectively.

4.1 Distance to Bargaining Problem Solutions
Table 1, shown below, presents the results for the metric con-
sidering Distance to Bargaining Problem Solutions.

Distance to
Nash Point

Distance to
Kalai-Smodrinsky

Hardliner (E) 0.257 0.302
Random

Walker (E) 0.131 0.173

Boulware (E) 0.157 0.205
Linear

Concsession (E) 0.142 0.205

Conceder (E) 0.155 0.200
Tit-For-Tat (F) 0.129 0.140

Non-monotonic (F) 0.137 0.183

Table 1: Aggregate results of Distance to Bargaining Problem Solu-
tions



This metric consistently captures fairness in agents’ be-
haviour, as fairness-oriented agents take top places of agents
with the lowest distance to the solutions to the bargaining
problem, apart from the Random Walker, which on average
also obtains a low distance to the solutions of the bargain-
ing problem. The filtering of random bids causes a Random
Walker’s high performance by thresholding low-utility bids;
the bids have a high chance of being close to the Pareto fron-
tier and thus close to the solutions to the Bargaining Prob-
lem. That is not likely to be a case for a pure Random Walker
without limited bids filtering. However, on average, fairness-
oriented agents obtain final allocations that are 21% closer
to the bargaining problem solutions than those obtained from
the eccentric agents, with the most radical difference being
the distance to the Kalai-Smodrinsky solution.

4.2 Sum of Individual Utilities

Table 2 shows that the distinction between eccentric and
fairness-oriented agents is not that straightforward for the
sum of individual utilities. For example, simple time-
dependent agents scored on average better than the consid-
ered fairness-oriented agents. A similar situation occurs when
considering the distance to the point of maximal sum of indi-
vidual utilities, with only a Random Walker being more off
this point than the fairness-oriented agents. This suggests
that considering only the Sum of Individual Utilities metric
may not accurately capture fair behaviour for the negotiating
agents.

Sum of
Utilities

Distance to Maximal
Utilities Sum Point

Hardliner (E) 1.060 0.217
Random

Walker (E) 1.070 0.250

Boulware (E) 1.080 0.165
Linear

Concsession (E) 1.085 0.157

Conceder (E) 1.088 0.180
Tit-For-Tat (F) 1.070 0.240

Non-monotonic (F) 1.091 0.179

Table 2: Aggregate results of Mean Sum of Individual Utilities &
Distance to Point of Maximal Sum of Individual Utilities

4.3 Time to Aggrement

The next metric is the mean time the agent needs to agree
on a final bid with the results shown in Table 3. The time to
agreement varies much across eccentric agents, whereas sim-
ple agents like Random Walker or Conceder are much more
likely to settle early. In contrast, Hardliner takes the longest
to find an agreement across all agents. The fairness-oriented
metrics take high middle place in that category, making it
hard to draw reliable conclusions about an agent’s just be-
haviour based only on the needed time to reach an agreement.

Mean Time to Aggrement
Hardliner (E) 194.2

Random
Walker (E) 28.9

Boulware (E) 137.2
Linear

Concsession (E) 86.6

Conceder (E) 45.1
Tit-For-Tat (E) 187.1‘

Non-monotonic (F) 151.7

Table 3: Aggregate results of Mean Time to Agreement for each
participating agent

4.4 Kindness Function
The fairness-oriented agents should obtain higher values of
the Kindness Function for constituting a reliable metric.
However, as seen from Table 4, that is not entirely the case
as Conceder and Random Walker obtain the highest results
from all considered agents. When considering the Kindness
function as a metric, keeping track of the Time to Agreement
is beneficial to obtain a mean kindness per unit of one negoti-
ation round. It also seems that mean kindness per round has a
bit better performance than simple mean kindness per negoti-
ation, with, in general, fairness-oriented agents scoring higher
in kindness value than their eccentric counterparts. However,
as Random Walker and Conceder also obtain higher values,
the kindness function focuses on the proneness to find a com-
promise for a price of making concessions.

Mean
Kindness

Kindness per
round

Hardliner (E) -0.061 -0.00031
Random

Walker (E) 0.307 0.01065

Boulware (E) 0.063 0.00046
Linear

Concsession (E) 0.124 0.00143

Conceder (E) 0.170 0.00379
Tit-For-Tat (F) 0.292 0.00156

Non-monotonic (F) 0.129 0.00146

Table 4: Aggregate results considering kindness metrics both in
mean simulation kindness and mean kindness per round

4.5 Fluctuations in final agreement
The last considered metric is the fluctuations in final agree-
ments, with shown results in Table 5. The general trend is
that the fairness-oriented agents are less volatile in their fi-
nal settlement allocations. However, they obtained higher
fluctuations than the Linear Concession agent or even Ran-
dom Walker, which surprisingly obtained the lowest volatility
score. The Linear Concession agent can explain these results
as it tends to allocate equal contributions in utilities. On the
other hand, the low fluctuations of a Random Walker are once
again caused by the benchmark acceptance bid value above
0.6, which restricts the domain greatly from the inapplicable
final allocations, and even if chosen by random, they are still



considering a constrained set causing low standard deviation.
Because of those surprising observations, one should refrain
from relying only on fluctuations in the final agreement as a
fairness metric and instead consider using it as a complemen-
tary fairness indicator.

Standard
Deviation in

Utility 1

Standard
Deviation in

Utility 2
Hardliner (E) 0.179 0.154

Random
Walker (E) 0.099 0.089

Boulware (E) 0.115 0.102
Linear

Concsession (E) 0.099 0.094

Conceder (E) 0.124 0.115
Tit-For-Tat (F) 0.100 0.090

Non-monotonic (F) 0.120 0.112

Table 5: Aggregate results of the standard deviation of final utilities
of Agent 1 & Agent 2

5 Discussion
Based on the results of the fairness metrics, it seems that
the most reliable metric is the distance to the solutions to
the bargaining problem, especially the distance to the Kalai-
Smodrinsky point. However, as seen, it is also prone to some
bias as it classifies the fairness of Random Walker as sig-
nificantly high. That suggests that using discussed fairness
metrics on their own can yield some errors. Thus, the main
observation about the fairness metrics is that they should be
considered in combination when assessing the fairness of an
agent. For example, by combining the metric of distance to
the solutions to the bargaining problem with the mean elapsed
time to an agreement, the behaviour of Random Walker can
be filtered by saying that an agent is fair if its final allocation
is close to solutions to the bargaining problem and if it takes
significant negotiation time to try on its opponent different
bids. This observation is, however, too straightforward and
may create errors when generalized to a more extensive set
of considered agents. Thus, an exciting extension of this re-
search would consider finding a model that takes into account
interdependence between the fairness metrics. That could be
organized by training a Machine Learning model, like a Neu-
ral Network, which would try to categorize agents as fairness-
oriented and eccentric based on data from the fairness metric.
Alternatively, one could create a regression model to assess
fairness by taking multiple metrics as regressors. These ex-
tensions, however, are beyond the scope of this research. Ad-
ditional improvements to the conducted research can consider
the following ideas:

Repeat Experiment under different domains
Although the considered domain is extensive, with over ten
million possible complete bids, and it takes the shape of an
almost continuous convex set on utility space, a similar inves-
tigation could be performed under different domains. It may
turn out that under an edge-case scenario, where there are no
excellent compromise solutions (e.g. game-theoretic Battle

of the sexes [6]), one could expect that there could be more
fluctuations in the final utility allocations. For that, repeat-
ing the investigation under a different set of domains, which
would vary in a number of possible complete bids and differ-
ent utility space setups, would be beneficial to validate some
of the findings described in this paper. Nevertheless, the do-
main for this research was carefully chosen to mirror most of
the real-world negotiation problems.

Extend the number of considered agents
The research uses both eccentric agents as a benchmark for
the fairness-oriented agents. When assessing the fairness
metrics, it would be valuable to extend the number of consid-
ered agents, especially the fairness-oriented agents. By doing
so, the findings made in the paper could be compared more
reliably across the considered agents.

Allow agents to learn about opponents based on past
encounters
In the investigated negotiations simulation scenario, we have
treated each negotiation individually so that the negotiating
agents could not store and later use the information about
their opponent from the previous encounters. However, some
agents could use that information to, depending on the oppo-
nents’ strategy, offer bids that would be more beneficial to the
opponent and more likely to accept given its negotiating strat-
egy. That would require a change in the negotiating protocol
to enable learning across negotiation sessions. This deviation
could significantly change the experiment setup, which may
impact the final results and observations based on them.

6 Responsible Research
There are no critical ethical issues concerning this research.
Particular care has been put into correctly referencing all
the ideas found in the academic resources. Additionally,
all generated data comes from the negotiation simulations
and has been included as a whole in the final calculation of
fairness metrics. To allow reproduction of the research, the
methodology has been thoroughly described in this paper,
indicating the values for the used parameters describing the
negotiation setup. Additionally, the reproducible code based
on the GeniusWeb framework with considered negotiation
agents and negotiation runner is in the GitHub repository
(github.com/arubiobizcaino/FairnessInAutomatedNegotiation).

7 Conclusion
Due to many different ways of implementing the behaviour
of the automated negotiation parties, there is uncertainty in
estimating if the computational agents are behaving justly
based on the individual fairness metrics. Nevertheless, the
research has shown that the most consistent individual met-
ric in fair behaviour estimation is the distance to the game-
theoretic Bargaining Problem solutions (Nash Product, Kalai-
Smodrinsky) related to the Outcome Fairness issues. Based
on that, it would be the best fitted individual metric in auto-
mated negotiations to distinguish just behaviour in the par-
ticipating agents. However, that metric has some bias as a
Random Walker agent classified as an eccentric agent has, on
average, scored close to these solutions. Thus, the accuracy



in fair behaviour estimation can be improved by combining
the fairness metrics like in the calculation of kindness func-
tion per negotiation round. However, considering all possible
combinations of interdependence between metrics would re-
quire extensive research and could constitute a paper on its
own. However, I hope that with this paper, the problem of
lacking a generic framework for measuring fairness in auto-
mated negotiations has been tackled and that this paper could
be used as a starting point for further research, especially with
the growing shift in nowadays technologies to automated ne-
gotiations this topic would be fundamental and likely to be
revisited.
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