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Abstract

Over 30% of the world’s coastline consists of permafrost and large sections of these coasts are sub-
ject to erosion. In the Arctic, unlike with temperate low-latitude coastlines, thermal processes affect
erosion mechanisms. There is a lack of long-term predictive capability of morphodynamics for Arc-
tic coastlines, which results in a knowledge gap regarding the coastal processes inducing permafrost
erosion and how these processes will change under the effects of climate change. Previously devel-
oped parametric morphodynamic permafrost models lack generalizability because they either do not
include all erosion mechanisms or were calibrated for specific eroding coastlines. Comprehensive mor-
phodynamic models that include permafrost dynamics are too computationally expensive to perform
long-term analysis and are thus applied to storm time scales only.

This study implements a novel method that integrates thermodynamics, hydrodynamics, and morpho-
dynamics to predict the morphodynamic evolution of a permafrost-affected coastline. We developed
and validated a process-based numerical model for Barter Island (North Slope, Alaska). This model
showed skill in predicting the ground temperature distribution and the erosion of a permafrost bluff.
Sensitivity analyses indicated that the environmental drivers affected by climate change (i.e., air and
sea temperatures, water level) are expected to accelerate the erosion of permafrost-affected coastlines
under the effects of climate change, confirming the findings of previous work. Rising temperatures will
compound with diminishing sea ice to widen the annual window during which erosion can occur, which
will increase the number of storm events that lead to erosion. Lower bluffs composed of finer sands
are especially vulnerable.

The low computation costs mean that the model can be used to predict coastal erosion for larger regions,
potentially benefiting strategic coastal management and policy-making. Additionally, the developed
model will improve global climate models. It can facilitate the mapping of permafrost degradation and
organic carbon release, with the release of organic carbon through permafrost erosion being one of
the greatest unknown drivers of global warming. Though further calibration is required, the developed
model can be used as a tool to research the quantitative effects of climate change on the erosion of
Arctic coastlines and gain a deeper understanding of how climate change affects the processes that
ultimately lead to the erosion of permafrost bluffs.
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Nomenclature

The tables below contain overviews of abbreviations and symbols used in this research. Symbols are
ordered alphabetically and categorized by Greek and Latin notation.

Abbreviations
Abbreviation Definition
BLUE Best Linear Unbiased Estimator
ECMWF European Centre for Medium-Range Weather Fore-
casts
ERAS5 ECMWF Reanalysis v5
FTCS Forward Time Central Space
GSC Geological Survey of Canada
MAE Mean Absolute Error
MSL Mean Sea Level
OAT One-At-a-Time (method for varying parameters in
sensitivity analysis)
PCMSC Pacific Coastal and Marine Science Center
RMSE Root Mean Squared Error
USGS United States Geological Survey
Symbols
Symbol Definition Unit
A Altitude angle (angle off of the horizontal with which  [°]
the sun’s rays strike a horizontal surface)
AZ Azimuth counter-clockwise from south [°]
Cuw Volumetric heat capacity of seawater [m]
Cs Specific heat capacity for solid material [J/K/kg]
C Specific heat capacity for liquid material [J/K/kg]
d, Representative depth [m]
dthaw Depth that needs to be frozen before being treated [m]
as non-erodible
Dsg Mean sediment diameter [m]
D, Main wave angle (i.e., the direction of propagation) [°]
E parameter depending on whether the turbulent [-]
boundary layer flow is hydraulically smooth or fully
rough
facya XBeach factor governing onshore transport through  [-]
wave asymmetry
fryg Nyquist frequency (i.e., the highest frequency used [s™1]
to generate the JONSWAP spectrum)
fp Peak frequency of the wave spectrum [s~1]
Sw Wave friction factor at melting surface [m]
h Enthalpy [J/kg]
h Hour angle [°]

v



Symbol Definition Unit

he,air Convective heat transfer coefficient for a soil-air in- [W/m?/K]
terface

he water Convective heat transfer coefficient for a soil-water  [W/m?/K]
interface

Hy Offshore significant wave height [m]

Ho Significant wave height of the wave spectrum [m]

H, Representative wave height [m]

I Solar intensity [W/m?]

I Solar constant (radiation at the top of the atmo- [W/m?]
sphere normal to the sun)

k Thermal conductivity [W/m/K]

Kfrozen Thermal conductivity of frozen (solid) material [W/m/K]

Kunfrozen Thermal conductivity of unfrozen (liquid) material [W/m/K]

k. Representative wave number [rad/m]

ks Equivalent sand roughness of the melting surface [m]

L Latent heat of fusion [J/ka]

Ly Offshore wave length [m]

L. Convective length scale [m]

m Superscript denoting the m™" grid cell in z direction [-]

n Superscript denoting the n" (sub-grid) time step [-]

ny Soil water content [-]

N Current day of the year [m]

Nihermal Number of nodes in 1D enthalpy models [m—1]

Pr Prandtl number [-]

oonvective Convective heat flux [W/m?2]

Qlatent Latent heat flux [W/m?2]

Gradiation Radiation eat flux [W/m?2]

Gradiation, long-wave  LONg-wave radiation heat flux [m]

Gradiation, shortwave  Short-wave radiation heat flux [m]

r Enhancement factor [m]

r Pearson correlation coefficient [-]

R? Coefficient of determination [-]

Ry, 2% run-up [m]

S Directional spreading coefficient [m]

t Time [s]

T Temperature [K]

To Temperature at the ground surface [K]

T Melting temperature [K]

T, Representative wave period [s]

Uup Representative fluid velocity immediately outside [m/s]
the boundary layer

Uy Shear velocity associated with the shear stress at [m/s]
the melting surface

UV Wind speed [m/s]

x Cartesian coordinate direction [m]

Y Cartesian coordinate direction [m]

z Cartesian coordinate direction [m]

Z Azimuth counter-clockwise from east [°]

@ Empirical parameter for determining convective heat [-]

Qsurface flux

transfer for a soil-water interface
Calibration coefficient



vi

Symbol Definition Unit
By 2% Average slope of the bed level over a region of [-]
+20 around the mean water level [-], with o the stan-
dard deviation of the continuous water level record,
which can be predicted from the offshore significant
wave height
5 Peak enhancement factor in the JONSWAP expres- [-]
sion
é Declination angle [°]
Af; Step size frequency used to generate the JON- [s71]
SWAP spectrum
Az Grid spacing [m]
At Time step [s]
0 Angle between surface and radiation [°]
Vair Air kinematic viscosity [m?2/s]
Vwater Water kinematic viscosity [m?2/s]
p Density [kg/m3]
¢ Latitude [°]
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Introduction

1.1. Research Context

Over 30% of the world’s coastline consists of permafrost (Lantuit et al., 2012). Large sections of these
coasts are subject to erosion (Jones et al., 2020). Especially unlithified Arctic coastlines, which consist
of granular material, are experiencing large rates of erosion, with some sites retreating at 2 - 10 meters
per year (Jones et al., 2009; Lantuit et al., 2012; Gunther et al., 2015). Additionally, erosion rates have
been increasing for the past decades (Jones et al., 2020). Arctic erosion poses a severe threat to both
the human and natural environment (Fritz et al., 2017).

In the Arctic, erosion mechanisms differ from conventional low-latitude coastlines due to the impor-
tance of thermal processes (Ravens et al., 2017). This is because sediment can only be eroded when
thawed (Lantuit et al., 2013). Therefore, sea ice, permafrost, and ground ice all affect the Arctic coastal
morphodynamics (Overeem et al., 2011; Lim et al., 2020; Nielsen et al., 2020). Additionally, ground
ice thawing leads to substantial subsidence in the littoral zone (Nairn et al., 1998). Furthermore, wave
action and storm surges are highly seasonal due to the presence of sea ice (Ravens et al., 2023).
Erosion mechanisms that include thermal processes unaccounted for in conventional morphological
models become important. The two most important mechanisms are thermal abrasion (Figure 1.1) and
thermal denudation (Figure 1.2) (Ravens et al., 2023). Modelling efforts have been made to include
thermal abrasion (Barnhart et al., 2014b) and thermal denudation (Rolph et al., 2022), some including
both (Islam and Lubbad, 2022).

1.2. Problem Definition

The effects of climate change are expected to further intensify erosion along the majority of permafrost
coasts (Irrgang et al., 2022). Global surface temperatures are expected to increase the most in the
Arctic, facilitating erosion, and changing seasonal sea ice coverage (Kattsov et al., 2005; Dmitrenko
et al., 2011; Timmermans and Labe, 2020). Furthermore, (relative) sea level rise and changes in
timing and intensity of storms are both associated with increased erosion (Atkinson, 2005; Manson and
Solomon, 2007; Meyssignac and Cazenave, 2012). Arctic erosion is a threat to coastal communities
(Brady and Leichenko, 2020), infrastructure (Radosavljevic et al., 2016), and cultural heritage (Irrgang
et al., 2019), and it releases organic material and nutrients into the environment (Terhaar et al., 2021).
The rapid erosion highlights the need for policy and strategic coastal management, for which accurate
predictions are required.

Extensive process-based models have been developed to help predict coastal morphology. However,
they lack applicability to long-term (decadal) morphodynamic modelling, which is a prerequisite for
modelling climate change, engineering, and management time scales. Morphodynamic models have
been developed for specific (eroding) coastlines, either by calibrating to a single coastline (Islam and
Lubbad, 2022) or by not including all erosion mechanisms (Hoque and Pollard, 2009; Barnhart et al.,
2014b). Comprehensive morphodynamic models are run on the time scale of storms only, as they are
too computationally expensive to perform long-term analysis (Bull et al., 2020).

1
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Figure 1.1: Conceptual model of thermal abrasion (also referred to as niche/block collapse), which includes 1) the thawing of
(part of) the bluff face, followed by 2) the formation of a niche eroded by waves in combination with storm surge, 3) the block
collapsing into the sea, and 4) erosion of the fallen block. Reprinted from Ravens et al., 2012.

1) Heat transfer .
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Figure 1.2: Conceptual model of thermal denudation (also referred to as bluff face thaw/slump), which includes 1) the thawing
of the bluff face, followed by 2) the slumping and deposition on the beach face, followed by 3) the offshore transport due to
storm surge and waves.

Ravens et al. (2017) developed a promising method for modelling Arctic erosion, which is called "Arc-
tic XBeach”. This method uses the thermal model by Hu and Argyropoulos (1996), and the well-
established XBeach model (Roelvink et al., 2009) is used to model hydrodynamics and simulate coastal
morphology. The thermal module predicts a thaw depth, which XBeach uses as the erodible layer.
They built a thermal module into XBeach’s morphodynamic module. However, the XBeach model is
too computationally expensive to perform long-term (decadal) analysis.

1.3. Research Objective and Questions

There is a lack of long-term predictive capability of morphodynamics for Arctic coastlines affected by
thermal denudation. This is especially problematic due to the effects of climate change, which are likely
to enhance Arctic erosion further. This study aims to research the effects of climate change on Arctic
coastal morphology by improving our long-term predictive capability of Arctic coastal morphological
changes and using this predictive capability to research the effects of climate change on Arctic erosion,
specifically for the erosion mechanism of thermal denudation.

With this goal in mind, we pose the following main research question:
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How can the morphodynamics of permafrost coastlines be efficiently modelled
at seasonal to yearly time scales to inform the analysis of climate change
impacts?

To answer this question, we first developed a decoupled thermal and coastal morphological model.
The less computationally expensive thermal model runs continuously to predict thaw depth, while the
coastal morphological model is only active when erosion is expected to occur, for example during
storms. This research builds on the Arctic XBeach model (Ravens et al., 2017) and therefore also

employs the thermal model by Hu and Argyropoulos (1996), as well as the XBeach model (Roelvink
et al., 2009) to simulate hydrodynamics and morphodynamics.

Secondly, we use the model to research the effects of climate change on coastal erosion in a case
study of Barter Island, which is located on the northern coast of Alaska, US. Specifically, we research
the importance of storm timing with respect to permafrost bluff erosion, the increase of air- and water
temperature on coastal erosion processes, and the effect of relative sea level rise. These are the main
drivers of Arctic erosion and are all likely to change in the future due to the climate crisis.

To develop the decoupled thermo-morphological model, we require data for calibration and validation.
We use morphological, meteorological, and hydrodynamic data from Barter Island (Alaska) to calibrate
the model. This research focuses on unlithified permafrost-affected coastlines, specifically Barter Is-
land.

To answer the main research question, we pose the following sub-questions:

1. To what extent can coastal morphology at Barter Island be predicted using a decoupled
thermo-morphological model?

i) What are the dominant processes to be modelled for permafrost-affected coastlines?

ii) How can the processes and erosion mechanisms that are important for permafrost-affected
coastal morphology be modelled accurately?

iii) How does the model perform for the case study of Barter Island, Alaska, US?

2. How sensitive is the thermo-morphological model to site characteristics and changes in
forcing related to climate change?

i) Which site characteristics are most important for controlling erosion?
i) Which environmental drivers are most important for controlling erosion rates?
iii) To what extent does storm timing affect seasonal erosion?
iv) How will climate change affect the Barter Island coastline?
v) To what extent can this method be applied to other study sites?

1.4. Report Outline

This report is outlined as follows:

Chapter 1: Introduction

Chapter 2: Literature Review

This chapter presents a literature review regarding the (modelling of) Arctic erosion. We discuss pre-
vious studies of (geological) site characteristics, environmental drivers, erosion mechanisms, climate
sensitivity, and impacts on the human and natural environment. Additionally, previous modelling efforts
are described. Finally, this chapter outlines the research gap.

Chapter 3: Methodology
This chapter outlines the methodology that we applied in this study.

Chapter 4: Model Formulation
This chapter presents the theoretical framework used in this research, and how we implemented this
framework in a process-based numerical model.
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Chapter 5: Case study at Barter Island

This chapter describes the application of the developed model to the study site of Barter Island. The
chapter contains a site and data description, a description of the calibration and validation effort, and
results of the sensitivity analysis we performed with the developed thermo-morphological model.

Chapter 6: Discussion
This chapter discusses the results of the study.

Chapter 7: Conclusions
This chapter provides the conclusions drawn during this study and discusses recommendations for

future research.
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[Literature Review

This chapter reviews the existing literature on the topic of Arctic erosion. First, we discuss the site-
specific coastal settings. Subsequently, we explain the drivers of Arctic erosion, i.e., the environmental
drivers. Afterwards, we discuss erosion mechanisms. Next we discuss climate sensitivity, followed by
the impacts of Arctic erosion. Afterwards, we describe previous modelling efforts. Finally, the research
gap is identified and discussed.

2.1. Coastal setting

Each coastline is unique in terms of its geology and morphology. The interaction of environmental
drivers with the coastline determines its evolution, and, in case of erosion, the dominant erosion mech-
anisms. This section discusses the coastal setting. Specifically, we discuss geological characteristics
and morphology.

2.1.1. Geological Characteristics

When considering a coastline, it is important to first know about its sedimentary features. Together with
permafrost and ground-ice, which are typical for the Arctic (Overduin et al., 2014), these sedimentary
features determine the response of a system to the forcing provided by environmental drivers (Gunther
et al., 2013; Barnhart et al., 2014a; Kroon et al., 2017; Sinitsyn et al., 2020).

Similar to temperate coasts, Arctic coastlines are highly geologically variable. Perhaps most distinctly,
Arctic coastlines can be classified as lithified or unlithified (Overduin et al., 2014). A lithified coast
refers to a coast consisting of lithified material, i.e., solid rock. An unlithified coast refers to a coastline
consisting of sediment clasts (i.e., granular sand and mud particles). The north-Alaskan coast is mostly
unlithified and characterized by frozen bluffs with high ground-ice content (Lantuit et al., 2012).

Arctic coasts are characterized by the presence of permafrost (Lantuit et al., 2012). This refers to the
physical state of the lithosphere. Permafrost is defined as "ground (i.e., soil and rock) that remains at
or below 0 degrees Celsius for at least two years” (Harris et al., 1988). An active layer is identified,
which refers to a layer of ground subject to seasonal freezing and thawing (Dobinski, 2011). The
thickness of the active layer depends on (most importantly) the temperature of the ground surface,
thermal properties of the ground and its cover, soil moisture content, and snow cover (French, 2017),
and on the presence of vegetation (Kelley et al., 2004). A much thicker permanently frozen layer lies
beneath the active layer.

For unlithified systems in particular, the volume and distribution of ground ice (i.e., ice formed within
the frozen ground, Harris et al., 1988) within the permafrost influence the behaviour of the system,
especially with respect to thermal and mechanical erosion (Lim et al., 2020; Smith et al., 2022). More
specifically, the erodibility of a coastal section depends on ground ice content. We discuss this further
in section 2.3.

Furthermore, ice wedges may form primarily due to cryosuction (Doré, 2004; Woo, 2012). Cryosuction
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occurs when temperatures drop and a freezing front forms, which induces a pressure difference and
causes water to migrate towards the freezing front. The spatial scale of block failure, which is one of the
dominant erosion mechanisms for Arctic coastlines (Section 2.3), depends on the spatial distribution
of ice wedges (Ravens et al., 2012). Furthermore, ground-ice content is important in the context of
coastal flooding as it may result in significant subsidence when thawed, which results from the reduced
volume of the thawed water (O’'Neill et al., 2023). This is enhanced further by large parts of the Arctic
(unlithified) coast containing excess ice, where the ice volume exceeds the total pore volume. Ground-
ice content also partly determines the cohesion of (thawed) sediments (Lantuit et al., 2012). Figure 2.1
provides an example of a permafrost soil, with an active layer and ice wedge present.

Permafrost with

low ice content
» Permafrost

“Mud deposited
by thawing

Figure 2.1: Photograph of an unlithified permafrost bluff at Herschel Island (Yukon, Canada). We can identify an active layer,
as well as an ice wedge. Photo from Wallace (2019).

There is a high variability in sediment properties in the Arctic with respect to size, distribution, material,
etc. (Rawlinson, 1990). Bluffs may be poorly consolidated and consist of a wide distribution of materials
(dense clay, interbedded sand and gravel, massive sand), which is complicated further by the presence
of ground ice in the form of ice wedges, segregated ice layers, massive ice, and thermokarst ice (Rawl-
inson, 1990; Jorgenson and Brown, 2005; Kanevskiy et al., 2013; Gibbs et al., 2019). The erodibility of
cohesive sediments is determined by the interaction of both physical sediment properties (e.g., particle
size distribution, bulk density, water content, temperature, salinity, chemical composition, etc.) and
environmental processes (e.g., bioturbation and biogenic substances) (Grabowski et al., 2011). The
relative importance of these properties varies for each site and is not fully understood (Grabowski et al.,
2011). Arctic beaches are often characterized by a bi-modality with a coarse and a fine fraction (Moore,
1961, Rex, 1964, Owens and McCann, 1970). While fines are transported offshore from the beach
during storms, coarser sediments remain on the beach (Rolph et al., 2022).

Typically, the upper layer of the Arctic soil consists of a few centimeters of moss (Gonzalez Martinez
et al., 2023), followed by approximately 10 centimeters of organic soil (peat) (Hinzman et al., 1991).
This peat can absorb large amounts of water when dried, allowing it to rapidly increase in size (Hinzman
et al.,, 1991). The organic soil attenuates both thermal and hydrological fluctuations in the soil below it
(Hinzman et al., 1991). This peat layer, as well as thawed sediment being deposited on the beach, can
be seen in Figure 2.2.
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Overhanging
peat visor \

Figure 2.2: Photograph of the bluffs at Barter Island showing overhanging peat visors at the top of the bluffs underlain by a
thick layer of segregated ice and unconsolidated sand and gravel that are notched at their base and partially infilled with debris;
the bluff height is approximately 8 meters (Photo A. Gibbs, Sept. 2016). Reprinted from Gibbs et al. (2019).

2.1.2. Coastal Characteristics

Bluffs are common occurrences on Arctic coastlines. Bluff height can reach over 10 meters (for exam-
ple, at Barter Island, Gibbs et al., 2019). Bluff height, bluff inclination, and bluff orientation relative to the
north all influence the active layer depth (Ravens et al., 2023). Bluff height in combination with angle
determines the exposure length to either air or seawater during extreme setup (Rolph et al., 2022). A
large bluff height (and thus large exposure length) increases the total convective heat transfer, which
increases thaw depth (Rolph et al., 2022). Additionally, a lower bluff inclination increases solar intensity
as the angle between the bluff surface area and the incoming radiation increases (Buffo et al., 1972;
Ravens et al., 2023). Even though larger bluff faces facilitate more heat transfer, it is found that higher
cliffs take longer to retreat because of the larger volumes to be eroded (Lantuit et al., 2012). Low-
lying coasts can erode more quickly (Kobayashi et al., 1999; Lantuit et al., 2011; Rolph et al., 2022).
Additionally, low-lying coasts are more vulnerable to inundation (Barnhart et al., 2014a).

Short (1973) researched the nearshore morphology of northeastern Alaskan coasts. He found that
beach properties, such as nearshore slope, width, and height are determined by sediment response
to the environmental forcing during the sea ice-free season. During the sea ice-free period, beach
response is directly related to wave conditions. Due to variability in wave conditions, two different
regimes are distinguishable: accretive and erosive. This is reflected in 1) a high-frequency beach
response, and 2) the formation of outer bars. Sediments are noted to be fine seaward of the swash
bar, bi-modal on the bar, and finer landward of the bar. Inner bars are generally not formed due to the
relatively low waves. The bathymetric profile of the shoreface in the Arctic generally does not differ
from that in sea ice-free seas (Are et al., 2008).

Coastal orientation is important for determining incoming wave height, as refraction and diffraction
impact the incoming waves (Penney and Price, 1952; Komar, 1998). Additionally, wave conditions are
highly dependent on fetch and thus on the location of sea ice (Short, 1973). This further enhances the
importance of coastal orientation for the wave regime. Barrier islands are also prominent, especially
along the northeastern coast of Alaska, which influences local wave climates (Short, 1973). Offshore
islands reduce wave energy, which restricts erosion rates (Frederick et al., 2016).
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Permafrost is also present below the waterline. Submarine permafrost may be partially frozen, de-
pending on temperature, salt content, sediment grain size, and composition (Overduin et al., 2019).
Degradation of submerged permafrost leads to thaw subsidence of the land surface onshore (Grosse
etal., 2007) or the sea bed offshore (Overduin et al., 2012). Offshore subsidence leads to local changes
in the bathymetry, which are smoothed out by wave action (Are et al., 2008). The eroded profile may
serve as accommodation space for sediments eroded from the coast (Hequette and Barnes, 1990).
The nearshore sediment is predominantly silt (Ping et al., 2011), which may increase salinity locally,
leading to the thawing of permafrost (Overduin et al., 2012), thereby increasing permafrost degrada-
tion. Subsidence of the nearshore allows larger waves to reach the coast. Aré (2003) correlated the
rate of submarine permafrost degradation with coastal erosion rates. Submarine permafrost degrada-
tion may be controlled by sea level rise and coastal erosion, sea bottom temperature, salinity regimes,
geothermal heat flux, and heat and mass diffusion within the sediment column (Overduin et al., 2012).
At Barrow, Alaska, the mean submarine permafrost degradation rate in the nearshore is 1-4 cm/year
(Overduin et al., 2012). However, the effect of the thawing of submarine permafrost in the nearshore
zone on coastal erosion is considered to be small (Reimnitz et al., 1988; Are et al., 2008).

2.2. Drivers of Arctic Erosion
2.2.1. Waves

Waves are one of the main drivers of Arctic erosion. The wave climatology determines how much wave
energy can be transmitted to the shore (Irrgang et al., 2022). The Arctic is characterized by a low mean
annual wave energy (Frederick et al., 2016). Wave energy is directly controlled by (peak) wave period
and height (Thomson et al., 2016).

Environmental controls on the wave climate further include sea-ice coverage, and the duration, fre-
quency, and seasonal timing of storms (Thomson et al., 2016; Ahmad et al., 2019), as well as wind
speed and direction, fetch, and nearshore bathymetry (Ogorodov et al., 2016; Shabanova et al., 2018).
Wave energy in the Arctic greatly depends on fetch, which is controlled by sea ice coverage and wind
direction (Short, 1973; Barnhart et al., 2014a).

Therefore, the timing of freeze-up and break-up of the sea ice with respect to storm timing determines
the wave energy affecting the coast (Shabanova et al., 2018). The strongest Arctic storms typically
occur in autumn (Atkinson, 2005; Manson et al., 2005), towards the end of the sea ice-free season.
This timing coincides with maximum active layer thickness (Brown et al., 2000, Nicolsky et al., 2017),
which makes the coast vulnerable to high erosion rates. Storms occurring at the beginning of the sea
ice-free period have minimal impact because the soil has not thawed (Ravens et al., 2023). During the
sea ice-free season, currents generated by wave action are important drivers for the redistribution of
sediments (Hume and Schalk, 1967).

2.2.2. Water Level

Storms increase the sea level through storm surge, which further increases wave energy transmission
to the coast (Irrgang et al., 2022). Besides, an increased sea level allows waves to directly impact
the coastal bluffs (Irrgang et al., 2022), which enhances thermal abrasion (Gibbs et al., 2019). A large
(temporary) increase in sea level may also induce flooding and subsequently thawing of permafrost in
affected areas (Sinitsyn et al., 2020; Kim et al., 2021).

Most of the Arctic coast is characterized by a micro-tidal regime (ESA, 2019). This means that (daily)
tidal processes have little effect on coastal dynamics (Irrgang et al., 2022). However, relative sea level
rise due to glacial isostatic adjustment, tectonic activity, and thaw subsidence may have large long-term
effects (Lambeck et al., 2014; Farquharson et al., 2018; Horton et al., 2018). In this context, glacial
isostatic adjustment refers to the adjustment of the Earth’s solid mass, gravitational field, and oceans
to the growth or decay of global ice sheets (Whitehouse, 2018).

2.2.3. Sealce

Sea ice directly influences Arctic coasts both in the nearshore and the offshore. In the nearshore, sea
ice restricts erosion, suspension and transport of sediment through wave action (Barnhart et al., 2014a).
Furthermore, convective heat transport from the sea to the coast is also limited by sea ice (Barnhart
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et al., 2014a). The local albedo is increased by the presence of sea ice, which leads to a lower water
temperature (Kashiwase et al., 2017).

Sea ice can also transport sediment offshore through sea ice drifts (Eicken et al., 2005), damage the
coast through ice pile-up and ride-up (Kovacs and Sodhi, 1980), or induce resuspension and transport
of shelf sediments (Rearic et al., 1990; Héquette et al., 1995). However, these transport rates are
considerably smaller than transport induced by hydrodynamic processes in the nearshore (Barnhart
et al., 2014a).

Therefore, sea ice is generally associated with reducing wave energy transmitted to the coast, both by
reducing storm intensity through limiting fetch (Ogorodov et al., 2016) and by protecting the nearshore
(Barnhart et al., 2014a). During the sea ice-free season, sea ice may be blown to shore from higher
latitudes (Kempama et al., 1989). This sea ice protects the shore through wave attenuation (Manson
et al., 2016). Land-fast ice may also serve as a form of protection for the coast, while also blocking the
sediment transport mechanisms described above (Barnhart et al., 2014a).

2.2.4. River Sediments
River sediments compose a large part of the nearshore coastal sediment budget for most of the Arctic
(Irrgang et al., 2022). Due to freeze-up, sediment delivery to the coast shows large seasonal variations
(Wegner et al., 2015). Rivers are frozen during the winter months, which limits sediment transport
(Bendixen and Kroon, 2017).

2.2.5. Salinity

During summer months, large rivers affect sea surface salinity (Kuzin et al., 2010; Bauch et al., 2013;
Golubeva et al., 2019). Salinity influences the thawing temperature, as higher salinity induces the
thawing of frozen sediment (Guimond et al., 2021). Furthermore, saltwater intrusion, which is increased
for an increased sea level, drives permafrost thaw (Guimond et al., 2021).

2.2.6. Heat Fluxes

Sediments can only be eroded when thawed (Lantuit et al., 2013). Heat fluxes impacting the thaw of
sediment consist of shortwave (solar) radiation, longwave radiation (emitted from the earth’s surface
and downward from the atmosphere), sensible heat fluxes, and latent heat fluxes (Ravens et al., 2023).

Solar radiation varies seasonally due to diurnal variations and insolation. The sensible heat flux con-
sist of convective heat transfer (Incropera et al., 2013) from air and water, which occurs if air/water
temperatures are different from soil temperatures. Latent heat fluxes occur due to phase changes of a
material (Incropera et al., 2013), e.g., due to the thawing of pore water in permafrost-affected soil.

Due to the importance of both temperature and phase changes, a standard heat conduction model is
not suitable (Hu and Argyropoulos, 1996). Instead, heat balance equations in terms of enthalpy may
be used (Ravens et al., 2023), where enthalpy is defined as the sum of thermal energy and flow work
(Incropera et al., 2013).

2.2.7. Snow

Snow cover impacts the ground thermal regime (Zhang, 2005). Snow has a high albedo, ranging from
0.60 to 0.85 (with 1 being perfect reflection), depending on the weather and snow conditions (Wendler
and Kelley, 1988; Zhang et al., 1996). This high albedo reduces the amount of absorbed solar energy
and thus lowers the snow temperature (Zhang, 2005).

Snow cover may insulate a bluff which temporarily protects the bluff face from incoming radiation
(Zhang, 2005). This reduces the impact of thermal denudation, which influences the relative impor-
tance of different erosion mechanisms (Vasiliev et al., 2005; Gunther et al., 2012). However, the cooling
effect of the snow surface temperature is limited because the solar elevation is limited at high (Arctic)
latitudes during the months in which snow is present (Zhang, 2005).

Snow also has high emissivity and absorptivity, which leads to surface cooling during clear-sky condi-
tions, but surface warming during cloudy-sky conditions when there is a higher intensity of incoming
longwave radiation (Zhang, 2005). Due to its low thermal conductivity, seasonal snow cover functions
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as an insulator between the air and soil (Zhang, 2005). Since snow cover occurs mostly during winter
months, the snow insulation effect prevents the soil from cooling due to sensible heat fluxes from the
colder air (Zhang, 2005).

The effect of latent heat from snow is not well understood, though it is known that the melting of snow
initially functions as an energy sink, requiring additional energy and keeping the soil temperature low
(Zhang, 2005). For Arctic coastlines, snow meltinduces thaw in frozen bluffs (Guegan and Christiansen,
2016). Additionally, runoff from melting snow can erode frozen sediments through a process called
nivation, which is induced by alternated freezing and thawing of the soil (French, 2007; Guegan and
Christiansen, 2016).

2.3. Erosion Mechanisms

The main erosion mechanisms include thermal abrasion, thermal denudation (Ravens et al., 2023),
retrogressive thaw slumps (Jones et al., 2019), and surface wash (Gibbs et al., 2013). Thermal abrasion
(also referred to as niche erosion or block collapse) and retrogressive thaw slumps occur mostly where
coastal bluffs are ice-rich (Ping et al., 2011; Jones et al., 2019).

Thermal abrasion refers to the formation of a wave cut niche in the permafrost bluff, usually formed
during storm conditions, which may result in block collapse (Kobayashi, 1985; Aré, 1988). During a
(temporary) increase in sea level, due to for example storm surge, waves reach the bluff face and
convective heat transfer in combination with mechanical wave action leads to niche formation, which
can finally result in block collapse when the weight of the overhang exceeds the strength of the bluff
(Ravens et al., 2023). Most erosion occurs below the waterline (Aré, 1988), and erosion rates are neg-
ligible when the water level does not reach the base of the bluff (Barnhart et al., 2014b). Furthermore,
the formation of the niche is controlled by the duration of the sea ice-free season, and the (sea) water
temperature (Barnhart et al., 2014b). Figure 2.3 provides an example of thermal abrasion resulting in
block collapse, which is conceptualized by Figure 1.1.

Niche
formation

Failed block

Figure 2.3: Example of thermal abrasion from Drewpoint, Alaska, US. Adapted from Jones (2017).

Thermal denudation (also called bluff face thaw/slump) refers to the thawing of frozen material at the
bluffs and slumping of the material due to gravity, followed by offshore transport by wave action, possibly
during storm conditions (Razumov, 2001; Baranskaya et al., 2021; Ravens et al., 2023). The bluff face
is heated by a combination of heat fluxes: solar (shortwave) radiation, longwave radiation emission
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from the Earth’s surface, absorption of downward longwave radiation from the atmosphere, a sensible
heat flux, and a latent heat flux (Westermann et al., 2009; Ravens and Ulmgren, 2020; Ravens et al.,
2023). Material from the bluff face slumps down to the beach. From there it is transported offshore
by relatively small storms (Ravens et al., 2011). This process is important at Barter Island (Ravens
et al., 2011; Panchang and Kaihatu, 2018). Fines and ground ice do not contribute to the sediment
balance in the littoral zone when eroded (Nairn et al., 1998; Rolph et al., 2022). The ground ice melts
during transport by seawater, and fines are transported offshore. This means that after a storm, which
transports deposited fines offshore, the fines are not transported onshore again. Figure 2.4 gives an
example of thermal denudation, which Figure 1.2 conceptualizes.

E—

Bluff face
thawing

Deposited
material

Figure 2.4: Example of thermal denudation occurring at Barter Island, Alaska, US. Adapted from Pacific Coastal and Marine
Science Center (2019).

Ravens and Peterson (2021) identify a single parameter that determines whether thermal abrasion or
thermal denudation is the dominant erosion mechanism: the coarse sediment areal density. The
coarse sediment areal density is defined as "the dry mass of coarse sediment (sand and gravel) con-
tained in a column of bluff sediment/soil per unit horizontal area (g cm~2)” (Ravens and Peterson, 2021).
In general, thermal abrasion is the dominant erosion mechanism where there are few coarse sediments
present in the coastal bluffs, and there is frequent contact between the sea and the bluff. A low beach
elevation below the bluff further facilitates this. Conversely, thermal denudation is dominant where
sediments are coarse, resulting in a high beach elevation, which means contact between sea and bluff
is less frequent (Ravens et al., 2011; Ravens and Peterson, 2021).

Retrogressive thaw slumps are a form of thermokarst. Thermokarst is defined as "the process by
which characteristic landforms result from the thawing of ice-rich permafrost” (Harris et al., 1988). Ret-
rogressive thaw slumps form at ice wedges and refer to a flow of fluidized sediment moving downslope
(Kokelj and Jorgenson, 2013; Jones et al., 2019). These slumps can grow by several meters per year
and cause large erosion (Lantuit and Pollard, 2008; Grosse et al., 2011). Retrogressive thaw slumps
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are associated with high, steep bluffs (>8 m) containing icy sediments (Gibbs et al., 2013; Zwieback
et al., 2018). They commonly form adjacent to streams, (thermokarst) lakes, or coastlines where ice-
rich permafrost is exposed through erosion (Lantuit and Pollard, 2008; Gibbs et al., 2013; Jorgenson,
2013). Figure 2.5 provides an example of a retrogressive thaw slump.

Retrogressive thaw slump

Melting front

/

Figure 2.5: Example of a retrogressive thaw slump from the Beaufort Sea coast, Northwest Territories, Canada. Photo by GSC
(2021).

Surface wash is a form of mechanical erosion driven by surface runoff, or by the melting of (ground) ice
wedges (Gibbs et al., 2013). Melting may occur due to convective heat transfer from warmer surface
runoff or exposure to warm air temperatures. This mechanical erosion leads to the formation of gullies
(Figure 2.6).

Depending on the relative importance of the erosion mechanisms described above, total erosion may
be a combination of each. Sediment can only be eroded when thawed (Lantuit et al., 2013), which
is why thermal effects are important for Arctic erosion. This makes erosion highly seasonal. Erosion
therefore mostly occurs during the summer months.

In case of thermal denudation, which is the main failure mechanism at Barter Island (Section 5.1),
thawed sediments first slump to the beach. Material from the beach is transported offshore during
episodic events. These episodic events may also cause thermal abrasion (i.e., niche formation resulting
in block failure) (Gibbs et al., 2019).

2.4. Climate Sensitivity

The erosion mechanisms described in Section 2.3 are sensitive to the effects of climate change. This
highlights the need for a long-term morphological model, for time scales of the same order of magnitude
as the changing climate. This section describes how different effects of climate change might influence
erosion mechanisms.
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Surface runoff

Figure 2.6: Example of surface wash in Greenland. Photo by Shone (2023).

2.4.1. Air Temperature

The air temperature in the Arctic has experienced a greater increase relative to global means, with
increases being up to 2-3 times as large (Ballinger et al., 2022; Chylek et al., 2022; Rantanen et al.,
2022). For example, air temperatures at Utgiagvik (Alaska) have increased by over 1.5 degrees Celcius
since 1921 (Wendler et al., 2014). Air temperature influences ground temperature and thus active layer
thickness, sea temperature, sea ice coverage, and duration of the sea ice-free season (Irrgang et al.,
2022). An increase in ground temperatures allows for deeper development of the active layer, which
induces permafrost degradation and thaw-induced subsidence (Glinther et al., 2015; Lim et al., 2020).
This increases erosion rates and salt intrusion (Gunther et al., 2015; Lim et al., 2020).

Furthermore, air temperature is one of the main drivers of sediments thawing in bluff faces (Jones et al.,
2018; Irrgang et al., 2022). These sediments slump to the bluff toe when thawed, thereby increasing
erosion rates for higher air temperatures. Therefore, coasts that are susceptible to thermal denudation
have an increased sensitivity to rises in air temperature. Rises in air temperature are associated with
an increased erosion rate for these coasts (Gunther et al., 2013; Ginther et al., 2015; Shabanova et
al., 2018; Baranskaya et al., 2021). Finally, an increase in air temperature induces an increase in sea
temperature and a reduction of sea ice coverage, as well as a lengthening of the sea ice-free season
(Irrgang et al., 2022).

2.4.2. Sea Temperature

Sea surface temperatures are rising throughout the Arctic (Carvalho and Wang, 2020). This increase
is controlled by solar radiation, air temperature, sea ice coverage and distribution, cloud coverage, and
advection from lower latitudes (Timmermans and Labe, 2020). An important effect is the lengthening
of the sea ice-free season (Timmermans and Labe, 2020) (Section 2.4.3). Furthermore, an increase
in sea temperature enhances the potential of thermo-mechanical erosion, with higher sea tempera-
tures leading to higher erosion along coasts with high ground-ice content and increased submarine
permafrost degradation (Dmitrenko et al., 2011).

2.4.3. Open Water Period

Due to climate change, Arctic sea ice coverage has declined (Maslanik et al., 2007; Kwok et al., 2022;
Perovich et al., 2020). The average yearly sea ice coverage of the entire Beaufort Sea has reduced
from 83 % to 69% over the period 1979 to 2012 (Wendler et al., 2014). Furthermore, the sea ice-free
season (or open water period) has increased in length, having doubled in length for the north Alaskan
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coast from 45 days to 95 days over the period 1979 to 2009 (Overeem et al., 2011).

Especially important is the lengthening of the open water period into the autumnal storm season (Barn-
hart et al., 2015, Box et al., 2019). Storms at the end of the open water period induce high erosion
because that is when the depth of the active layer (i.e., thawing depth) is at a maximum (Ravens et al.,
2023).

Additionally, for intermediate sea ice coverage, increased wind friction can induce an increased storm
surge height (Joyce et al., 2019). A decrease in sea ice cover results in a larger fetch, which results in
more frequent and more intense storms. This is enhanced further by the lengthening of the sea ice-free
season resulting in a larger expected frequency of storm conditions (Vermaire et al., 2013; Barnhart
et al., 2014a; Thomson et al., 2016; Casas-Prat and Wang, 2020; Nielsen et al., 2020).

Finally, a decrease in sea ice coverage results in a lower albedo. This increases radiation absorption
and leads to higher sea temperatures, which accelerates the decline in sea ice coverage (Kashiwase
etal., 2017).

2.4.4. Wave Climate

Due to climate change, mean near-surface wind speeds over the Arctic Ocean are expected to increase
(Mioduszewski et al., 2018). Extreme wave events are projected to occur more frequently (Vermaire
et al., 2013). Increased fetch and lengthening of the sea ice-free season induce the generation of long
swell waves and an increased wave height, which increases both the intensity and frequency of storm
conditions (Vermaire et al., 2013; Barnhart et al., 2014a; Thomson et al., 2016; Casas-Prat and Wang,
2020; Nielsen et al., 2020). An increase in wave height leads to higher wave setup which, together
with an increase in wave energy, enhances thermal abrasion (Gibbs et al., 2019).

Nederhoff et al. (2022) report an increase in cumulative yearly wave power of 400% for the period 1979
to 2019, mostly due to an increase in the length of the open water period for the Beaufort Sea coast.
Additionally, simulations show that the number of rough wave days (defined as days when maximum
wave heights exceed 2.5 meters) has increased from 1.5 to 13.1 days over that same period (Nederhoff
et al., 2022).

2.4.5. Sea Level

The relative sea level in the Arctic has been increasing since at least 1990, with the most rapid increases
of up to 10 to 15 millimeters per year occurring in the Beaufort Sea, off the coast of northern Alaska (Jin
et al., 2023). Annual means are subject to variability due to the Arctic Oscillation (which is associated
with wind-induced Ekmann transport) and the Arctic dipole anomaly (which results from a wind anomaly)
(Jin et al., 2023). Relative sea level rise due to glacial isostatic adjustment, tectonic activity, and thaw
subsidence may have large long-term effects (Lambeck et al., 2014; Farquharson et al., 2018; Horton
et al., 2018).

An increase in sea level enhances thermal abrasion, and induces flooding resulting in the thawing of
permafrost in the affected area (Section 2.2). Additionally, a (temporary) increase in sea level due
to e.g., wave setup or wind-driven surge, allows higher waves to reach the coast, enhancing thermal
abrasion (Gibbs et al., 2019).

2.4.6. Future Perspectives

Effects of climate change include an increased active layer depth, a lengthening of the open water
period, increased storm intensity and frequency, and an increase in sea level (Irrgang et al., 2022).
Each of these factors is associated with increased erosion rates along permafrost-affected coastlines,
which implies that climate change will further intensify erosion along Arctic coasts. As coastal erosion
induces a positive feedback loop through global warming (Irrgang et al., 2022), negative effects of
climate change (e.g., sea level rise) both accelerate and are accelerated by Arctic coastal erosion. An
effective response to climate change in the polar region needs to include both short-term response and
long-term planning (Intergovernmental Panel On Climate Change (Ipcc), 2022).



2.5. Impacts of Arctic Erosion 15

2.5. Impacts of Arctic Erosion

This section discusses the impacts of Arctic erosion. Impacts are categorized by whether they (mainly)
affect the natural or the human environment.

2.5.1. Natural Environment

Huge amounts of organic carbon (Hugelius et al., 2014; Couture et al., 2018; Friedlingstein et al.,
2020), nitrogen/nutrients (Terhaar et al., 2021), and contaminants (Schaefer et al., 2020) are present in
permafrost soils. The fluxes of these materials into the Arctic Ocean are highly dependent on the coastal
erosion rate (Irrgang et al., 2022). The impact of Arctic coastal erosion on the natural environment is
twofold.

Firstly, the primary production in the Arctic Ocean is likely to change as a result of these fluxes (Dunton
et al., 2006). A change in nutrient availability or bio-turbidity (which determines light intrusion) may
cause large-scale alterations in the marine food web, and thus the Arctic ecosystems (Dunton et al.,
2012).

Secondly, the organic matter released from the permafrost soil may be emitted directly as a greenhouse
gas (Abbott and Jones, 2015; Tanski et al., 2021; Miner et al., 2022). These emissions are directly
linked to the erosion of a permafrost bluff (Vonk et al., 2012). The release of greenhouse gasses
results in a global feedback loop which further enhances climate change (Irrgang et al., 2022) and
Arctic coastal erosion (Section 2.4).

2.5.2. Human Environment

Erosion is a direct threat to people living in close proximity to the coast (Jaskdlski et al., 2018), partic-
ularly subsistence-based lifestyles (Brady and Leichenko, 2020). Furthermore, coastal erosion threat-
ens cultural heritage (Radosavljevic et al., 2016; Nyland et al., 2017; Dawson et al., 2018; lrrgang
et al., 2019), among which archaeological sites (O’'Rourke, 2017; Irrgang et al., 2019), and infrastruc-
ture (Hjort et al., 2018; Hjort et al., 2022). Coastal settlements are susceptible to permafrost degra-
dation, coastal erosion, and flooding (Ramage et al., 2021). Relocation of people is one of the pro-
posed solutions but often faces problems with high costs, cultural and social objections, or geotech-
nical issues with new locations (Landauer and Juhola, 2019). Furthermore, changes in the marine
ecosystems mentioned in the previous subsection affect the food web, which is especially troublesome
for local subsistence-based communities (Dunton et al., 2012), because of hunting areas being lost
(Gorokhovich et al., 2014).

The decline of Arctic sea ice coverage and permafrost can also provide opportunities. Human pres-
ence in the Arctic is increasing (Jaskdlski, 2021). Natural resources that were previously inaccessible
or avoided can become accessible (Ermida, 2014; Stephen, 2018; Irrgang et al., 2022), new shipping
routes can become available (Smith and Stephenson, 2013; Mudryk et al., 2021), and the cruise ship
tourism sector is expected to profit (Stewart et al., 2015). However, exploitation of natural resources
comes at the risk of pollution of the natural environment or permafrost degradation, thereby further in-
tensifying coastal erosion (Irrgang et al., 2022). Tourism also adversely affects the environment through
tundra trampling, pollution, and increased sea and air traffic (Dawson et al., 2017; Jaskolski, 2021). The
changing geopolitical climate alsoo increases the pressure on the Arctic environment and highlights the
need for a better understanding of the Arctic coastline and the processes that affect it (Brimmer, 2023).

2.6. Modelling of Arctic Erosion

This section discusses previous efforts to model Arctic erosion.

A wide range of models exist that describe the morphology of a temperate coastline. However, these
are usually not applicable to permafrost coastlines (due to the processes described in Section 2.3).
Models that simulate the erosion of permafrost bluffs exist. These were mostly developed in the past
decades (Irrgang et al., 2022). Models consider varying spatial and temporal scales and resolutions,
use varying empirical or physical formulations for different erosion mechanisms, and include different
forcing variables.
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2.6.1. Thermal Abrasion

One of (if not) the first modelling efforts to describe niche erosion was made by Kobayashi (1985),
and it remains widely used. They derive a semi-empirical analytical solution to describe niche depth
during a storm surge event as a function of time. Their solution includes seawater temperature, salinity,
sediment concentration, and horizontal cross-shore fluid velocity. It is expanded upon by Kobayashi
and Aktan (1986), who analyze heat conduction through frozen sediment exposed to wave action for
conditions where a niche does not form.

Kobayashi and Vidrine (1995) couple an analytical solution for a (partially) frozen beach to a coastal mor-
phological model, the COSMOS-2D model (Southgate and Nairn, 1993; Nairn and Southgate, 1993).
Barnhart et al. (2014b) show that the formulation by Kobayashi (1985) is not applicable for modelling
longer (decadal) periods.

The formulation by Kobayashi (1985) was used by Hoque and Pollard (2009) to assess the stability
of predefined failure planes (in the bluff). Hoque and Pollard (2016) determine failure criteria for block
failure as a function of niche depth, ice wedge distance, and ice-wedge depth for bluffs of a given
height and with a given soil strength. The work by Hoque and Pollard (2009) was expanded upon by
Ravens et al. (2012), who also propose an empirical formulation for the erosion of the fallen block (after
failure) assuming thermal abrasion. This formulation was adapted by Barnhart et al. (2014b) to better
agree with field observations. Ravens et al. (2012) also include wind characteristics to predict water
levels by employing the cross-shore equation of motion (Freeman et al., 1957; Dean and Dalrymple,
2004). Model calibration was done using historic coastal retreat rates. A similar study was performed
by Islam et al. (2020) and included a probabilistic model to determine the effects of uncertainty in the
input parameters.

Conversely, Wobus et al. (2011) treat erosion of the fallen block as a purely thermal process and use
the power-law model by Holland et al. (2008) to determine the melt rate of the block, which itself is
based on the melting of free-drifting icebergs (Russell-Head, 1980). A different approach was taken
by Ahmad et al. (2019), who employ the incompressible Reynolds-Averaged Navier-Stokes (RANS)
equations to model seawall erosion, as a proxy for thermal abrasion. However, this approach does
not include thermal processes and does not apply to the modelling of longer periods due to its high
computational costs. This limits its pan-Arctic applicability.

Frederick et al. (2021) employ a coupled thermal-mechanical model. A solid mechanics model cal-
culates the three-dimensional stress, strain, and displacement fields of the permafrost, and a thermal
model determines the three-dimensional heat conduction and phase changes in the permafrost. This
approach eliminates empirical formulations for failure modes by using a finite element model to rep-
resent constitutive relations, and it models erosion by dynamically removing elements from the mesh.
This thermo-mechanical model is part of the Arctic Coastal Erosion (ACE) model developed by Bull
et al. (2020) and is highly specialized for small-scale (i.e., single-failure-event) calculations. Though
the computational cost is large, this model is one of (if not) the most comprehensive and physically
sound existing models.

Rolph et al. (2022) employ a different implementation which utilizes heat and sediment balance equa-
tions to predict horizontal cliff retreat and vertical erosion of a fronting beach. They use cliff and beach
erosion formulations by Kobayashi et al. (1999), which they couple with a bathystrophic storm surge
model (Freeman et al., 1957; Dean and Dalrymple, 2004). However, they do no model thermal pro-
cesses explicitly. Slumping is also not included. Guégan (2015) derived equations that describe
temperature-dependent slope stability and slump failure, but they do not include progressive failure
or cross-shore beach profile development.

2.6.2. Thermal Denudation

The modelling efforts described so far consider thermal abrasion as the main erosion mechanism. In
recent years, attention has shifted towards thermal denudation (Frederick et al., 2016). An early effort
by Ravens et al. (2017) employs a two-step model referred to as 'Arctic XBeach'.

During the first step, a heat transfer module determines thaw depth (or active layer depth) by computing
the temperature and phase of the sediment and water in the soil using the 1D time-dependent heat
balance equation in terms of enthalpy (Hu and Argyropoulos, 1996). Since sediment can only be
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eroded when thawed (Lantuit et al., 2013), this active layer depth is then given to the conventional (2D)
XBeach model (Roelvink et al., 2009). During the second step, XBeach is activated.

XBeach was developed for temperate coasts (e.g., the test cases in Roelvink et al., 2009). However,
since permafrost does not significantly affect the shape of the shoreface profile (Are et al., 2008), it
may also be used to simulate morphological change in the Arctic.

The XBeach model includes a subroutine to determine the slumping of unfrozen material. The heat
transfer module includes convective heat transfer from water (Kobayashi et al., 1999) and air (Ravens
et al., 2017). Ravens et al. (2023) further expanded the thermal module by including a solar radiation
flux calculator (Section 4.3.5). The heat transfer module and solar flux calculator alternate with the
XBeach model, meaning both modules must run continuously. This limits its application to the modelling
of longer periods due to its high computational costs.

A solution to this problem could be to decouple the thermal module and hydrodynamic/morphody-
namic module. The thermal module, which has a relatively low computational cost, is run continuously,
whereas the more costly morphodynamic module is active only during periods of high expected mor-
phological change (e.g., during storm events). This is done by Kupilik et al. (2020), who employ an
empirical formulation for erosion as a function of longshore and cross-shore transport, sea level, and
thermo-erosion alongside Delft3D to model the wave climate (but not sea level as a result of storm
surge). Storm timing is determined using wind speeds and directions. However, this approach does
not explicitly model the process of thermal denudation.

2.6.3. Thermal Abrasion and Denudation

Efforts have been made to include both thermal abrasion and thermal denudation in a single model.
Islam and Lubbad (2022) implement different sub-modules within XBeach for the different erosion
mechanisms. They use 'permafrost thaw’ and 'slumping’ modules for thermal denudation, and they
use 'niche growth’, 'bluff collapse’, and 'degradation of collapsed bluff modules to simulate thermal
abrasion. These subroutines feature empirical relationships.

2.6.4. Other

A completely different approach was taken by Nielsen et al. (2022). Their work assumes that coastal
erosion is a linear combination of Arctic-mean yearly-accumulated daily-mean positive 2 m air tempera-
tures and Arctic-mean yearly-accumulated daily significant wave heights. This simplified erosion model
allows the modelling of multiple climate scenarios on a large (pan-Arctic) spatial scale.

2.6.5. Physical Modelling

Understanding of Arctic erosion may also be improved through physical modelling. Korte et al. (2020)
present a framework for experimental model generations to analyze permafrost in coastal environments.
However, the reconstruction of a homogeneous soil specimen with accurate temperature control re-
mains challenging. Scaling issues also arise due to the lack of comparable scale series data. This
limits the current applicability.

2.6.6. Data

Modelling of Arctic erosion is dependent on permafrost and sea-ice distribution. These are often sim-
plified in coastal erosion models. However, the modelling of permafrost and ground temperature dis-
tribution has seen recent progress through Nicolsky et al. (2017). Regarding sea ice, studies typically
implement a threshold value for sea ice coverage of 15-30% above which waves are assumed to be
completely attenuated (Overeem et al., 2011; Islam and Lubbad, 2022; Rolph et al., 2022; Engelstad
et al., 2023).

The numerical modelling of Arctic erosion is constrained by a lack of consistent high-spatiotemporal-
resolution shoreline change data and local coastal characteristics data. Measurements of environmen-
tal drivers such as waves are also limited (Irrgang et al., 2022). However, sensitivity analyses of per-
mafrost bluff models show that erosion is driven by the length of the open-water season, time-varying
water levels, wave conditions, and air and sea temperature (Barnhart et al., 2014a; Casas-Prat et al.,
2018). This highlights the need for data on these variables. Earth System Models (ESMs) present a
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solution through the hindcasting and forecasting of these forcing variables (Irrgang et al., 2022).

2.7. Research Gap

This literature review highlights the need for predicting coastal erosion, and the processes which might
be important for doing so. The effects of climate change will likely further enhance erosion rates, and
being able to quantitatively predict coastal erosion is required to facilitate policy-making and strategic
coastal management (Irrgang et al., 2022).

Morphodynamic models have been developed in previous studies for specific (eroding) coastlines, ei-
ther by calibrating to a single coastline (Islam and Lubbad, 2022) or by not including all erosion mech-
anisms (Hoque and Pollard, 2009; Barnhart et al., 2014b). Comprehensive morphodynamic models
can be run on storm time scales only as they are too computationally expensive to perform long-term
analysis (Bull et al., 2020). There is a lack of long-term predictive capability of morphodynamics for Arc-
tic coastlines, which results in a knowledge gap regarding the coastal processes inducing permafrost
erosion and how these will change under the effects of climate change.

Especially coasts subject to thermal denudation are under-studied (Section 2.6). The few process-
based models that do exist are difficult to run on longer time scales (i.e., several years) due to the high
computational costs. This study expands on the work done by Ravens et al. (2017) to model thermal
denudation by decoupling the thermal module from ’Arctic XBeach’ and implementing a wrapper that
determines when to activate XBeach. This allows the thermal module to run continuously without
needing XBeach to be continuously active.



Methodology

This chapter describes the methods used in the current study. Firstly, we outline the goal of the study
and relate it to the main approach adopted for this study. Subsequently, the methods are explained on
a high level.

3.1. Main Approach

This study aims to advance our understanding of the long-term morphological development of Arctic
coastlines by integrating thermal and coastal processes through the development of a process-based
numerical model. We developed the model to simulate thermal denudation (Section 2.3). We adopted
a process-based modelling approach to research the effect of varying environmental drivers on the
process of thermal denudation. Climate change will lead to a change in environmental drivers (Section
2.4) and the effects of climate change on thermal denudation are not yet understood.

To simulate the process of thermal denudation, a process-based model should be able to simulate at
least the following physics (Figure 1.2):

« thawing of the bluff face,
+ slumping and deposition on the beach face,
+ and offshore transport (during storm conditions).

Ravens et al. (2017) used XBeach to simulate the latter two processes. They included a thermal module
in XBeach to simulate the thawing of a bluff face (also referred to as 'Arctic XBeach’). This study aimed
to decouple the thermal module from XBeach to improve computational efficiency, which enables the
modelling of the morphodynamics of a permafrost coastline for longer periods (i.e., several years). To
this end, we implemented a Python wrapper to determine when XBeach should be activated (Section
4.1).

The thermal module simulates the thawing of the bluff face by modelling enthalpy of the soil (Section
4.3). This is done by computing surface heat fluxes which serve as a Neumann-type boundary condition
and performing a numerical update with a discretized subsurface soil domain. Heat exchange at the
ground surface is a continuous process. We therefore model it continuously using the thermal module.

Slumping and offshore transport are event-driven and therefore do not need to be modelled continu-
ously. Hence, XBeach is not continuously active. Instead, a Python wrapper (Section 4.1) determines
when XBeach is active based on different criteria (Section 4.1.1). XBeach specifications are discussed
in Section 4.2.

The modelling of morphodynamics on longer time scales brings additional complications that are less
relevant to shorter (i.e., storm) timescales. As a result, the developed model (also referred to as the
‘integrated thermo-morphological model’) varies significantly from the model developed by Ravens et
al. (2017). Appendix A summarizes the added features compared to the Arctic XBeach (Ravens et al.,
2017). The exact model formulation is described in Chapter 4.
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3.2. Methods

Firstly, we developed a decoupled version of Arctic XBeach (Ravens et al., 2017) (Chapter 4). We
collected data to use as boundary and initial conditions (Section 5.2). We obtained data on boundary
conditions from global climate models and hydrodynamic models. The latter was down-scaled from
global climate models by Engelstad et al. (2023) and Nederhoff et al. (2022). The thermal module of
the developed model requires an initial ground temperature, which we obtained from global climate
models (and improved through multi-linear regression, Section 5.2.1). The XBeach module requires
an initial bathymetry, which we obtained from existing bed measurements.

We then calibrated and validated the decoupled thermal module using measured ground temperature
data (Section 5.3.1 and 5.3.2). We assessed the ability of the thermal module to accurately predict the
ground temperature distribution over time using the Root Mean Squared Error (RMSE).

Next, we calibrated and validated the integrated thermo-morphological model using measured coastal
retreat data (Section 5.3.3 and 5.3.4). Again, the RMSE was used to assess the model skill. Additionally,
we used the Mean Absolute Error (MAE), the coefficient of determination (R?), bias, and Pearson
correlation coefficient (r) to assess the quality of the model prediction against the measured values.
Definitions of the RMSE, MAE, R2, bias, and r are given below.

N— .y
* RMSE(y,9) = M where y and g are the measured and modelled data points re-
spectively, and N represents the total amount of data points.

* MAE(y.§) = T, gt

i=

2 Site (wi=9:)? . : - Sy
*R°=1- m where 7 is the mean of the observed data defined as j = <.

* bias = y — ¢, where the overbars denotes averaging.

Using the validated model, we performed a sensitivity study (Section 5.4). We considered the sensitiv-
ity of upper bluff erosion to changes in coastal geometry, sediment characteristics, and environmental
drivers. We also tested the sensitivity of the model to newly introduced parameters. Finally, we as-
sessed the relevance of the thermal module in simulating bluff erosion. Model prediction results may
be used as indicators of the relative importance of different effects of climate change.

Figure 3.1 provides an overview fo the workflow used in this study.

Model development Data collection Calibration H Validation
(Chapter 4) : (Section 5.2) (Section 5.3.1 & 5.3.3) (Section 5.3.2 & 5.3.4)

Development thermal : Collection ground H Calibration thermal : Validation thermal

module ' temperature data ! module module
v o : P
Development integrated : Collection coastal Calibration integrated Validation integrated
thermo-morphological —-+ treat dat ———» thermo-morphological ——» thermo-morphological
model : retreat data : model : model

| e G N eeeeeerereepepeessgsgeen N A eoeyeyesegesegegesepeseseyepepegesegegesmst S A bpepepepepepepepepepe Frmm e ]
v

Sensitivity analysis | Sensitivity analysis of
(Section 5.4) permafrost bluff erosion

Figure 3.1: Flowchart of the workflow adopted for this study.



Model formulation

This chapter describes the formulation of the thermo-morphological model. The model consists of a
Python wrapper (Section 4.1) that alternates an XBeach module (Section 4.2) with a thermal module
(Section 4.3). The thermal module runs continuously, whereas the wrapper activates XBeach only
during periods with expected morphodynamic activity (Section 4.1.1). Figure 4.1 provides a conceptu-
alization of this process. For a complete conceptualization of a simulation in the form of a flowchart,
see Appendix B. The model is publicly available (Appendix C).

Python wrapper
(Section 4.1)

Expected period of
morphological activity?

' Morphological

.Thermal update update
Thermal XBeach
module module

(Section 4.3) (Section 4.2)

Figure 4.1: Flowchart depicting how the Python wrapper alternates the thermal and XBeach modules.

4.1. Python Wrapper

Python is a high-level, object-oriented programming language, which comes with the drawback of being
slow relative to low-level programming languages (Srinath, 2017). This makes Python less suitable for
computationally demanding tasks. Additionally, porting existing code to Python is a cumbersome task.

We used a Python wrapper to circumvent this. It extends the functionality of existing code, without
necessarily modifying it. It calls some specialized code when required, without executing computation-
ally expensive tasks from Python directly. For example, a Python wrapper can call high-performance
routines written in a faster language like Fortran (Peterson, 2001).

The current research used a Python Wrapper to alternate between a thermal module and an XBeach
module. The thermal module was written in Python and is less computationally expensive. We devel-
oped it specifically for this research. The XBeach module consists of some wrapper functions written
in Python and a pre-compiled XBeach executable written in Fortran. XBeach requires more computa-
tional resources and (moreover) has already been developed. Therefore, we used a Python wrapper
to avoid having to redevelop existing XBeach code in Python and also facilitate higher computational
efficiency through the use of a pre-compiled Fortran executable.
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4.1.1. Integration of XBeach and Thermal Module

To avoid running XBeach every time step, we decoupled the thermal module from XBeach. The thermal
module is less computationally expensive, so it can run every time step of a simulation. The Python
wrapper determines for which time steps XBeach should be activated. It uses three criteria to make
this decision.

1. Storms:

The storm timing is readily available at the start of the simulation. During storms, a period of high
morphological activity is expected which means that XBeach should be activated. Beachface
hydro- and morphodynamics are mainly driven by run-up (Elfrink and Baldock, 2002; Senechal et
al., 2011). This makes the 2% run-up (Rxy ), which is defined as the run-up height that is exceeded
by two per cent of run-up values, a suitable parameter to use as an indicator for periods of high
morphological activity. We used the formulation by Stockdon et al. (2006) to predict R,y based
on existing morphology and offshore wave statistics. The formulation is given in Equation 4.1.

0.5
e |HoLo(0.5635% + 0.004)}
Ray, = 1.1 | 0.3585 (HoLo)™® +

(4.1)

2
where,
B¢ = average slope of the bed level over a region of +2¢ around the mean water level
[-], with o the standard deviation of the continuous water level record, which can be
predicted from the offshore significant wave height,
Hy, = offshore significant wave height [m],
Ly = offshore wave length [m].

Different values may be used as the threshold value for the R,,. A lower value resulted in the
identification of more periods of high morphological activity, and thus more XBeach activations,
i.e., longer simulation times. Choosing a threshold value that leads to enough XBeach activations
while maintaining low computational costs is an optimization problem (Section 5.2.3).

2. Seaice:

XBeach was only activated during storms whenever the fraction of sea ice coverage is lower
than some threshold. Above this threshold, we assumed that wave action is fully attenuated.
In practice, since global climate models are used for forcing, a sea ice coverage of 30% of an
offshore 2D horizontal grid cell is often used as the threshold value (above which global climate
models do not provide hydrodynamic data). This also limits data availability to periods during
which sea ice coverage is 30% or less (Section 5.2). For the current application, hydrodynamic
forcing is set to zero above a 30% sea ice coverage, leading to zero run-up, which blocks XBeach
from activating.

Measured and modelled timeseries of offshore hydrodynamic boundary conditions often already
include sea ice. Wave parameters are set to zero when the sea ice threshold is exceeded. To-
gether with the first described criteria, this results in the XBeach module not being activated when
sea ice coverage is high. However, explicitly including a threshold value allows for sensitivity test-
ing with this threshold as long as the threshold is set to some value below the threshold used in
the boundary conditions. For this reason, we included the sea ice threshold in the model.

3. Inter-storm activation:
We ensured that XBeach was activated regardless of storm timing and sea ice at some fixed
inter-storm interval. This interval was set to one week (or 168 time steps of one hour). We used
the XBeach module to simulate sediment transport processes including avalanching (Section
4.2.3). Therefore, we used the inter-storm interval to ensure that XBeach is activated also during
prolonged periods without storms. That way, thawed material from the bluff face slumps to the
beach and does not remain on the bluff face where it might insulate the frozen material below.

By only running the XBeach module when the above-described criteria are met, the ratio of XBeach to
thermal time steps reduces from 1:1 to about 1:100 - 1:20, depending on the threshold chosen for the
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Ryy,. At the start of the simulation, a start time, end time, time step and sub-grid time (Section 4.3.3)
step were provided to the model. The wrapper generated a range of time steps from the given start and
end times. The model then looped through the time steps while determining whether or not XBeach
should be active for each time step. Figure 4.2 provides a flow chart visualizing how the model decides
whether or not to run XBeach.

Don’t run XBeach
No
Inter-storm timestep?  |==—————p Run with zero wave
pe XBeach
No Yes
TNO
Run XBeach for . . Run XBeach with storm
| <30% S€Q iCE COVErage? |l Storm conditions? ——T
current timestep? ? 8 Yes Yes conditions

Figure 4.2: Flowchart depicting how the model decides when to activate the XBeach module based on the three criteria
(Section 4.1.1).

Erosion of permafrost-affected soil is only possible when the active layer is thawed (Section 2.2). When-
ever the XBeach module was activated, the wrapper updated the thaw depth and passed it to XBeach
to function as the erodible layer. An XBeach executable was then activated, which outputted a morpho-
logical update and water level. The morphological update and water level were then passed back to the
thermal module. The thermal module used the water level to determine the convective heat transport
of water (potentially during storm setup).

4.2. XBeach Module

This section provides a short description of the XBeach model to argue its applicability to the modelling
of Arctic erosion. Further details can be found in the XBeach manual, or in Roelvink et al. (2009).

4.2.1. Introduction

XBeach is a numerical model used to compute and simulate nearshore hydrodynamics and morphody-
namic response to storm events (Roelvink et al., 2009). Similar to other modelling software, it requires
input data (consisting of initial conditions, physical/numerical parameters, and forcing data) to gener-
ate output. The required initial conditions consist of an initial bathymetry, i.e., a series of grid points
with associated elevation representing a cross-shore transect. The physical parameters range from
sediment parameters (e.g., D5q, angle of repose) to the density of water and other physical constants.
Numerical parameters include for example a bin width for directional spreading, a computational time
step, and a morfac (morphological acceleration factor). Finally, forcing data refers to hydrodynamic
forcing such as wave heights, wave periods, and storm surge (through water level), but also include
non-hydrodynamic forcing such as wind speeds and direction. This forcing data can be defined as a
timeseries, which lets XBeach dynamically vary values throughout the simulation.

Though XBeach facilitates the usage of a 2D horizontal domain, the current thermo-morphological
model employed (1D horizontal) transects as a first step towards understanding long-term Arctic ero-
sion. XBeach numerically solves horizontal equations for wave propagation, flow, sediment transport
and bottom changes, and varying (spectral) wave and flow boundary conditions (Roelvink et al., 2009).

XBeach uses a staggered grid with bed levels, water levels, water depths, and concentrations being
defined at the center of each cell (i.e., grid point), and velocities and sediment transports being defined
at cell borders (Roelvink et al., 2009).
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4.2.2. Hydrodynamics and Waves

Barter Island is subject to relatively low wave heights and storm surges (Section 5.1). Due to the
high bluffs (i.e., higher than ten meters), most regimes can be categorized as 'swash’ (during normal
conditions) or ’collision’ (during storm conditions) following the 'Impact Levels’ defined by Sallenger
(2000).

XBeach employs the wave action balance (including a roller energy balance) to solve for the radiation
stresses over the computational domain, from which the wave force can be determined. Low-frequency
oscillations and mean flows are solved using the shallow-water equations.

The hydrodynamic boundary conditions (and other boundary conditions used in XBeach) are explained
in Appendix D.

4.2.3. Sediment Transport and Morphology

In general, XBeach employs the depth-averaged advection-diffusion equation by Galappatti and Vreug-
denhil (1985). This formulation uses an equilibrium sediment concentration in combination with an
adaptation time that depends on local water depth and sediment properties. The equilibrium sedi-
ment concentration is computed using either the Soulsby-Van Rijn equations (Van Rijn, 1984; Soulsby,
1997), or the Van Thiel-Van Rijn equations (Van Rijn, 2007; Van Thiel de Vries, 2009). The latter of
these formulations is the default and separates critical velocity for currents and waves, and foregoes
the computation of the drag coefficient.

Morphological updates are based on sediment transport gradients throughout the computational do-
main and a morphological acceleration factor (morfac). The avalanching module checks the bed slope
between adjacent grid cells. If this slope exceeds a critical slope, sediment is exchanged between
the grid cells until the slope is below critical. The critical slope is defined separately for dry and wet
sediment (Roelvink et al., 2009). The physical processes of slumping followed by offshore transport
are the important drivers of thermal denudation at the study site, and XBeach’s ability to simulate both
avalanching and surfbeat makes it suitable for capturing these processes.

Decoupling Arctic XBeach induces a problem with sediment transport. XBeach is only activated dur-
ing storm events, leading to sediment transport only occurring during storms (i.e., erosive conditions).
Long-term sediment transport processes, which tend to rebuild beaches in between storms, are ne-
glected. The result is severe beach erosion during storms but no accretion during calmer conditions
(for XBeach'’s default parameter settings). To reduce beach erosion, onshore transport through wave
asymmetry can be increased artificially in XBeach. Therefore, we selected the governing parameter
(facys) as one of the calibration parameters. We discuss alternative solutions to the problem of neglect-
ing long-term sediment transport processes in Appendix E.

4.3. Thermal Module

This section describes the thermal module implemented as part of the thermo-morphological model.

4.3.1. Enthalpy

The purpose of the thermal module was to provide a thaw depth to the XBeach module (Section 4.1).
Since both temperature and phase distribution were important, a standard heat conduction model was
not suitable. Instead, we used the heat balance equations in terms of enthalpy (Hu and Argyropoulos,
1996; Kasper et al., 2023; Ravens et al., 2023), where we defined enthalpy as the sum of thermal
energy and flow work per unit mass (Incropera et al., 2013). A conceptualization of temperature versus
enthalpy is given in Figure 4.3. The heat balance in terms of enthalpy is:

oh 0 oT

where,
p = density of soil [kg/m?3]
h = enthalpy [J/kg],
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Figure 4.3: Conceptualization of temperature and enthalpy. Temperature increases linearly with enthalpy until the melting
temperature is reached. This approach assumes a constant temperature at the melting point (i.e., isothermal phase change).
Once the threshold of latent heat has been overcome, temperature can increase further.

t =time [s],

k = thermal conductivity of soil [W/m/K],
T = temperature [K],

z = Cartesian coordinate direction [m].

Equation 4.3 gives the discretization of this equation through the finite differences method. This method
(Forward Time Central Space or FTCS) is second-order-accurate in space and first-order-accurate in
time. We employed a sub-grid time step to adhere to the CFL (Courant-Friedrich-Lewy) condition
(Section 4.3.3). When alternating the XBeach and thermal modules, the thermal module was executed
for each sub-grid time step for each simulated time step.

k At

bt = hont D a (T =200+ Tia) (4.3)
where,
m  =mt" cell in z direction [-],
n  =n!" (sub-grid) time step [-].

Once the model computed the new enthalpy, it was able to determine the associated new temperature
distribution. Assuming isothermal phase change (i.e., constant temperature during phase transition),
the enthalpy as a function of temperature is given in Equation 4.4.

_JCT, T<T,, (4.4)
-\ OT+(Cs—C)Ty + Ly, T >T,, '
where,
h = enthalpy [J/kg],
Cs, C; = specific heat capacity for frozen and unfrozen soil [J/K/kg], given by ¢;/p and ¢;/p re-
spectively, where ¢, and ¢; are the volumetric heat capacity for frozen and unfrozen soil
[J/K/m3],
T  =temperature [K],

T,, = melting temperature [K],
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L = latent heat of fusion for water-ice [J/kg],
ny, = soil water content [-] (or [m3/m?3]).

The conversion from enthalpy to temperature is phase-dependent. We therefore rewrote Equation 4.4
to Equation 4.5.

h h

&, L <T,
T={T,, L > 1T, and PG=CTmzlm o (4.5)

h—(Cs—Cy)T,, —Lny h—(Cs—Cy)T,, —Lny
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We then used the new temperature distribution to determine the new phase distribution (and hence,
thaw depth).

4.3.2. Grid

The model required an initial bathymetry to be provided (Section 5.2). Using the XBeach Python toolbox
(de Ridder, 2023), we generated a spatially-varying z-grid. We then interpolated the initial bathymetry
to the z-grid. To determine the thaw depth, we modelled the ground temperature distribution. This was
done by implementing a series of 1D models (one for each grid point) perpendicular to the bathymetry.
Each 1D model consists of a series of grid points extending until some maximum distance from the
current surface (e.g., Figure 4.4).

Series of 1D perpendicular grids

10{ —— Bathymetry
----- 1D grids
— 51 e Surface grid points
_E e Deepest grid points
oA

N

-5 T‘ H I i i

—10+ - - - - - - -

700 720 740 760 780 800 820 840
x [m]

Figure 4.4: Example of a bathymetric grid, with a series of 1D perpendicular models. This example uses a length of 3 meters
for each 1D model, though we use a length of 15 meters in the current studies.

After a morphological update is performed by XBeach, some of the 1D models included grid points
located above the ground surface. Additionally, some 1D models were no longer oriented perpendicular
to the surface after a morphological update. We dealt with this by generating a new perpendicular grid
after each XBeach activation, for which the first node was always placed at the ground surface.

The ground enthalpy distribution needed to be determined for this new grid. We did this by selecting the
nearest surface node from the old grid, and subsequently using the associated perpendicular model.
We computed values for enthalpy through interpolation based on only z-coordinates.

When a new grid point was located above the old bed level, we assumed that sedimentation had
occurred and that the deposited material had the same temperature as the seawater. In that case, we
computed the enthalpy from the seawater temperature. When a new grid point was located below the
lowest old grid point (e.g., due to erosion), the enthalpy of the new grid point was set to that of the
nearest old grid point, i.e., the deepest old grid point.

Generating a new x-grid after each morphological update ensured that a high model resolution was
maintained where necessary due to shorter wavelengths, i.e., in the surf zone.

4.3.3. Sub-grid Time step
The enthalpy formulation required the discretization of a second-order derivative. This was done
through the use of the (explicit) second-order finite differences method, which requires a CFL coeffi-
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cient of lower than 0.5 (Burkardt, 2012). We achieved this by running the thermal module on a sub-grid
time step. The CFL is given by Equation 4.6.

k At

where,

k= thermal conductivity of soil [W/m/K],
p = density of soil [kg/m?],

At = time step [s],

Az = grid spacing [m].

The model used a default time step of one hour, and a default sub-grid time step of two seconds. In
practice, this resulted in a thermal update being performed 1800 times for each model time step.

For example, using a thermal conductivity of 2 W/m/K, a density of 1500 kg/m3, a sub-grid time step
of 2's, and a grid spacing of 0.1 m, a CFL of 2553z ~ 0.27 is found, which is not far below the
CFL-threshold. This demonstrates the requirement for a sub-grid time step.

4.3.4. Thaw Depth

The phase distribution of the ground not only governs the thickness of the erodible layer given to
XBeach. The phase of a material also governs its thermal properties. Specifically, the thermal con-
ductivity k£ and the heat capacity C are phase-dependent. Therefore, the thermal module computed
the phase distribution to obtain a spatial distribution of thermal properties regardless of whether or not
XBeach was activated. The phase distribution was computed through Equation 4.5.

From this phase distribution, the thickness of the erodible layer was computed. This was done by the
Python wrapper, though we explain it here for clarity. XBeach defines the erodible layer as vertical from
each grid cell. However, the thermal module used a series of 1D models perpendicular to the ground
surface. Hence, the thaw depth needed to be converted from the perpendicular grid to a vertical grid.

Series of 1D perpendicular grids (with thaw depth and interface)

10 oA

1 bathymetry
ol . Y B 1D grids
v 1 ‘l ) —— Thaw interface

NN 3 ---- Thaw depth

o Surface ghost nodes
Surface grid points
Thaw point
Deepest grid points
Bottom ghost nodes

z [m]
&
|

_10 4
770 775 780 785 790 795 800 805 810
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Figure 4.5: Example of how we obtained the thaw depth from the thaw interface. For each 1D grid, we identified a
perpendicular thaw depth. Each of these points is then connected with straight lines. For each surface grid point, we compute
the thaw depth as the vertical distance to the piecewise linear function representing the thaw interface.

We did this by finding the first grid point (starting from the surface) in each 1D model with a temperature
lower than the melting temperature 7,,,. Connecting these points resulted in a piecewise linear function
below the ground surface. This represented the thaw interface. The vertical distance between each
grid point and this thaw interface was used as a representative thaw depth (Figure 4.5).

Though the erodible layer can be obtained this way, the question arises whether or not this formulation
is valid for the refreezing of the upper soil layer. When the upper soil layer refreezes, the potentially
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thawed layer below that may still erodible be erodible to some extend. For example, if a fully thawed
soil is covered by a thin sheet of ice, it may still be erodible.

To account for erodibility during refreezing, we introduced a 'thaw threshold’. This threshold represents
a thickness starting from the surface that needed to be frozen before being treated as non-erodible. The
soil was still treated as erodible if the thickness of the frozen layer did not exceed the thaw threshold.

4.3.5. Boundary Conditions

Each 1D thermal model required a boundary condition at both the ground surface and the maximum
modelled depth. Figure 4.6 represents a conceptualized ground temperature distribution for permafrost
soil. At depth, the temperature gradient was assumed to be equal to the geothermal gradient, which
typically equals 25 K/km = 0.025 K/m (Lowell and Rona, 2005).

Ground temperature (°C)
30 Dgﬂ 20 10 0 10 zc 30

Average (e
ety
temperature ((\‘e“\p

Depth (m)

Figure 4.6: Example of the yearly oscillation of the ground temperature distribution for a permafrost-affected soil (Tom Ravens,
personal communication, 02-05-2024). Both temperatures and active layer depth are exaggerated. The thaw depth at Barter
Island typically does not exceed 1 meter (Figure 5.20).

Ghost Nodes

At the ground surface, we imposed a flux-type boundary condition (Ravens et al., 2017). The heat
flux at the surface is the sum of convective heat transfer infout of the soil, diffusive heat transfer from
deeper in the ground, incoming/outgoing radiation, and incoming/outgoing latent heat.

We used a ghost node approach to implement the flux-type boundary condition (Coco et al., 2014; Tom
Ravens, personal communication, 02-05-2024). We introduced a superficial ’ghost’ node (exterior to
the modelling domain and bordering the surface node), which we also included in the finite differences
scheme. We determined the temperature of the ghost node at the start of each time step through
Equation 4.7.

n . n n n n
ghost, top — TO + 9convective + Qradiation + Qjatent (4-7)

where,

T3 = temperature of the surface nodes [K],
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4% vective = Convective heat flux at the soil surface [W/m?],
QP giation = radiation heat flux at the soil surface [W/m?],
dhent = latent heat flux at the soil surface [W/m?].

We used the temperature of the surface node from the previous time step (7{') to compute the temper-
ature of the ghost node. Furthermore, convective heat is a function of some convective heat transport
coefficient, which depends on whether or not the soil surface is submerged, and the temperature dif-
ference between the soil surface and the exterior medium.

We calculated the heat flux from radiation as the sum of shortwave and longwave radiation. These are
both readily available from the forcing data, as is the latent heat flux.

Subsequently, we used the temperature of the ghost node as a fixed boundary condition for the current
sub-grid time step. In practical terms, the ghost node approach takes a Neumann-type (i.e., flux-type)
boundary conditions and converts it to a Dirichlet-type boundary condition.

At the bottom boundary of the grid, we defined the boundary condition as the geothermal gradient. To
include this Neumann boundary condition, we added another ghost node at the bottom of the grid. The
temperature of this ghost node is defined as T .t potiom = T + AzZL where M indicates the bottom

grid point, Az is the grid spacing, and % is the geothermal gradient.

Convective Heat

The convective heat transfer is a function of some convective heat transport coefficient, denoted by
coefficient h., and the temperature difference between the soil and the exterior medium at the interface.
The method for determining /. depends on the external medium, which is either water or air. For air,
the approach is much simpler and is given by Equation 4.8 (Man, 2023).

a5
0.0296 (vae) Priky

Vair

he air = I (4.8)
where,
heair = convective heat transfer coefficient for a soil-air interface [W/m?2/K],
v, = wind speed at 10 m height [m/s],
L, = convective length scale [m], 0.003 m is used,
var = air kinematic viscosity [m?2/s], 1.33 x 1075 is used,

Pr  =Prandtl number [-], 0.71 is used,
kair = thermal conductivity of air [W/m/K], 0.024 W/m/K is used.
Determining convective heat transfer through a soil-water interface subject to waves is less straightfor-

ward. We used the formulation by Kobayashi et al. (1999) (Equation 4.9). These formulations were
developed for breaking waves inducing thermal abrasion of a cliff.

hc,water = % (4-9)
where,
hewater = convective heat transfer coefficient for a soil-water interface [W/m?/K],
« = empirical parameter [-], 0.5 is used for uni-directional flow,
fw = wave friction factor at the melting surface,
cw = volumetric heat capacity of seawater [J/K/m?3], 3989 is used (Fischer, 1979),
up = representative fluid velocity immediately outside the boundary layer [m/s],

E  =parameter depending on whether the turbulent boundary layer flow is hydraulically smooth
or fully rough.
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The representative fluid velocity is uncertain and affects the value of «. The maximum particle velocity
at the bed is commonly used for wave boundary layer analysis outside the surf zone (Jonsson, 1966),
and can also be applied in the surf zone (Cox et al., 1996). This velocity can be computed through
Equation 4.10.

wH,

up = T smhbd. (4.10)
where,
H, =representative wave height [m],
T, = representative wave period [s],
k. = representative wave number [rad/m].

d, = representative depth [m].

The wave friction factor f,, depends on the Reynolds number close to the bed, the amplitude of the
particle displacement, and the wave number. Jonsson (1966) presents a diagram to determine f,,,
which typically ranges from 0.01 to 1. Since using the diagram to determine values for f,, for every
horizontal grid point and every (sub-grid) time step is unfeasible, we chose a representative value of
0.05, which we based on the Reynolds number, the maximum surface elevation, and the wave number.

Finally, the turbulent boundary layer flow parameter E is described by Kobayashi and Aktan (1986),
and given in Equation 4.11.

5(Pr—1+nl+2(Pr—1)), “kcjp
= 0.45 ater 4.11)
0.52 (u*ks) PTO'S, Us kg > 70
Vwater Vwater
where,
u, = shear velocity associated with the shear stress at the melting surface [m/s] = u4/0.5 f.,
ks = equivalent sand roughness of the melting surface [m] ~ 2.5 x D5, (Nielsen, 1992),

Vwater = Water kinematic viscosity [m?/s], 1.848 x 10~ is used (ITCC, 2011).

With the low data availability in the Arctic and the high computational cost of the above-described
computations, we made a pragmatic assumption for the convective heat transfer coefficient at the soil-
water interface, and chose a value of 500 W/m?/K.

When the convective heat transfer coefficient was obtained (either for an interface of soil and air or soil
and water), we computed the convective heat flux through Equation 4.12.

Gconvective = hc,air/water (Tsoil - Tair/water) (412)

Solar Flux Calculator
The radiation flux is the sum of the net influx of shortwave and longwave radiation (Equation 4.13).

Qradiation = Qradiation, shortwave + Qradiation, longwave (4- 1 3)

The shortwave radiation flux on a surface depends on the angle that the incoming radiation makes with
that surface. Shortwave radiation heat flux data are available for flat surfaces. However, data are not
available for an inclined surface (such as a permafrost bluff). To account for bluff inclination, we used
a 'solar flux calculator’ to scale radiation from a flat surface to an inclined surface (Kasper et al., 2023;
Ravens et al., 2023). For an inclined surface, the amount of incoming radiation was determined using
Equation 4.14 (Buffo et al., 1972; Duffie and Beckman, 2013).

I = IypY/s™4sing (4.14)

where,
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I = solar intensity [W/m?] (equals gragiation, shortwave in Equation 4.13),

I, = solar constant [W/m?] (radiation at the top of the atmosphere normal to the sun),

p = atmospheric transmission coefficient (depending on altitude, weather, etc.),

A = altitude angle [°] (angle off of the horizontal with which the sun’s rays strike a horizontal
surface) = arcsin sin ¢ sin d + cos ¢ cos é cos h,
= latitude [°],
= declination angle [°] = 23.5 x 2% cos 2% (284 + N) (Yildiz, 2018),

¢

0
N = current day of the year [-],
h = hour angle [°] (varies daily, equaling 0 at 12:00 and = at 00:00, local time),
0 = angle between surface and radiation [°] = sin A cos a — cos Asinasin Z — 3,
Z = azimuth counter-clockwise from east [°] = AZ + %w,

AZ = azimuth counter-clockwise from south [°] = arcsin cos § Sk

cos A’

Near the solstices, the sun sometimes crosses the east-west line. This happens when cosh < ::Ifg. If
this condition is satisfied, the equation for AZ is modified through Equation 4.15.

o {_W +|AZ|, h <0 (before 12:00) (4.15)

m™— AZ, h > 0 (after 12:00)

The shortwave solar radiation data we used to force the model is defined on the Earth’s surface for
zero inclination. Equations 4.16 and 4.17 respectively represent the intensity of solar radiation on a flat
surface, Ijqt, and intensity of solar radiation on an inclined surface, Iinciined-

Inat = Top"/ 5™ 4 sin Oy (4.16)

Tinclined = Iopl/ sind gin Binclined (4.17)

The atmospheric transmission coefficient is not affected by surface inclination. Hence, we related Ij
and Iincined through Equation 4.18.

sin 6; lined
Tinclined = Tat—— = = Inatr (4.18)
sin Ofat

where,
r = enhancement factor.

We used Equation 4.18 to compute the intensity of shortwave radiation on an inclined surface based
on the intensity of shortwave radiation on a flat surface. The enhancement factor r is a function of
surface inclination, day of the year, latitude, etc. (Equations 4.14 - 4.17). Figure 4.7 visualizes the
enhancement factor r for several surface inclinations throughout the year for an (almost) north-facing
bluff at a latitude of 70°. This represents conditions at Barter Island.

We conclude that solar radiation on a north-facing (positively) inclined surface should be reduced for
most of the year. Conversely, a negative slope (i.e., a south-facing bluff) leads to a more perpendicular
angle between incoming radiation and the surface. This means rays of solar radiation are distributed
over a smaller area, which relates to higher solar intensity, and hence an enhancement factor larger
than one.

Since longwave radiation is not incident from the sun but from the entire atmosphere, we assumed that
surface angle does not influence the net flux of heat related to longwave radiation. We assumed the
same for the surface latent heat flux. Finally, we assumed that the surface fluxes due to shortwave
radiation, longwave radiation, and latent heat did not affect the submerged domain.
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Figure 4.7: Enhancement factor » (Equation 4.18) for a bluff facing 88° (clockwise from east) at a latitude of 70°. This
direction and latitude is typical for a bluff at Barter Island (Section 5.1). We computed the enhancement factors for are range of
different bluff inclinations, for an entire year.

Finally, we include a calibration coefficient (asyrface flux, also referred to as ’'surface flux factor’). We
implemented this calibration coefficient to implicitly account for a reduction of the surface heat flux due
to the presence of a peat layer (Hinzman et al., 1991). Since this only applies to horizontal surfaces
and not the bluff itself, this factor is only applied to non-horizontal surfaces (i.e., making an angle of
20° degrees or more with the horizontal, also referred to as the ’surface flux angle’).



Case Study at Barter Island

We calibrated and validated the thermo-morphological model described in Chapter 4 through a case
study of Barter Island (Alaska, United States). This chapter first provides a general site description.
Next, it describes the data used for initial conditions, physical parameters, forcing, calibration, and
validation. After that, a description of the model calibration and validation effort is given. Finally, we
provide a description and the results of the sensitivity analysis we performed with the developed model.

5.1. Site Description

Barter Island is an island off the northern coast of Alaska . It is located in Borough County, North
Slope, at a latitude of approximately 70.1° (USGS, 2000) (Figure 5.1 and Figure 5.2). Most inhabitants
reside in the Kaktovik village, which has a population of 283 (as of 2020), with 80-90% being of Native
American descent (USCB, 2020).

The coast of Barter Island is unlithified, i.e., consists of granular material (Lantuit et al., 2012; Overduin
et al., 2014). This limits the generalizability of the developed numerical model to coasts similar to the
northern coast of Barter Island, such as the Yukon Territory (Canada) and Western Russia (Overduin
et al., 2014), where the coastal setting and relevant erosion mechanisms are similar to Barter Island.

Beach sediment at Barter Island is classified as coarse sand, with a diameter of 1.9 mm (Lantuit et al.,
2012; Erikson et al., 2020a). However, Arctic coasts are often characterized by a bi-modal sediment
composition (Section 2.1.1). A mean sediment diameter of 0.036 mm (i.e., coarse silt) is found at the
bluff crest (Ferdinand Oberle, personal communication).

The presence of (large amounts of) coarse sediment in a permafrost bluff has been used as an indicator
of the dominant erosion mechanism, which in that case is thermal denudation (bluff face thaw/slump)
(Ravens et al., 2011; Panchang and Kaihatu, 2018; Ravens and Peterson, 2021). This allows the use
of the XBeach model, which can not explicitly simulate (thermo-erosional) niches but can simulate (the
convex upward) bathymetry relevant for thermal denudation. Though the main erosion mechanism at
Barter Island is thermal denudation, some thermal abrasion events do occur, e.g., in 2008 (Ravens and
Peterson, 2021).

Barter Island is one of the few Arctic sites where extensive observational data exists. Between 1947
and 2020, the Northern coastline has (on average) retreated a total of 114 meters, which averages to
1.6 m/year (Gibbs et al., 2021). Some years (e.g., 2012-2013) are characterized by erosion rates of
up to 6.6 m/year (Gibbs et al., 2021). With significant permafrost impact, as well as seasonal sea ice
coverage (Gibbs et al., 2021), Barter Island represents Arctic coastline conditions well. Moreover, the
availability of data makes this site an attractive choice for model validation.

We used data from Barter Island for the model’s initial conditions, forcing, calibration, and validation.

33
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Figure 5.1: Map of Alaska, United States. Adapted from Nations Online Project (2016).
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Figure 5.2: Map of Barter Island, Alaska, United States. Adapted from USGS (1955)
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5.2. Data

5.2.1. Initial Conditions

The developed model required two types of initial conditions. Firstly, it needed a bathymetric transect
(including orientation). For this transect, the XBeach module was used to simulate hydrodynamics
and morphological processes, and the thermal module was used to simulate the ground temperature
to obtain the thickness of the erodible layer (Section 4.3.4). Secondly, we required the initial ground
temperature distribution, i.e., a temperature for each of the grid points of each 1D thermal model.

Bathymetric Transect

Bathymetric data are available from Erikson et al. (2020b). Erikson et al. (2020b) performed bathymetric
surveys in 2010 and 2011, resulting in a series of depth measurements. Additionally, they measured
beach elevation profiles along 29 different shore-normal transects, also in 2010 and 2011. Figure 5.3a
visualizes a map of the northern coastline of Barter Island, which includes the bluff edge, shoreline,
bathymetric survey, and beach profiles measured.

The thermo-morphological model required a 1D transect. In order to obtain it, a number of points that
somewhat resemble a transect were selected, which were later connected to one of the beach transects.
Four different depth profiles were generated (Figure 5.3a).

For each of these profiles, linear regression was used to draw a straight line through the points in a two-
dimensional horizontal plane. The measurement points were then cast onto this line, which resulted in
a 1D depth profile (Figure 5.3b). This gave a 1D grid of depth measurements for each of the considered
transects (Figure 5.3c). Transects were in reasonable agreement, but show some variability, adding to
the uncertainty in finding a representative profile.

Finally, for the profile that extended furthest offshore, we selected the nearest beach elevation profile
(BTI-T5b) and attached it to the depth measurements, which resulted in a 1D transect (Figure 5.4). This
profile provided a first estimate of what a transect might look like. However, data availability is limited,
so this profile could not be assumed to be representative of the entire region.

Therefore, we used a schematized profile to allow easier consideration of different transects with vary-
ing geometries instead of the measured profile. This schematized profile consisted of a flat section,
followed by a bluff, a beach, a nearshore slope, an offshore slope, and another flat section. An artificial
flat was introduced at the offshore boundary to ensure the correct implementation of the equilibrium
long wave in XBeach.
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Depth measurements and beach elevation, with transect measurements highlighted
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Figure 5.3: Beach transects, shoreline, and bluff edge at the northern coastline of Barter Island, with the depth measurements
used to generate four different beach transects (i.e., points in the respective shaded regions) (Figure 5.3a), an example of
depth measurement points being cast onto a line that is obtained through linear regression for the most eastward shaded

region in Figure 5.3a, i.e., transect 4 (Figure 5.3b), and four bathymetric transects generated from the points within the shaded

region from Figure 5.3a (Figure 5.3c).
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Figure 5.4: Bathymetric transect of the most eastward transect from Figure 5.3a (or 'Transect 4’ in Figure 5.3c), and an
annotated schematized version. The schematized transect consists of a flat section, bluff, beach, nearshore slope, offshore
slope, another flat section, and an optional artificial slope.
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Ground Temperature Distribution

Initial conditions for the soil temperature were obtained from ERA5. ERAS is a climate reanalysis prod-
uct from the European Centre for Medium-Range Weather Forecasts (ECMWF). It provides data on
climate variables on regular longitude-latitude grids with a resolution of 0.25 by 0.25 degrees (Hers-
bach et al., 2020). We used the ERA5 dataset to obtain values for different heat fluxes, air and sea
temperatures, and sea ice coverage. We used each of these variables to force the model.

ERAS models the soil temperature at four different layers, being 0 to 7, 7 to 28, 28 to 100, and 100 to
289 centimeters. For the initial conditions, the center of each layer was assumed to be the respective
temperature corresponding to that layer. We used linear interpolation to fill in the temperature conditions
between these center points.

It should be noted that data regarding initial conditions is limited. The only historical data with sufficiently
high temporal coverage is ERA5. Especially the timeseries with soil temperatures at different layers,
which we used for initial conditions in the current studies, are unreliable (Cao et al., 2020).

Improving soil temperature data

The influence of initial conditions on the modelling result was reduced by including a spin-up time in
simulations. This spin-up time can be reduced by improving initial conditions. In an effort to improve
initial conditions for the ground temperature distribution, we compared the ERA5 ground temperature
data with ground temperature data from Barter Island (Erikson et al., 2020b). The temperature mea-
surements from this dataset span the period of 2011-07-08 to 2011-09-27.

Plotting the measured data against ERA5 data results in Figure 5.5a. We applied multi-linear regres-
sion (also referred to as Best Linear Unbiased Estimator or "BLUE”) to fit the ERAS5 data points to the
measured points (Figure 5.5b).
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Figure 5.5: Measured data from Erikson et al. (2020a) plotted against modelled data from ERA5 spanning the same time
period of 2011-07-08 to 2011-09-27. Figure 5.5a shows a direct comparison, and Figure 5.5b plots ERA5 data that was
modified through multi-linear regression.

Spin-up time

Finally, we needed an estimate of the required spin-up time. To obtain that, we repeated a simulation of
the ground temperature ten times for the year 2011. We then compute the absolute difference between
the last (i.e., tenth) iteration and the previous years (Figure 5.6). This gives an indication of how much
the predicted ground temperature for different layers changes after each year.

The convergence of initial conditions for the ground temperature at deeper layers does not vary much
between using initial conditions without multi-linear regression (Figure 5.6a) and initial conditions with


https://cds.climate.copernicus.eu/datasets/reanalysis-era5-pressure-levels?tab=overview
https://cds.climate.copernicus.eu/datasets/reanalysis-era5-pressure-levels?tab=overview
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multi-linear regression (Figure 5.6b). This means that the convergence of initial conditions is not sped
up by using the modified initial conditions.

Instead, the convergence of initial conditions is governed by the depth of a node beneath the ground
surface. However, we still applied the multi-linear regression to the initial conditions throughout this
study to better represent measured ground temperatures at the onset of simulations.

Absolute difference between modelled temperature of the tenth iteration of 2011
and prior iterations (for different soil layers, without multi-linear regression)
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Figure 5.6: The absolute difference between the modelled ground temperature after ten years of repeated simulation of 2011
and the prior years (i.e., iterations). We computed the absolute difference when using initial conditions that were not
recomputed using multi-linear regression (Figure 5.6a) and initial conditions that were recomputed using multi-linear regression
(Figure 5.6b). For both cases, the difference between the final iteration and previous iterations decreases over time. These
figures are not analogous with spin-up time, but can be used to make a first estimate of the required spin-up time before initial
conditions converge and the ground temperature reaches a stable oscillation.

5.2.2. Forcing
The forcing of the thermo-morphological model consists of two parts, being hydrodynamic forcing and
thermal forcing.

The hydrodynamic forcing is subdivided into wave conditions and water levels. We obtained wave
conditions from the dataset published by Engelstad et al. (2023), which contains wave conditions that
were hindcast for a period from 1979 to 2019, and are based on down-scaled ERA5 sea states through
SWAN (Booij et al., 1997). This dataset supplies offshore wave height, peak period, and peak direc-
tion. ERAS5 does not supply conditions for a sea ice coverage larger than 30%, which limits available
wave data to periods with low sea ice coverage. We computed water levels as the sum of tides and
storm surge (Kees Nederhoff, personal communication) and the sea level anomaly, which occurs due
to geostrophic flows, salinity differences, and temperature-related expansion of water (Li Erikson, per-
sonal communication; Enfield and Allen, 1980).

We forced the thermal module of the thermo-morphological model using ERA5 datasets. These datasets
have large spatial and temporal coverage, but low resolution. The spatial grid size of ERA5 is 0.25°,
with an hourly temporal coverage. We obtained the following variables from ERA5 (categorized):

» Surface heat fluxes

— mean surface latent heat flux [W/m?]


https://cmgds.marine.usgs.gov/data-releases/datarelease/10.5066-P931CSO9/
https://www.tudelft.nl/en/ceg/about-faculty/departments/hydraulic-engineering/sections/environmental-fluid-mechanics/research/swan
https://cds.climate.copernicus.eu/datasets/reanalysis-era5-single-levels?tab=overview
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— Mean surface net longwave radiation flux [W/m?]
— Mean surface net shortwave radiation flux [W/m?]
+ Computation of convective heat flux

10m u-component of wind [m/s]

10m v-component of wind [m/s]

2m temperature [K]

sea surface temperature [K]
» Other

— Sea-ice cover [-]

5.2.3. Physical and Calibration Parameters

The thermo-morphological model uses over a hundred different parameters. To keep the workload
manageable, we distinguished between fixed parameters and calibratable parameters. We kept fixed
parameters constant throughout the calibration of the model. We used the calibratable parameters to
calibrate the thermo-morphological model. We describe the most important parameters related to the
thermal module, the XBeach module, and the Python wrapper below.

Thermal Module

For the thermal module, fixed physical parameters mostly consist of the thermal properties of water
and soil. We set the melting temperature of water to 273.15 K. We assumed the latent heat of fusion
of water to be 334 kJ/kg, and the geothermal gradient to be 0.025 K/m.

We obtained initial values for the calibratable parameters from Ravens et al. (2023). We tuned these
further during the calibration process. Calibratable parameters included the soil’s water/ice content n,
and thermal conductivity of frozen and unfrozen soil (kfozen @nd kunfrozen respectively). Furthermore,
we included a calibratable factor agyrace flux (Section 4.3.5). This factor artificially reduces the surface
heat flux at the top of the bluff to account for the behavior of the insulating peat layer, which is present
landward of the bluff.

Finally, we used the number of nodes of each of the one-dimensional ground enthalpy models (Nihermal)
to calibrate the integrated thermo-morphological model.

XBeach Module

XBeach has been extensively validated (e.g., Roelvink et al., 2009). Since this research aimed to
integrate thermal processes into XBeach, most parameters related to XBeach are counted among
fixed parameters. These include the water density, particle density, and bed friction coefficient.

The mean grain size at Barter Island was measured to be 0.036 millimetres at the bluff crest (Ferdinand
Oberle, personal communication) and 1.9 millimetres at the bluff toe (Erikson et al., 2020b), which
shows a clear bi-modality. This study sets the mean sediment diameter to 0.036 millimetres. This
allowed XBeach to more efficiently transport the fine material offshore, which is an essential part of the
thermal denudation process.

This study aimed to simulate thermal denudation. This erosion mechanism depends on the slumping
of thawed material, followed by offshore transport. It therefore includes morphological parameters in
its calibration parameters that relate to the sediment transport formulations used in XBeach to model
these two processes.

Firstly, we used the critical dry slope to calibrate the model. We extracted initial estimates for the critical
wet and dry slope from topographic measurements of the bluff. The wet and dry slopes were computed
as the average slope of the beach and bluff face respectively (Figure 5.7). We used values of 0.6 and
0.1 for the critical dry and wet slopes respectively.

Secondly, we used the parameterized time-averaged current due to wave skewness/asymmetry in
XBeach to calibrate the model. This parametrization uses the parameter fac,,, which artificially en-
hances onshore transport when its value is increased. We used XBeach'’s default setting of 0.175 as
a starting point.
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Extraction of wet and dry slope from bathymetry
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Figure 5.7: Topography as measured by Erikson et al. (2020a), with wet and dry slope highlighted. We computed the wet
slope as the average beach slope, and the dry slope as the average slope of the bluff face.

Python Wrapper

We introduced several new parameters within the Python wrapper. These include the Ry,-threshold,
the number of inter-storm XBeach activations (Section 4.1.1), and minimum thaw depth (Section 4.3.4).
We found initial values for the latter two through preliminary sensitivity testing (Section 5.3.3). We set
the initial value for the number of inter-storm XBeach activations to 168 hours, and the value for the
minimum thaw depth to 30 centimeters.

However, choosing an initial value for the Ryq,-threshold was not as straightforward. A threshold value
had to be chosen that determines whether or not XBeach is activated for certain hydrodynamic condi-
tions (Section 4.1.1). Based on wave and tide data (Section 5.2.2), and the formulation for 2% run-up
by Stockdon et al. (2006), we performed a first analysis of expected run-up for hydrodynamic conditions
between 1979 and 2018. For each year, we computed the number of hours with 2% run-up exceeding
different thresholds (Figure 5.8), and also included the number of hours that total 1, 5, and 10 % of the
number of hours in a year.

Number of exceedance events of total water level proxy (R2% + WL) over different
thresholds for years 1979 - 2018
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Figure 5.8: The number of hours per year that the total water level proxy (R2% + water level) exceeds for different
Ryq,-thresholds. The number of hours per year that amount to 1%, 5%, and 10% (87.6, 438, and 876 respectively) of the total
number of hours in a year are also plotted. These percentages should give an indication of how the number of hours that
XBeach is active relates to the total number of hours modelled. Ideally, XBeach is activated as few times as possible while still
maintaining an accurate description of morphological change.

To get more insight into the effects of different thresholds for a single year, we repeated the analysis for
the year 2009 (Figure 5.9a). We computed the number of hours that exceed the total water level proxy
(i.e., Ryy, + water level) per threshold for the year 2009. Approximately three large storm events occur
in 2009. In order to model only these storms, a threshold ranging between 0.7 meters to 0.9 meters
should be chosen (Figure 5.9b).

To keep computational costs reasonable while still modelling all relevant storms and maintaining a ratio
of hours with XBeach versus hours without XBeach of about 1/100 (i.e., 1%), we first set the threshold
for the total water level proxy at 1.0 meters above mean sea level, resulting in simulation times of about
4 hours for a simulation describing 2012 - 2016.
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Figure 5.9: The number of hours for the year 2009 that the total water level proxy (R2% + water level) exceeds different
thresholds (Figure 5.9a), with the number of hours that amount to 1%, 5%, and 10% (87.6, 438, and 876 respectively) of the
total number of hours in that year, and a timeseries of the total water level proxy (smoothened using the rolling mean with a

window size of 48 hours) within the sea ice-free period of the year 2009 to visualize which thresholds facilitate the modelling of
the large storm events within that period (Figure 5.9b).

We also attempted threshold values as low as 0.7 meters, but these thresholds resulted in too long
computation times (e.g., 48 hours for a simulation describing 2012 - 2016). Since the sensitivity analysis
(Section 5.4) included approximately 90 two-year simulations, we deemed a simulation time of 48 hours
to be unacceptable.

5.2.4. Calibration and Validation data
The calibration and validation of the thermo-morphological model consisted of two parts.

The first part of the calibration and validation used ground temperature data. We used the thermal
module to simulate ground temperature through enthalpy. During calibration and validation, the thermal
module aimed to reproduce measured soil temperature. We used two datasets containing ground
temperature measurements. Both datasets were obtained from Barter Island and or the surrounding
area (5.10).

Borehole 1

Barter. Island.

BLO1 2011

Figure 5.10: Locations where the datasets for calibration ('Borehole 1’) and validation (‘'BL01 2011°) of the thermal module
were obtained (Google Earth, 2024).

The first dataset contains the soil temperature at 17 different soil layers (Figure 5.11a) and we used
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this dataset for calibration. We obtained this dataset from Li Erikson (personal communication).

The second dataset contains the soil temperature at 4 different soil layers (Figure 5.11b). We used this
dataset for validation. This dataset was obtained from Erikson et al. (2020a). The anomaly in Figure

5.11b likely results from a temporary removal of the measuring equipment from the soil (Li Erikson,
personal communication).
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Figure 5.11: Measured ground temperature for different soil layers. The calibration dataset (Figure 5.11a) was obtained from
Borehole 1 (Figure 5.10). The validation dataset (Figure 5.11b) was obtained from BL01 2011 (Figure 5.10).

We calibrated and validated the integrated thermo-morphological model with historic shoreline and
bluff edge locations. We obtained a timeseries of shorelines and bluff edge locations from Gibbs et
al. (2020). Using the same transect from Figure 5.4, we determined the exact distance to the same
offshore baseline for each historical observation. This resulted in a timeseries of shore line and bluff
edge locations for a 1D transect (Figure 5.12).

Measured historic shore line and bluff edge location
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Figure 5.12: Distances of bluff edge and short eline of 'Transect 4’ (Figures 5.3a and 5.3c) to an offshore baseline, based on
data from Gibbs et al. (2020).

We selected three time periods from the erosion data (5.1). We chose these periods such that there is
one period with low erosion, one period with high erosion, and one period with high erosion followed
by low erosion (Figure 5.13a and Figure 5.13b). The exact starting and end dates of these periods
depend on the erosion data. We used the second period (i.e., the period with high erosion followed by
low erosion) for calibration, and the other two periods (i.e., period 1 and period 3) for validation.
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Table 5.1: Periods used for model validation. Periods are chosen based on erosion rates during those periods (Figure 5.13b).

Description Start time  End time Average erosion rate [m/year]
Period 1: low erosion 2009-08-02 2011-07-15 0.2
Period 2: High and low erosion 2012-07-11  2015-07-05 5.0
Period 3: High erosion 2016-08-27 2018-07-30 4.1

Historic shore line and bluff edge location, with validation periods
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Figure 5.13: Cumulative erosion (Figure 5.13a) and average erosion rate (Figure 5.13b) obtained from Gibbs et al. (2021). We
used the highlighted periods for calibration and validation (Table 5.1). We computed erosion rates as the average erosion
between two consecutive measurements.

Erosion rates have a high correlation with environmental drivers such as wave power, positive degree
days (for both air and sea temperature), and duration of the sea ice-free period (Gibbs et al., 2021).
Environmental drivers vary inter-annually (Figure 5.14). Wave power and the number of positive degree
days are relatively low for the low erosion period (mid 2009 to mid 2011). For the high erosion followed
by low erosion period (mid 2012 to mid 2015), the number of positive degree days is high first, followed
by a period of moderate wave power. For the high erosion period (mid 2016 to mid 2018), the length
of the sea ice-free period is long, the number of positive degree days is high, and wave power is also
moderately high.

Since the thermo-morphological model is process-based, variations in environmental drivers resulted
in variations in erosion rates. Figure 5.14 reveals variations in environmental drivers for the different
validation periods, and Figure 5.13b indicates differences in erosion rates. Using the three different
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Figure 5.14: "(A) Cumulative wave power (WP) and the duration of the open-water season (OWS) normalized to the
1979-2009, 30 year mean; (B) positive degree day air and sea surface temperature (PDD and PDSST) conditions normalized
to the 1979-2009, 30 year mean; (C) First and last days of open water between 1979 and 2020 and linear trends of their rate of
expansion” Figure 9, Gibbs et al. (2021). Gibbs et al. (2021) correlated these environmental drivers with bluff retreat. Reprinted
from Gibbs et al. (2021).

periods made it possible to assess the skill of the model in reproducing varying erosion rates when
forced by varying environmental drivers.

To compare modelling results against measured bluff retreat, we required a method for extracting the
bluff edge from a given bathymetric transect. Palaseanu-Lovejoy et al. (2016) present a method for
detecting bluff edges. This method connects an onshore and offshore point with a line and defines the
bluff edge coordinate as the point with the largest (positive) perpendicular distance to this line (Figure
5.15).
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Figure 5.15: Example of determination of the bluff edge location for a schematized bathymetry, where the first and last point

are connected with a red line (Figure 5.15a). Figure 5.15b plots the distance to this red line for the entire transect. We define
the bluff edge coordinate as the point with the largest positive distance to the red line (Palaseanu-Lovejoy et al., 2016).
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5.3. Calibration and Validation

The thermo-morphological model consists of two modules (Chapter 4): the thermal module and the
XBeach module. Hence, the calibration and validation of the thermo-morphological model consisted of
two parts. Firstly, we calibrated and validated the thermal module separately using ground temperature
data. Secondly, we calibrated and validated the integrated thermo-morphological model using bluff
retreat data.

The morphological module uses the physics-based model XBeach, which has been validated exten-
sively and has shown accurate results in a number of test cases (Roelvink et al., 2009). However, the
current case study varies from standard XBeach applications at temperate latitudes and (moreover)
we require the accurate modelling of long-term morphodynamics while only simulating short-term hy-
drodynamics. We thus re-calibrated some XBeach settings (i.e., critical dry slope and fac,;). This
re-calibration occurred as part of the calibration of the integrated thermo-morphological model.

5.3.1. Thermal Module Calibration

We developed the thermal module to predict the ground temperature distribution to determine the thick-
ness of the erodible layer (Section 4.3). We assessed the ability of the thermal module to accurately
predict ground temperature using timeseries of ground temperature (Section 5.2.4).

For the calibration of the thermal module, we varied four different parameters (Section 5.2.3). These
parameters include the frozen and unfrozen thermal conductivity, the water/ice content, and the surface
flux factor. During preliminary testing, we found that the thermal module was sensitive to the values of
these parameters. Since no data are available for these parameters, we selected them as calibration
parameters.

Intuitively, we expected that a lower surface flux factor results in a lower heat flux into the soil, which
reduces active layer depth. However, the complexity of the system makes it difficult to predict the
response of the system to varying parameters. The response of the system to a change in heat con-
ductivity and water/ice content is difficult to predict (Figure 5.16). Therefore, a brute force method is
adopted. We tried three different values for each parameter (Table 5.2), resulting in a total of 3* = 81
simulations during this calibration.
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Figure 5.16: Diagram of the processes being affected by changes in parameters. This diagram shows an overview of
first-order responses of the system to changes in water/ice content and thermal conductivity, and does not include complex
feedback loops.
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Table 5.2: Parameters used to calibrate the thermal module.

Parameter | Description Values Source

Kfrozen Thermal conductivity of frozen soil [W/m/K] 0.7,1.7,2.7 Kasper et al. (2023)
Kunfrozen Thermal conductivity of unfrozen soil [W/m/K] | 0.6, 1.05, 1.5 Kasper et al. (2023)
Np Water / ice content of soil [-] 0.45, 0.55, 0.65 | Kasper et al. (2023)
Olsurface flux Surface flux factor [-] 0.6,0.8,1.0 -
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The soil temperature at deeper layers enters a relatively stable oscillation after approximately five years
(Figure 5.6). To be conservative, we used a spin-up time of 10 years during the calibration to account
for deeper soil layers. The thermal module is relatively quick and facilitates these simulation periods.
We then extracted the predicted temperatures for the 17 different soil layers from the simulation results
for the time period covered by the data (Figure 5.11a).

For each combination of parameter settings, we computed the Root Mean Square Error (RMSE) for
each layer using the modelled and measured temperature data (Figure 5.17). We found the lowest
RMSE for the following parameter values (corresponding to RunID ’cal_gt61’ in Figure 5.17):

kfrozen =27 W/m/K,
kunfrozen = 06 W/m/K,
np = 0.65,

Osurface flux = 1

RMSE for calibration runs (for each soil layer and total)
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Figure 5.17: The Root Mean Square Error (RMSE) of each calibration run summed for all soil layers. The total height of each
bar represents the total RMSE in Kelvin. We found the best RMSE for the simulation with RunID ’cal_gt61’, annotated with
‘best’ in Figure 5.17.

The predicted temperature is plotted against the measured temperature in Figure 5.18.
The total RMSE from Figure 5.17 further shows three 'groups’ of simulations:

* Group 1: cal_gt1 - cal_gt27
» Group 2: cal_gt28 - cal_gt54
» Group 3: cal_gt55 - cal_gt81

The differences in total RMSE within these groups are relatively small compared to differences in total
RMSE between groups. These groups are characterized by a different thermal conductivity of frozen
soil, where group 1, 2, and 3 (numbered in ascending order from left to right) have values of 0.7, 1.7,
and 2.7 W/m/K for the thermal conductivity of frozen soil respectively.

For higher values of the thermal conductivity of frozen soils, the total RMSE decreases, mostly due to
the reduced contribution of deeper soil layers. Deeper soil layers are more sensitive to changes in the
thermal conductivity of frozen soil. This is likely caused by the deeper layers being frozen year-round
and thus being more sensitive to changes in the frozen soil thermal conductivity.

5.3.2. Thermal Module Validation

Using the calibrated parameter settings (Section 5.3.1), we performed a validation simulation with the
second ground temperature dataset (Section 5.2.4). This dataset contains soil temperature at four
different layers for the year 2011.
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Figure 5.18: Modelled and measured temperature for different soil layers over time. The measured temperature comes from

the calibration dataset.

Figures 5.19a, 5.19b, and 5.19¢c show a comparison between modelled and measured temperature

over time, a direct comparison for each data point, and the RMSE respectively.

The model performed better for the upper soil layers (Figure 5.19). At greater depths, temperature was

consistently under-predicted. This has three likely explanations:

» Convergence of initial conditions
The convergence of initial conditions may take considerably longer for deeper soil layers (Figure
5.6). For upper soil layers, hardly any change is noticeable after a year when modelling the same
year repeatedly. This means that temperatures in the upper soil layer reached a stable oscillation
much faster, whereas deeper soil layers required more time to adapt to the boundary conditions.

+ Heterogeneity soil

Soil heterogeneity might explain the under-prediction of soil temperature at deeper layers. Cur-
rently, we assumed that soil properties are constant throughout the soil, i.e., we assumed the
thermal conductivity, heat capacity, and ice content to be equal near the surface and at deeper
layers. This means that the options for calibration are limited. For example, a higher frozen ther-
mal conductivity results in a lower RMSE at deeper soil layers but a slightly higher RMSE for layers
closer to the surface. This implies that the soil properties indeed vary over depth (Ravens et al.,
2023). Therefore, the under-prediction of temperature for deeper layers might have resulted from
an assumed soil homogeneity.

* Heat conservation
Since we used the finite difference method to discretize the enthalpy diffusion equation, heat
conservation is not enforced. This could smoothen temperature differences between layers over
time, leading to artificial diffusion of energy out of the system.

It is unlikely that the under-prediction of temperature for deeper layers relates to the boundary condi-
tions. Temperature in the upper soil layers was predicted accurately (Figure 5.19a). The upper layers
are more sensitive to the boundary conditions at the surface. If the surface boundary conditions would
result in an under-prediction of temperature in deeper layers, this should also have been visible in upper

soil layers, which is not the case.

The purpose of continuously modelling the soil temperatures was to obtain the thaw depth. A first-
order estimate of the maximum thaw depth resulted in a value of 0.7 meters (Figure 5.20). Since the
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prediction of the model is accurate up to a depth of at least 1 meter (Figure 5.19) with an error lower
than 0.5 Kelvin, we assumed that we predict the thaw depth accurately, which is a prerequisite for
moving on to the validation of the integrated thermo-morphological model.
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Figure 5.19: Modelled and measured temperature for different soil layers over time (5.19a), measured versus modelled
temperature for different soil layers (5.19b), and RMSE of modelled temperature with respect to measured temperature for
each soil layer (5.19c). Note that the measured temperature data contains an anomaly around 2011-09-12 (Figure 5.19a). This
anomaly (highlighted in grey) is due to the measuring equipment being temporarily removed from the borehole for a data check.
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Figure 5.20: Complete temperature profile for validation simulation for the entire modelling depth (Figure 5.20a) and zoomed
in to the upper two meters (Figure 5.20b). Both plots include the predicted thaw interface, for a dia of 20 cm. We assumed a
horizontal surface in the year 2011.
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5.3.3. Thermo-morphological Model Calibration

To account for inaccurate initial conditions, we ran the model from the start of the year for each of the
calibration/validation periods (Table 5.1). For example, the first period starts on August 2nd 2009, since
that is the date of the first data point within that period. However, the starting date of the simulation
was set to January 1st 2009.

The calibration of the integrated thermo-morphological model was done iteratively by adjusting the
following (categorized) parameters (Section 5.2.3):

» XBeach module
— critical dry slope
— facys

* Thermal module
- dthaw

- Nthermal
* Python wrapper

— Ry,-threshold

— inter-storm XBeach activations

Table 5.3: List of parameters varied during calibration of the integrated thermo-morphological model, with respective values
used. Not each combination of parameter values was tested.

Parameter Description Values
critical dry slope Angle of repose for non-submerged 0.6;1.0
material [-]
facya XBeach calibration factor governing 0.0; 0.175; 0.225;
onshore transport [-] 0.275; 0.325; 0.375;
0.425
Ry,-threshold Threshold of predicted 2% run-up to 0.7;1.0
activate XBeach [m]
inter-storm XBeach Interval with which XBeach is activated 12; 168
activations regardless of sea ice or storms [h]
dthaw Depth that needs to be frozen before 0.10; 0.20; 0.30; 0.40

being treated as non-erodible [m]

Nihermal Number of nodes in 1D enthalpy 10; 100
models [1/meter]

A huge parameter space can be generated based on the listed parameters alone. However, due to
time constraints, an iterative approach was adopted instead of testing the full parameter space. An
overview of parameter values for the different calibration runs is given in Table 5.3. We pre-calibrated
the model based on calibration data and visualizations of the morphological evolution.

We mainly calibrated the model by adjusting XBeach parameters related to onshore transport through
wave skewness and asymmetry (Section 4.2.3). We set the Ryq,-threshold to 0.7 and 1.0 meters. We
used the second period (i.e., high erosion followed by low erosion) for calibration (Figure 5.13).

For each calibration simulation, we computed the RMSE using the difference between the predicted
bluff retreat and the measured bluff retreat (5.21). The lowest error is found for the following parameter
values (corresponding to 'val_per2_ 2’ in Figure 5.21):

critical dry slope  =0.6 [-]
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fac,a =0.0[],
Ryg,-threshold = 1.0 [m],
inter-storm XBeach activations = 168 [h],
dinaw = 0.20 [m] (3 nodes with a distance between grid points of 10 cm

corresponds to (3 — 1) x 10 cm = 20 cm),
]Vthermal =150 [']-

RMSE for the calibration period (with computation times)

151

Lowest RMSE

m]

RMSE [

120.5 h

Run ID

Figure 5.21: RMSE for each of the calibration simulations performed on period 2. We computed the RMSE from the difference
between available data points and modelled points with the same time signature (excluding the first point of each period, as we
used those as starting points of the simulation). The computation time is also included for each run.

Figure 5.22 plots the measured bluff retreat with the modelled bluff retreat. This modelled retreat uses
the calibrated parameter values.

Historic shore line and bluff edge location, with modelled bluff retreat for period 2
(calibrated parameter settings)
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Figure 5.22: Bluff edge and shoreline erosion data plotted against modelled erosion. Three different periods are highlighted,
which we used for calibration and validation. "Zero’ erosion occurs at the first measurement point within each period, after
which the model diverges from observations. We obtained modelled erosion with the calibrated parameter settings
('val_per2_2’ in Figure 5.21).

5.3.4. Thermo-morphological Model Validation

The calibration of the thermo-morphological model resulted in a set of parameters that minimized the
RMSE for the calibration period, i.e., period 2. We validated these parameter values with periods 1 and
3. The calibration and validation results are plotted relative to measured values in Figure 5.23.

We found the lowest RMSE when using the lowest onshore transport settings in combination with a low
Ryy,-threshold. However, using these settings resulted in complete erosion of the beach until the bluff
toe is located below the waterline (5.24).
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Figure 5.23: Bluff edge and shoreline erosion data plotted against modelled erosion. Three different periods are highlighted,
which are used for calibration and validation. 'Zero’ erosion occurs at the first measurement point within each period, after
which the model diverges from observations.
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Figure 5.24: Initial and final bathymetric transect for the simulation of period 2. The calibrated settings result in complete
erosion of the beach and the bluff toe is completely submerged after the simulation.

Therefore, we constructed a different set of parameter values to use during the sensitivity analysis
(Section 5.4). These parameter values are:

critical dry slope  =1.0[-]
fac,a =0.425[],
Ryy-threshold =1.0 [m],
inter-storm XBeach activations = 168 [h],

dinaw = 0.20 [m] (3 nodes with a distance between grid points of 10 cm
corresponds to (3 — 1) x 10 cm = 20 cm),

]Vthermal =150 [']v

We discuss the reasons behind choosing these values below. Complete overviews of the calibrated
parameter settings and the settings proceeded with for the sensitivity analysis (also referred to as 'base’
settings) are shown in Appendix F and Appendix G respectively.

Beach Erosion

The model systematically under-predicted erosion for the calibration period (Figure 5.23). Hence, in-
creasing bluff erosion by reducing onshore transport resulted in a lower error. However, this increased
erosion was facilitated by the disappearance of the beach.

In reality, a beach is present and the beach disappearing during the simulation is unrealistic. We can
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obtain a first-order estimate of beach width by looking at the distance between the shoreline and the
bluff edge. For a 10-meter-high bluff with a slope of 1:0.6, the beach width is equal to the distance
between the shoreline and the bluff edge minus 10 / 0.6 =~ 17 meters. In other words, a beach is
present if the distance between the bluff edge and the shoreline is larger than approximately 17 meters,
which is the case for most of the measurement period (Figure 5.23).

To retain the beach, onshore transport was artificially increased through fac,,. However, that reduced
erosion (either through reduced heat transfer directly from water into the bluff, or by reducing the number
of XBeach activations). The model already under-predicted erosion for period 2, so reducing erosion
further increased the error between the data and model predictions.

Even though increasing onshore transport gave a larger error, its larger onshore-directed transport
resulted in the transect more accurately resembling a profile that might be expected, especially when
we increased fac,, to value higher than its default value of 0.175 (Figure 5.25).

Bluff profile before and after simulation
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Figure 5.25: Bathymetric transect for simulations of period 2 with the same initial conditions and different onshore transport
settings. XBeach’s default onshore transport settings result in complete erosion of the beach.

Over-fitting of Data

We calibrated the model for the period 2012 - 2016. This period is characterized by relatively high bluff
retreat. The model was able to reproduce these results because the calibrated model settings used an
onshore transport factor of zero, leading to complete erosion of the beach. This allowed higher bluff
retreat rates to be modelled, which was desirable during periods for which the data shows high erosion
rates (e.g., periods 2 and 3 in Figure 5.23). This resulted in an over-prediction of erosion rates.

However the thermo-morphological model over-predicted erosion during the first validation period when
using the calibrated model settings (Figure 5.23). Predictions were fairly consistent with the data, i.e.,
mostly no bluff retreat for 2009 - 2011, except for a large erosion event in 2010. This error likely occurred
due to over-fitting of the available data.

A discrepancy visible occurred during period 2 in 2014 (Figure 5.23). In September of that year, the
predicted bluff position first retreated and then advanced back in the offshore direction. The topography
of the bluff shows no such bluff accretion (Figure 5.26). Hence, the bluff advancement was likely a result
of the method used to determine the location of the bluff edge (Figure 5.15). This method is sensitive
to gentler bluff face slopes, e.g., a value of 0.6.

Computation Times

The parametrization of Ry, uses the beach slope at the waterline to predict run-up and gives high
values when the bluff touches the water. This resulted in XBeach being activated more often, and
more bluff erosion, raising the question of whether or not XBeach is morphologically stable for the
calibrated parameter settings (for which facy, is equal to zero).

Complete erosion of the beach resulted in a higher slope at the waterline (i.e., the bluff slope) and
thus a higher expected 2% run-up and more XBeach activations. This was reflected by the fact that
computation times can be up to five times as high for parameter settings with lower onshore transport
(Figure 5.21).
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Simulated bathymetry during September 2014
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Figure 5.26: Modelled bathymetric transects for September 2014. We observed bluff retreat followed by bluff advancement
(Figure 5.23), though this is not reflected by the simulated bathymetry.

Increasing onshore transport prevented the disappearance of the beach. The result was a lower slope
at the waterline and less XBeach activations, i.e., shorter computation times.

Statistical Comparison of Different Settings

We plotted the model performance against the data for the calibrated parameter settings and the base
settings in Figure 5.27a and Figure 5.27b respectively, and included some statistics based on the model
fit. These statistics were obtained from a dataset with a limited size and should thus only be used to
obtain a qualitative insight into model correlation and relative performance.

The base settings resulted in a worse fit with the data, which is visible through the higher values of
the mean absolute error (MAE), the RMSE, and the lower value for the coefficient of determination
(R2). The base settings also resulted in a negative bias, i.e., an under-prediction of the bluff retreat.
The Pearson correlation coefficient » shows that the model prediction and data are still moderately
correlated (compared to the high correlation achieved with the calibrated model settings).

The calibrated parameter settings resulted in a lower error, bias, and correlation (Figure 5.27), even
though the actual physics were captured better by using the base settings (Figure 5.25). The base
parameter settings resulted in a larger error, which can mostly be explained by the large negative bias.
There is still a moderate correlation between model prediction and measured bluff retreat, and we thus
expected that the sensitivity analysis based on these settings still gave useful results.

Summary

The calibrated parameter settings resulted in complete beach erosion and large computation times.
Additionally, these settings were obtained from a limited dataset. We decided to proceed with higher
onshore transport for the sensitivity analysis in order to better represent the actual physics. Apart from
a large erosion event in 2012, these settings resulted in accurate predictions of the bluff retreat for
the calibration and validation periods (Figure 5.28). This erosion event is discussed further in Section
6.2.1.

Complete overviews of the calibrated parameter settings and the settings proceeded with in the sensitiv-
ity analysis (also referred to as 'base’ settings) are provided in Appendix F and Appendix G respectively.
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Figure 5.27: Measured and predicted location of bluff edge relative to the first measurement in each period. Perfect model
predictions would be plotted exactly on the line y = z, which is also plotted. Figure 5.27a indicates how well the model
prediction reflects the data for the ’best’ parameter settings found during calibration. Figure 5.27b shows this for the 'base’
parameter settings (used for the sensitivity analysis). Statistical metrics (Mean Absolute Error (MAE), Root Mean Square Error
(RMSE), Coefficient of Determination (R?), Bias, and Pearson Correlation Coefficient (r)) are also printed for both of these
parameter settings.

Historic shore line and bluff edge location, with modelled bluff retreat for calibration and validation periods
(base parameter settings)

200

'g Period 1

= 1907 ——- Base settings _—

8 3

c 180+ /\/

[

—

Q 170 e

g Period2  __ymmeeae——s=- ata
1601 Base settings Bluff edge

g 9 —— Shore line

&= 150

0] Periods

Y 1404 . - =

% Period 1 (validation): low erosion

H 1304 Period 3 Period 2 (calibration): high erosion

=) | —— Base settings Period 3 (validation): high and low erosion
120

2000 2002 2004 2006 2008

2012 2014 2016 2018 2020

Time [years]

Figure 5.28: Predicted and measured bluff retreat for calibration and validation periods. The predicted bluff retreat uses the
‘base’ parameter settings (i.e., increased onshore transport). These settings lead to good predictions for the validation periods
but underestimates the large bluff retreat for the calibration period (period 2) occurring in 2012.
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5.4. Sensitivity Analysis

5.4.1. Description and Model Setup

To begin the sensitivity analysis, we performed a baseline simulation. We obtained the parameter set-
tings for this baseline simulation through calibration and validation (Section 5.3.3 and 5.3.4). However,
the calibrated model settings resulted in unrealistic beach erosion and were thus tweaked to reflect
reality better. Exact model parameters for the baseline simulation are provided in Appendix G.

We performed a number of simulations with different parameter settings to compare against the baseline
simulation. We computed erosion for the baseline simulation and for the simulations with different
parameter settings. This allowed inter-comparison of the relative influence of varying model settings
on the computed total erosion. The baseline run was performed for the period 2017-01-01 to 2019-
01-01. This period had a substantial amount of bluff erosion (Figure 5.23) and is thus suitable for
considering varying erosion rates by using varying parameter settings.

Running the baseline simulation took approximately two hours (for simulating a period of two years). A
period longer than two years would result in too large computation times, which would be unfeasible for
the sensitivity analysis in the current studies. For the baseline simulation, XBeach simulates ~4.4% of
the entire simulations period but takes up ~64% of computation time. Computation time is discussed
further in Appendix J.

Until this point in the thesis, we considered bluff retreat for calibration and validation of the thermo-
morphological model. However, due to limitations of horizontal grid resolution, retreat could only occur
in intervals of the grid spacing, i.e., about two meters. This made bluff retreat unsuitable as the depen-
dent variable in the sensitivity analysis because the horizontal grid resolution was insufficient to detect
subtle changes in the output.

A less discrete variable is the volume loss from the upper part of the bluff (AV,,). XBeach simulates
avalanching as a direct sediment exchange between grid cells if a critical slope is exceeded. This
means that slumping effectively occurs by lowering the elevation of the grid cell that is located the
highest in the bluff face. Once the critical slope is reached (i.e., the angle of repose or dry slope), the
bed level of the next grid cell starts lowering and the bluff instantly retreats by two meters. The volume
in the upper layer of the bluff is thus a more continuous variable than the total bluff retreat.

Specifically, we considered the upper five meters of the bluff (measured vertically downward from the
top of the bluff) for volume loss. This threshold is larger than the critical slope times the grid spacing
(i.e., 0.6 x 2 = 1.2 meters). However, the threshold does not reach the slump at the bluff toe, making it
suitable for sensitivity analysis.

We computed the volume loss AV, by considering only the part of the domain that is higher than the
bluff height minus the threshold of five meters. We computed the total volume present in that soil layer
before and after a simulation through numerical integration using the composite trapezoidal rule. An
example of a volume loss computation is visualized in Figure 5.29.

Example of computation of volume loss from upper bluff
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Figure 5.29: Visualization of how we computed volume loss. This example plots the initial topography and the output
bathymetry for the baseline simulation, and the difference in volume for the upper 5 meters of bluff.

We considered three levels of sensitivity. These levels are:

Level 1:  For the first level, we varied individual model parameters. We distinguished three cate-
gories: physical parameters, model (numerical) parameters, and bathymetry parameters.
Physical parameters relate directly to the physical processes that are being modelled.
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Table 5.4: Variations in parameters used for sensitivity analysis of the integrated thermo-morphological model. We varied most
parameters by +£20%, but there are exceptions (listed below).

Level Sub-level Standard variation Exceptions (strategy)

- Longshore transport gradient (+0.01)

1 Physical 20% - Melting temperature water (+1 ° K)
- Latitude (£ 5 °)
1 Model 20% - Thaw threshold (+1 node)

—_

Bathymetry 20% -
- Water level (0.1 m)

2 - 20% - Sea temperature (£+2 ° K)
- Air temperature (+ 2 ° K)
3 - - - Thermal module (off)

- Solar flux calculator (off)

These parameters include e.g., dry/wet slope, thermal conductivity and heat capacity of
the soil. Identifying important physical parameters is the key towards advising which pa-
rameters are important to research more closely.

Model parameters relate to calibration factors and numerical parameters introduced in the
thermo-morphological model, e.g., the interval with which XBeach is activated regardless
of storms or sea ice, the number of surface nodes required to be thawed before being
available for erosion, and the sea ice threshold.

Bathymetric parameters relate to the initial bed level of the modelled coastal transect. We
used a schematized bathymetry, and bathymetric parameters relate to e.g., the schema-
tized bluff height, beach slope, etc.

Level 2: For the second level, we considered different environmental drivers. This includes hydro-
dynamic forcing variables like waves and water levels, and thermodynamic forcing such
as long- and shortwave radiation.

Level 3: For the third level, we assessed the relevance of the entire thermal model in predicting
the morphological development of a permafrost coast. Additionally, we tested the impact
of the solar flux calculator on upper bluff erosion.

We created other parameter settings based on the One-At-a-Time (OAT) method (Hamby, 1994). This
is one of the simplest methods used in sensitivity analyses, as it varies a single parameter at a time
relative to the baseline. We chose this method for its simplicity. Though nonlinear effects (i.e., com-
pounding effects of varying multiple parameters at a time) were unaccounted for, this method provided
straightforward first estimates of model sensitivity.

We tested the sensitivity of 43 parameter settings. We tested two values per parameter setting, one
being lower and one being higher in comparison with the baseline simulation. We performed two ad-
ditional simulations for level 3 of the sensitivity analysis, for which we disregarded the thermal module
(Section 4.3) and the solar flux calculator (Section 4.3.5). Including the baseline simulation, we per-
formed 89 simulations for this sensitivity analysis.

We attempted to use a consistent method for varying parameters for each (sub)level of the sensitivity
analysis. For most parameters, we added (subtracted) twenty percent to (from) the default value in the
baseline simulation. However, this strategy did not work for all parameters. For example, varying the
melting temperature of water (273.15 Kelvin by default) by ten percent is highly unrealistic. Instead,
we used a more realistic one percent variation. Table 5.4 provides an overview for each sub-level of
how much each parameter is varied, with each exception listed. Exact parameter values are given in
Figure 5.30.

The results of the three levels of sensitivity analysis are presented in the next section.
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5.4.2. Results

This subsection presents the results of the sensitivity analysis. Figure 5.30 visualizes the model’s total
predicted erosion for different settings, ordered by total predicted erosion. Appendix H provides these
same results but ordered by sub-level. We discuss the results for each level of the sensitivity analysis

below.

Thermal module (On [-])

Critical dry slope (0.6 [-])

BIuff slope (0.6 [-])
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Nearshore slope (0.03 [-])
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Figure 5.30: Results of the sensitivity analysis. Each bar represents the difference in volume loss from the upper bluff between
the baseline simulation and simulations with different parameter settings, in descending order from most to least sensitive.
These parameter settings are either lower or higher relative to the base simulation. Parameter settings from the base
simulation are shown next to their respective variable. We ordered the parameters by the sum of the absolute difference

between the base simulation and the simulation with varied parameters.



5.4. Sensitivity Analysis 61

Level 1: Individual Parameters
We distinguished three categories of individual parameters: physical parameters, model parameters,
and bathymetry parameters.

Bathymetric parameters

Bathymetric parameters directly describe the initial bathymetry of the simulated transect. AV, was
influenced most by the bluff slope, the nearshore slope, beach width, and bluff height (Figure 5.30).
Decreasing the nearshore slope by 20% (and hence, widening the nearshore zone as the maximum
nearshore depth remains constant) resulted in a similar decrease in AV,,. Increasing the nearshore
slope by that same percentage increased AV, by about 25%.

Though the erosion volume varies depending on the settings, the actual bluff retreat is similar for dif-
ferent initial conditions of the bluff (Figure 5.31). A 20% wider beach reduced AV, by a bit over 10%.
Finally, a decrease in the height of the bluff resulted in an increase of AV, of over 10%. A higher bluff
was slightly less vulnerable to erosion, which is consistent with Lantuit et al. (2012).

A wider beach and a lower nearshore slope (and thus wider nearshore) lead to a lower erosion volume
(Figure 5.30). This is explained by the increased energy dissipation that resulted from the larger dis-
tance between the offshore wave generation and the bluff. Due to this increased energy dissipation,
less erosion occurred and the run-up is generally lower. The latter means XBeach was activated less
often, which further reduced AV,,. Furthermore, an increased beach width meant that contact between
the water and bluff was less frequent, which decreased AV,.
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Figure 5.31: Pre- and post-simulation bathymetric transect for the baseline simulation and four other runs with different initial
bluff geometry (i.e., different initial conditions for bed level): a lower and higher initial bluff height (Figure 5.31a and Figure
5.31b respectively, and a gentler and steeper initial bluff slope (Figure 5.31c and Figure 5.31d respectively).

Physical parameters

Physical parameters mainly relate to soil properties. The dry angle of repose of sediment had the
largest influence on AV, (Figure 5.30). Increasing this critical dry slope resulted in a lower AVjy.
Other important soil properties are the particle density and the sediment diameter, and to a lesser
extent the wet angle of repose, the soil’s thermal conductivity, and ice content (Figure 5.30).

Both an increase and decrease in critical wet slope increased AV,,, which indicates a local mini-
mum. Decreasing the critical wet slope enhanced sediment transport in offshore direction by increasing
avalanching in offshore direction, which increased AV,,. The increase of AV, due to a higher critical
wet slope can be explained by the run-up formulation used (Stockdon et al., 2006) to determine when
XBeach is activated, i.e., when the predicted run-up exceeds the R,q,-threshold. This formulation uses
the bed slope at the waterline, which depends on the critical wet slope. Increasing the critical wet
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slope from 0.1 to 0.12 led to an increase in the number of XBeach activations, from 293 to 326. The
decreased offshore directed avalanching (in case of a higher critical dry slope) was outweighed by the
increased erosion due to the increased number of XBeach activations.

The values used for the volumetric heat capacity of frozen soil, the thermal conductivity of unfrozen
soil, and the ground ice content by the baseline simulation also lead to local minima of AV, (Figure
5.30). The mechanisms through which changes in these parameters induced a local minimum of AV,
are as follows:

* Increasing the volumetric heat capacity of frozen soil meant that frozen material took longer to
heat up and cool down. This induced a delay in thawing at the start of summer but also delayed
freezing in fall. The larger October storms gained more erosive potential due to a relative increase
in active layer depth. Reducing the volumetric heat capacity effectively had the reverse effect,
but increased the active layer depth during summer, leading to more erosive potential during the
summer months.

Increasing the thermal conductivity of unfrozen soil had a similar effect. A lower thermal con-
ductivity in unfrozen soil (i.e., the upper soil layer / active layer) led to a delay in thawing and
refreezing, which likely increased erosion during the fall months. Increasing the thermal conduc-
tivity deepened the active layer during the summer months, leading to an increase in AV{p.

Increasing the ground ice content led to a change in soil density, which directly influenced the
soil's specific heat capacity. Its effects were therefore similar to changes in the volumetric heat
capacity.

Additionally, increasing ice content increased the latent heat required to thaw the soil. This again
led to a delay in thawing, but the increased storage of energy as latent heat also delayed the
refreezing at the end of the season. Decreasing the ground ice content induced a deepening
of the active layer during the season, leading to an expected increase in AV,,. This effect was
outweighed by the first process, as we do not observe a local minimum when varying the latent
heat of fusion of water (Figure 5.30).

We found another local minimum of AV,,, for different values of the longshore transport gradient, though
we did not perform sufficient analyses to discuss this further.

Due to the different approach we used for varying the melting temperature of water, comparing the
effect of varying the melting temperature to other parameters is not possible. However, the effect of
varying the melting temperature should not be understated. An increase in melting temperature led
to less soil being thawed, the active layer depth being reduced, and ultimately a decrease in AV,. A
decrease in melting temperature led to an increase AV, by deepening the active layer.

Increasing the latent heat of fusion (meaning more energy is needed during the thawing process) had
the same effect as increasing the melting temperature, though to a lesser extent. Increasing the geother-
mal gradient slightly increased the heat flux at the bottom boundary, which induced a small increase in
AVp.

The geometry of the bluff is an important factor for controlling erosion of the upper bluff (Figure 5.30).
Small variations in the critical dry slope and the initial bluff slope induced large differences in erosion
of the upper bluff. Part of the importance of these slopes is explained through the dependent variable
that we used in the sensitivity analysis, i.e., volume loss from the upper five-meter-deep layer of the
bluff (AVp).

If we reduced the critical dry slope, the initial slope would immediately exceed the critical slope, which
led to immediate avalanching of material from the upper bluff to the bluff toe, which induced volume
loss from the upper bluff. Similarly, if we increased the initial bluff slope, it would exceed the critical dry
slope, again leading to avalanching and volume loss. Conversely, if we increased the critical dry slope,
erosion of the bluff toe did not lead to immediate avalanching. In that case, more erosion of the bluff
toe was required before avalanching started to occur, reducing the total erosion volume of the upper
bluff (though not necessarily the total erosion of the entire bluff).

Model parameters
The Ryq,-threshold, surface flux factor, and thaw threshold each affected AV}, (Figure 5.30). Increasing
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the Ry,q-threshold led to fewer XBeach activations, which reduced erosion. Reducing the surface flux
factor effectively reduced the surface heat flux for both incoming and outgoing fluxes. This means that
thawing was slowed down during the warmer months, and refreezing was delayed into late fall. The
active layer remained erodible during storms occurring later in the year, which enhanced erosion, similar
to the effect seen with the (frozen) volumetric heat capacity, and the (unfrozen) thermal conductivity.
Conversely, an enhanced surface heat flux due to an increased surface flux factor led to a deepening
of the active layer during warmer months, deepening the active layer, and thereby enhancing erosion.

Furthermore, reducing the thaw threshold reduced erosion. Erosion was enhanced when fewer sur-
face nodes were required to be frozen before the surface was treated as non-erodible. Specifically,
increasing the number of nodes from three to four (thus increasing the threshold distance from 20 to
30 cm) resulted in an increase of AV, of approximately ten percent.

The model parameters are discussed further in Appendix I.

Level 2: Environmental Drivers
It is difficult to directly compare all environmental drivers due to the different strategies used to vary the
water level, and sea- and air temperature (Table 5.4).

Varying the air temperature had a larger effect on the resulting AV,, compared to the seawater tem-
perature (Figure 5.30). An increase in air temperature of two degrees increased AV, by about 15%.
Decreasing air temperature by that same amount had a larger effect, decreasing volume loss by ap-
proximately 25%. Variations in AV, due to changes in sea temperature were smaller. AV,;, was less
sensitive to lower values of the sea temperature, but higher values did induce more erosion, likely due
to increased convective heat transfer into the bluff during storm events.

In contrast with the solar radiation radiation flux which is effectively zero during the (polar) night, air
temperature continuously affects the bluff through the convective heat flux at the surface. The surface
ground layer reacts instantaneously to the air (and sea) temperature, as the convective flux is a function
of the temperature difference at the interface of the ground and air (or sea).

The relative importance of the different surface heat fluxes on bluff erosion can be assessed (Figure
5.30). The largest control on volume loss is exerted by longwave radiation, followed by the latent heat
flux, the shortwave heat flux, and the convective heat flux. The local minimum for the convective heat
flux can be explained in the same way as the surface flux factor. An increase of the convective heat
flux (both in and out of the soil) led to faster and deeper thawing in the warmer months, but also faster
refreezing. A decrease of this flux led to a slower thawing in combination with a delayed refreeze.

The longwave and latent heat flux also show local minima with respect to the base simulation (Fig-
ure 5.30). Since these fluxes are mostly negative throughout the year, the explanation given for the
convective heat flux does not apply here. This effect should be researched further.

Variations in wave period and wave height also led to small variations in eroded volume. Shorter wave
periods resulted in less erosion and longer wave periods resulted in more erosion. 20% higher waves
resulted in an increase of AV, of approximately 25%, and 20% lower waves resulted in a decrease of
AV, by approximately 10%.

An increase in water level of 0.1 meters enhanced coastal erosion by approximately 15% (Figure 5.30).
This can be attributed to three processes. Firstly, a higher water level increased run-up and thus
increased the number of times the R,¢-threshold was exceeded, i.e., activating XBeach more often.
This led to more erosion. Secondly, the higher water level allowed more wave energy to reach the
coast, further increasing run-up and erosive forces on the beach. Thirdly, the increased run-up led to
more convective heat transfer from water into the bluff. Since convective heat transfer from water into
soil occurs on a shorter time scale in comparison to convective heat transfer from air into soil, a high
run-up can lead to the rapid thawing of upper soil layers, making more sediments available for erosion
in the lower bluff face.

Level 3: Thermal Module

Disregarding the thermal module resulted in an increase of AV, of almost 100%, (Figure 5.30). The
thermal module restricted the erosion predicted by XBeach through the non-erodible layer. The bud-
get of sediment available for erosion was lowered. Removing the thermal module resulted in higher
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erosion rates, and a completely different post-simulation profile (Figure 5.32). Sediment eroded from
the bluff was mainly deposited on the beach and accreted in the nearshore zone, resulting in a higher
profile relative to the baseline simulation. Furthermore, disregarding the thermal module resulted in the
formation of a higher and wider beach.
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Figure 5.32: Transect showing the initial bed level and the post-simulation bed level for both the simulation with base
parameter settings, with and without the thermal module.

To confirm that the thermal module restricts erosion and bluff erosion is increased when the thermal
module is disregarded, the simulations done during calibration and validation of the integrated thermo-
morphological model were repeated without the thermal module (Figure 5.33). When the thermal mod-
ule was disregarded, the model systematically predicted a higher bluff retreat, though not as high as
the results found using the calibrated parameter settings (Section 5.3.3).
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Figure 5.33: Timeseries of measured bluff and shoreline erosion used for calibration and validation of the
thermo-morphological model. The three periods used for calibration and validation are highlighted. For these three periods, we
performed model runs for the calibrated parameter settings (orange), the base parameter settings (blue), and the base
parameter settings without the thermal module (green).

The model predicted less bluff retreat when the thermal module was active (Figure 5.33 and Figure 5.30).
Additionally, the predicted erosion diminished with time without the thermal module (Figure 5.33). This
is due to the wide beach that formed when the thermal module was not used (Figure 5.32). This beach
formed over time and blocked most contact between the water and the bluff once wide enough.

The formation of the beach led to less frequent contact between the water and the bluff and thus a
reduction in the predicted run-up. The R,y was generally lower because there was no contact between
the water and the bluff, which reduced the amount of XBeach activations. This effect was enhanced
over time, as the beach formation could only occur when XBeach was active (i.e., during storms, when
hydrodynamic conditions are generally erosive). As the beach formed, bluff erosion diminished, leading
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to a predicted slowdown of bluff retreat for each of the periods used during calibration and validation
(Figure 5.33).

The effect of the shortwave flux can be seen not only by directly adjusting the incoming solar radiation
but also through the solar flux calculator. Disregarding the solar flux calculator resulted in approximately
15% more volume loss from the upper bluff. Disregarding this calculator means that the topography
in the entire domain is assumed horizontal when computing the shortwave heat flux. In reality, parts
of the domain were inclined, especially at the bluff. This effectively reduced the surface heat flux for a
north-facing inclined surface when the sun is in the south, and increased the surface heat flux for the
same surface when the sun is in the north. The bluff at Barter Island faces (approximately) northward
at an incline of about 31°. The solar flux calculator has two main effects:

1. The bluff is covered in its own shadow around the sunset and sunrise of the polar night. The
solar flux calculator takes this into account, and the influence of solar radiation on the thawing of
the bluff face during spring is thus lowered by the solar flux calculator. As such, disregarding the
solar flux calculator mainly leads to an increase in erosion, likely due to the early thawing of the
bluff as well as delaying the refreezing at the end of the season due to an increase in shortwave
surface heat flux around these times.

2. Additionally, during the polar day, solar radiation may come from the north and hit the bluff at an
angle closer to perpendicular compared to the flat surface on top of the bluff. This means the
solar radiation flux at the surface should be larger compared to a horizontal surface. The solar
flux calculator increases the radiation flux in this case which should lead to a deepening of the
active layer and a higher potential for erosion of the bluff. Conversely, disregarding the solar flux
calculator should thus lead to less bluff erosion.

The first effect is dominant, as disregarding the solar flux calculator leads to an increase of AV, (Figure
5.30). This implies that the timing of thawing and freezing at the beginning and end of the season
respectively were important in controlling erosion rates, which highlights the importance of storm timing
(Ravens et al., 2023). This is discussed further in Section 6.1.3.

The exact effect of the solar flux calculator depends on latitude, bluff slope (i.e., critical dry slope),
and bluff orientation. However, the result of varying these parameters with and without the solar flux
calculator can not be assessed due to the method we used for this sensitivity analysis (i.e., One-At-
a-Time). More simulations with different combinations of latitude, bluff slope, bluff orientation, and
with/without solar flux calculator should be performed to obtain a better understanding of the influence
of solar radiation on thermal denudation.

Summary

Of all tested parameters, the upper bluff erosion AV, predicted by the thermo-morphological model
was most sensitive to changes in the following twelve parameters (in order of descending influence,
with a short explanation, Figure 5.34):

* Thermal module
Disregarding the thermal module resulted in an almost 100% increase of volume eroded from the
upper bluff (AV,p). Without the thermal module, erosion was not constrained to the active layer
and morphodynamic activity could occur for the entire soil depth.

Critical dry slope & Bluff slope

The method of computation of AV, is sensitive to the dry slope and critical slope. Increasing
the critical dry slope or decreasing the initial bluff slope resulted in more sediment that needed
to be eroded from the bluff toe before avalanching could occur, which had an insulating effect
on AV,,. Conversely, decreasing the critical slope or increasing the initial bluff slope resulted in
immediate avalanching at the onset of a simulation (i.e., avalanching as soon as the active layer
thaws), resulting in an increase of AV,

* Melting temperature water
Decreasing the melting temperature resulted in a deepening of the active layer (i.e., an increase
of material available for erosion) which increased AV[,. Decreasing the melting temperature
resulted in less energy being required to thaw the soil and thus a deepening of the thaw depth,
which facilitated more erosion.
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* Nearshore slope
A decrease in nearshore slope effectively widened the nearshore (as the difference in depth
remained the same) and thus increased the distance between the offshore boundary and the
bluff. This increased distance led to more wave energy being dissipated before reaching the
coast. An increase in nearshore slope had the opposite effect.

+ Particle density sediment & Mean sediment diameter (D50)
An increased sediment particle density restricted erosive potential by requiring more wave energy
to be eroded. A decrease in sediment particle density had the opposite effect. Similar results were
observed when varying the mean sediment diameter.

* 2m air temperature

Increasing the air temperature induced a higher convective heat flux into the top layer of the soil.
As more energy was infused, the active layer deepened, which increased erosive potential. Fur-
thermore, thawing occurred earlier in the year and refreezing occurred later, which widened the
yearly window during which the surface soil layer was thawed. The chances of storms occurring
within this window were higher, which also intensified erosion. In contrast, decreasing air tem-
perature reduced the convective heat flux into the soil during thawing and accelerated refreezing,
which reduced active layer depth and shortened the season during which erosion would occur,
ultimately inducing less erosion.

+ Wave height
Increasing the wave height led to more wave energy being transmitted to the coast which in-
creased AV,. Additionally, higher wave heights were associated with a higher predicted run-up,
i.e., a larger number of events during which the Ry¢,-threshold was exceeded and thus more
XBeach activations, which also led to more erosion. Decreasing the offshore wave height had
the opposite effect.

Ryy,-threshold
Decreasing the Ryq,-threshold induced more XBeach activations and thus more erosion. Increas-
ing the Ry¢,-threshold decreased the number of XBeach activations per simulation, which re-
stricted erosion.

+ Solar flux calculator
Disregarding the solar flux calculator increased the shortwave heat flux during the spring and
fall months as the angle between the incoming rays of sunlight and the bluff was overestimated
without the solar flux calculator. This accelerated thawing and delayed refreezing, which widened
the yearly window during which erosion can occur. This resulted in a higher predicted AV{y.

» Water level
A higher water level is associated with more wave energy being transferred to the coast and thus
more coastal erosion. Furthermore, a higher water level facilitated convective heat transfer from
the water directly into the bluff, which injected more energy into the soil and thus warms the soil.
Finally, an increased water level leads to a higher predicted 2% run-up and thus more XBeach
activations, which also increased AV,,. This all led to an increase of AV, when we increased
the water level. A decrease in water level had the opposite effect.
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Erosion volume when varying model parameters one at a time
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Figure 5.34: Results of the sensitivity analysis, for the top twelve most influential parameters (i.e., the parameters to which the
thermo-morphological model is most sensitive with respect to bluff erosion). These parameters include the exceptions (i.e.,
deviations different than 20%, table 5.4), so comparisons for these should be done indirectly. Each bar shows the difference in
volume loss from the upper bluff between the baseline simulation and simulations with different parameter settings, in
descending order from most to least sensitive. These parameter settings are either lower or higher relative to the baseline
simulation. Parameter settings from the baseline simulation are printed next to their respective variable on the left. We ordered
the parameters by the sum of the absolute difference between the base simulation and the simulation with varied parameters.



Discussion

6.1. Climate Change

In the context of the sensitivity analysis performed in Section 5.4, we can relate climate change to four
input parameters:

 Air temperature

» Sea temperature
» Water level

» Sea ice coverage

6.1.1. Air and Sea Temperature
Increases in air temperature, sea temperature, and water level are all directly associated with increased
bluff erosion. Since global temperatures are expected to rise further in the future, especially in the Arctic

(Ballingeretal., 2022; Chylek et al., 2022; Rantanen et al., 2022), we expect that the compounded effect
of an increase in air- and sea temperature will enhance coastal erosion.

We performed three additional simulations to research the effect of air temperature on long-term (i.e.,
decadal) bluff erosion. Bluff erosion being larger for higher air temperatures is not only true on the time
scale of single storms, but also shows long-term trends (Figure 6.1). Even though not all years result
in additional erosion for higher temperatures (as erosion is still tightly coupled to specific storm timing,
Section 6.1.3), increased air temperature does lead to additional bluff erosion on a decadal basis. The
erosion even accelerates over time as the permafrost degrades and adjusts to the external heat forcing,
which indicates that the system is out of balance.
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Figure 6.1: Volume loss from the upper bluff for three ten-year simulations. The first simulation employs the base parameter
settings (Section 5.3.4), the second simulation adds two degrees to the air temperature, and the third simulation subtracts two
degrees from the air temperature.
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6.1.2. Relative Sea Level Rise

Increases in the relative sea level are associated with higher erosive potential due to more waves
reaching the coast (Gibbs et al., 2019; Irrgang et al., 2022). Our sensitivity analysis reflects this, likely
due to increased permafrost thawing as a result of convective heat transfer from water into the bluff,
which is known to cause permafrost degradation (Sinitsyn et al., 2020; Kim et al., 2021). Furthermore,
increases in relative sea level are associated with mostly thermal abrasion because more waves can
reach the coast and contact between the seawater and bluff is more frequent (Gibbs et al., 2019).
More frequent contact between the seawater and the bluff leads to higher erosion rates (Ravens and
Peterson, 2021), which also explains the importance of the nearshore slope and beach width on the
upper bluff erosion (Section 5.4.2).

Additionally, ice content is important for controlling bluff erosion (Figure 5.30). A high soil ice content
means that thawing can lead to high subsidence (Gunther et al., 2015; Lim et al., 2020). This thaw-
induced subsidence is not included in the model, but its effect can be seen by artificially increasing
the water level (i.e., increasing the relative sea level). Thaw-induced subsidence compounds with sea
level rise to increase relative sea level rise, and we expect that this will further enhance coastal erosion
(Horton et al., 2018).

6.1.3. Storm Intensity and Timing
The effect of single storms on the coastal morphology depends on two factors: storm intensity and
storm timing.

Storm Intensity

Storm intensity relates to water level (Section 6.1), wave height, and wave period. The effect of wave
height on bluff erosion (AV,p) is larger than the effect of the wave period (Figure 5.30). This indicates
that wave energy, which is proportional to the significant wave height H2? and the energy period 7,
(which itself is proportional to the wave period), is likely one of the main drivers of permafrost erosion,
which agrees with the findings from Hume and Schalk (1967) and Gibbs et al. (2021).

Barter Island is likely subject to a combination of erosion mechanisms, i.e., thermal denudation and
abrasion (Gibbs et al., 2021, Section 6.2.1). The latter is driven by the transmission of wave energy
(Irrgang et al., 2022). However, the developed model does not account for thermal abrasion which
might result in the erosive potential of wave power being underestimated, even though we found that
variations in wave height already have a large effect on the magnitude of AVj,.

The run-up parametrization by Stockdon et al. (2006) may partly explain the importance of the wave
height and period. In this parametrization, the proportionality between predicted run-up and signifi-
cant wave height is equal to the proportionality between predicted run-up and offshore wave length.
Furthermore, the offshore wave length is quadratically proportional to the wave period. A first-order
analysis shows that Ryy, ~ VH,Lo ~ vVH,T? ~ \/JH,T. Run-up affects erosion by activating XBeach
more often and increasing the convective heat transfer from the seawater into the bluff, which leads to
increased thawing.

However, AV, is more sensitive to changes in the wave height compared to the wave period. There-
fore, we expect that the wave power is dominant over the number of times XBeach is activated. To
confirm this, a large number of different wave conditions should be used for hydrodynamic forcing in
future research.

Storm Timing

We know that the timing of individual storms affects coastal erosion rates (Ravens et al., 2023). At
the start of summer, a storm may have little effect on the coastal morphology due to the active layer
still being frozen. Similarly, end-of-season storms occurring in fall also have little impact due to the
refreezing of the active layer.

To research the effect of storm timing on coastal erosion, we performed two additional simulations: a
simulation with a constant value of two degrees added to the air temperature, and a simulation for
which we subtracted the same constant value from the air temperature (Figure 6.2). A (modelled)
early-season storm occurring in late June of 2017 resulted in little bluff erosion relative to the storms
occurring in July and August. Additionally, an end-of-season storm occurring in early October resulted
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in relatively little to no erosion as well. This means that the bluff erosion is sensitive to storm timing, as
most erosion occurs when the active layer is deepest (Brown et al., 2000; Nicolsky et al., 2017). Only

storms occurring during the period within which the active layer is thawed led to erosion (Ravens et al.,
2023).
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Figure 6.2: Volume loss from the upper bluff for two simulations. The first simulation adds two degrees to the air temperature,
and the second simulation subtracts two degrees from the air temperature. We highlighted XBeach activations lasting 24 hours
or longer (i.e., storms).

The window during which the active layer remained thawed was widened when an artificial temperature
increase was added and narrowed when the air temperature was artificially reduced. If the active layer
thawed earlier and refreezed later in the season due to a temperature increase, both early- and late-
season bluff erosion was intensified (Figure 6.2). Erosion volumes during the end-of-season storm in
October 2017 and the early-season storm in July 2018 were both larger for the case with increased
temperature when comparing to the simulation for which temperature was reduced. Especially the
end-of-season storm resulted in much more erosion, which is in agreement with Ravens et al. (2023).

Soil properties such as thermal conductivity and ice content further control the active layer depth and
the timing of thawing and refreezing (Section 5.4.2). For example, the difference in timing for refreezing
of soil with an unfrozen thermal conductivity of 0.48 W/m/K versus an unfrozen thermal conductivity of
0.72 W/im/K is a few days (Figure 6.3). However, if a storm hits during this time, predicted erosion will
be much larger if the soil is still thawed. The largest storms typically occur in the fall (Atkinson, 2005;

Manson et al., 2005), so a small delay in refreeze may lead to a substantial increase in erosion (Ravens
et al., 2023).
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Figure 6.3: Simulated mean thaw depth for a coastal transect, for a simulation with a thermal conductivity of 0.48 W/m/K and
for a simulation with a thermal conductivity of 0.72 W/m/K. The timing of complete freeze-up varies by a few days.

A deepening of the active layer due to global temperature increases will likely enhance erosion rates,
which will compound with a widening of the annual window during which erosion can occur both due
to the timing of thawing and freezing of the active layer (Giinther et al., 2015; Lim et al., 2020) and the
diminishing of yearly sea ice coverage (Barnhart et al., 2015; Box et al., 2019). The widening of this
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annual window will also combine with an expected increase in storm intensity and frequency (Atkinson,
2005; Vermaire et al., 2013; Barnhart et al., 2014a; Thomson et al., 2016; Casas-Prat and Wang, 2020;
Nielsen et al., 2020). This implies that the effects of climate change will further enhance erosion rates
in the Arctic.

6.1.4. Future Perspectives and Societal Impact

Global warming is associated with permafrost degradation and accelerated coastal retreat in the Arctic
(Irrgang et al., 2022). Without permafrost, morphological activity (i.e., erosion) is not constrained to the
active layer, which facilitates increased erosion rates. The simulations that did not include the thermal
module reflected this. However, these simulations also predicted a decrease in erosion rate over time
as the eroded sediment ends up in the nearshore and forms a stable beach.

We do not expect this to be the case in the real world on the time scale predicted by the model (i.e.,
two years). Though the thermo-morphological model was able to maintain a stable beach through
an artificial increase of onshore transport, it struggles with removing sediment from the nearshore.
For one, the model does not currently include the bimodality that is typical for Arctic soil composition
(Moore, 1961, Rex, 1964, Owens and McCann, 1970). All eroded sediment currently contributes to
the sediment balance, whereas in reality the fines are transported offshore and do not contribute to
the sediment balance (Rolph et al., 2022). Additionally, the single dimension (i.e., cross-shore) of the
current model was not able to produce any alongshore gradient to help redistribute sediment.

For temperate coasts, we often assume that the nearshore profile will retain a constant form (Bruun,
1988). For this profile to retain its form, the bed is required to rise with the rising sea level (Bruun, 1962).
Assuming that Arctic coasts are subject to similar long-term hydrodynamics and morphodynamics, we
expect that the nearshore bed level will rise with the rising relative sea level. The required sediment
will likely come from the beach and bluff, similar to how the shoreline supplies the sediment required
to rise the bed with relative sea level rise for temperate coasts (Dean and Houston, 2016).

The warming air and sea temperatures in combination with the rising relative sea level and the dimin-
ishing sea ice in the Arctic will speed up this process of erosion and nearshore accretion (Figure 5.30).
However, the bi-modality (Rolph et al., 2022) and excess ice content (O’Neill et al., 2023) of sediment
means that the eroded volume is not equal to the accreted volume (Nairn et al., 1998). This increases
the sediment volume that is required to be eroded to adapt to relative sea level rise. Erosion rates are
likely to diminish once a stable equilibrium with a sufficiently high beach is achieved as predicted by
the current model when we disregard the thermal module.

The developed model can be used to simulate a large number of coastal transects and obtain an esti-
mate for the expected coastal retreat rate. However, not enough data on soil composition is available
to obtain accurate predictions on a local scale. On a larger spatial scale, the model can be applied
to obtain the estimated coastal retreat for specific coastal sections. Additionally, due to the model’s
(relatively) low computational cost, a large number of simulations can be performed to obtain a range
of predictions for different possible soil properties, which can be used to add a probabilistic element to
future predictions. These coastal retreat rates can inform the (probabilistically) mapping of permafrost
degradation and potentially improve our predictive capability of carbon release along the Arctic coast
(Vonk et al., 2012; Irrgang et al., 2022).

6.2. Generalizability of Thermo-morphological Model

6.2.1. Erosion Mechanism: Thermal Denudation and Thermal Abrasion

The developed thermo-morphological showed good skill in reproducing the measured coastal retreat
for the validation periods. However, the model under-predicted bluff retreat for the calibration period.
This is likely due to a thermal abrasion event that occurred in 2012 (Gibbs et al., 2021). There is proof
of a thermal abrasion event occurring in 2008 as well (Ravens and Peterson, 2021), which coincides
with a similar increase in bluff retreat rate (Figure 5.13b).

Since we calibrated the model to a period during which a thermal abrasion event occurred, the calibrated
model settings do not capture the physics well (Section 5.3.4). These model settings are over-fitted to
the calibration data and consistently result in high erosion, also when this is not reflected by the valida-
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tion data. This is the result of low onshore transport during erosive conditions which causes the total
erosion of the beach. This resulted in direct contact between the seawater and the bluff toe. Increasing
onshore transport lets the model maintain a beach, though it leads to the model underestimating bluff
retreat during the calibration period.

Even though yearly erosion rates are inherently tied to the timing of storms, thermal denudation is
typically constrained by the slump volume available for erosion during a storm event. This makes
thermal denudation more dependent on the surface heat flux and thus a long-term process. However,
it is unclear to what extent the material available for erosion (i.e., the thaw slump) constrains bluff
retreat and to what extent storm events govern the bluff erosion resulting from thermal denudation. In
the developed model, avalanching does not occur without storm events because the bluff slope does
not exceed the critical slope. Storm events are needed to remove slumped sediment, and to uncover
deeper permafrost. However, more research using artificial storm events (i.e., hydrodynamic forcing
conditions and storm timing) should be conducted to clarify the relative importance of storm events
versus the thawing and slumping processes.

In contrast, thermal abrasion is tightly coupled with storm events. The process-based model developed
for the current research was designed to model thermal denudation. In reality, Arctic coasts (such as
Barter Island) can be subject to a combination of thermal denudation and thermal abrasion (Gibbs et al.,
2021).

When more storms can occur within the annual window, the number of yearly storm events that result
in direct contact between the water and the bluff increases (Ravens et al., 2023). This contact drives
thermal abrasion (Ravens and Peterson, 2021, Ravens et al., 2023). Furthermore, if more storms can
occur within this yearly window, the beach profile may change such that contact between the water and
the bluff is more frequent.

Additionally, relative sea level rise is associated with more frequent contact between the seawater and
the bluff (Gibbs et al., 2019), which enhances thermal abrasion (Ravens and Peterson, 2021). We
agree with Gibbs et al. (2021) that a shift with respect to the dominant erosion mechanism may be
possible. The relative importance of thermal abrasion with respect to thermal denudation may shift
towards thermal abrasion (Gibbs et al., 2021), which may accelerate coastal retreat. Future studies
should thus account for a combination of thermal denudation and thermal abrasion.

Explicitly accounting for a wave-cut niche in a permafrost bluff is not possible with a specialized model
like XBeach without making significant changes in the source code. XBeach was developed to simulate
hydro- and morphodynamics for temperate coastlines and uses a single bed level for each horizontal
grid point (Roelvink et al., 2009). Numerically modelling the morphology of a wave-cut niche would
require at least three vertical coordinates (i.e., bed, ceiling, and ground level above ceiling).

Empirical formulations such as Kobayashi (1985) could be used to keep track of niche properties without
explicitly modelling the shear stresses in the bluff. Though thermal abrasion is event-driven (Ravens
et al., 2023), predicting the exact moment it occurs is not necessary in the context of predicting long-
term retreat rates, as long as the event occurs. Including a parametrization of thermal abrasion could
enhance the predictive capability of the developed model, and it is worth researching to what extent
the inclusion of a niche depth parametrization improves the model in future studies.

The model alternates the thermal module with the hydrodynamic module (i.e., XBeach) with intervals
of one hour. This interval is chosen mostly based on data availability (e.g., from ERA5). However, it
is unknown whether thermodynamically driven erosion of the bluff face during storms occurs on this
timescale. It is recommended that the forcing data be interpolated to a finer temporal grid, and the
coupling between the thermal and hydrodynamic modules be made tighter, to facilitate researching
the influence of the coupling interval on bluff erosion. Since thermal denudation occurs on a longer
time scale than thermal abrasion (which is more event-driven, Ravens et al., 2023), we expect that the
modelling of thermal abrasion requires a relatively tighter coupling.

6.2.2. Missing Physical Parameters
Besides the coastal geometry and the resulting dominant erosion mechanism, Barter Island has a few
site-specific physical parameters that may affect the generalizability of the developed model. These can
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roughly be divided into two categories: sediment properties (e.g., particle density, mean diameter) and
thermal properties of the soil (e.g., thermal conductivity, ice content). Though not entirely independent,
these categories mostly influence the behavior of XBeach and the thermal module respectively.

We require suitable values for these parameters to be able to accurately simulate coastal transects for
different locations. However, the environmental conditions in the Arctic in combination with the remote
locations make data collection difficult. The presence of permafrost complicates large-scale measuring
of soil properties and the harsh environment makes data collection strenuous, especially during winter.

Therefore, instead of using directly measured values for soil properties, we calibrated using some of
the physical parameters with temperature data and coastal retreat data. Both modules should thus be
re-calibrated and -validated when applying the thermo-morphological model to an unstudied site, as
sediment properties and soil thermal properties are likely different.

Data on soil thermal properties is limited for most study sites, and large spatial variability on a local scale
means that the recalibration of the thermal module is not straightforward. We recommend to calibrate
the thermal module using the thermal conductivity and the ground ice content. Regardless of phase
(i.e., solid or liquid), these parameters can vary over depth so using a depth-dependent distribution may
provide better results (Ravens et al., 2023). Furthermore, the surface flux factor should be included to
provide some control on the heat flux in and out of the soil.

Regarding the thermo-morphological model, knowledge of the critical dry slope, and the particle diame-
ter and density should provide a good starting point for calibration (Figure 5.30). The influence of these
parameters on AV, is much larger than that of other physical parameters. Further calibration can then
be done using the XBeach factors that govern onshore transport as a result of shortwave asymmetry.

We used a critical dry slope of 0.6 for the base simulation because this value represents the measured
profile well (Figure 5.7). This value is in agreement with Gibbs et al. (2019). However, as the bluff
face thaws, meltwater is ejected from the bluff face and the soil may become unstable (Gibbs et al.,
2019), leading to a lower critical slope. Therefore, using a lower critical slope may be beneficial to
better represent the slumping process.

6.2.3. Schematization Challenges

Grid Dimensionality

Another strategy to improve model accuracy is to employ a higher-dimensional grid. This could be a two-
dimensional vertical or horizontal grid or a fully three-dimensional grid. The benefit of a two-dimensional
vertical grid is that employing a spatially varying grid size with spatially varying soil properties becomes
much easier.

One of the difficulties of using a series of one-dimensional grids perpendicular to the ground surface
is that the exact orientations and grid locations change after each morphological update. This restricts
heat conservation and the implementation of spatially varying soil properties. In contrast, a spatially
varying horizontal grid could benefit this model by being able to explicitly include wave direction, along-
shore sediment transport, and spatial variability of soil properties in horizontal directions. Combining
these two would result in a fully three-dimensional grid, which would have the best accuracy but come
at the cost of a massive increase in computational costs.

An alternative could be to use a two-dimensional vertical grid and include an artificial longshore trans-
port gradient through XBeach, which has the benefits of both a two-dimensional horizontal and vertical
grid without the massive increase in the required computational resources.

We developed the thermo-morphological model for a one-dimensional transect and we assumed along-
shore uniformity. We assumed that waves approached the coast perpendicularly, and we neglected
any longshore sediment transport gradient. However, Figure 5.2 reveals features like barrier islands
and spits typical to coasts with significant alongshore transport (gradients). This implies that longshore
transport may play a non-negligible role in the morphological evolution of the Barter Island coastline,
which is currently unaccounted for in the thermo-morphological model. We further discuss the rele-
vance of alongshore variability and transport in Appendix K.



6.2. Generalizability of Thermo-morphological Model 74

Resolution 1D Models

Especially near the soil surface boundary, large enthalpy gradients are present. These large gradients
are an argument to employ a vertically varying spatial resolution. However, the ground temperature
does not vary much at greater depths (Figure 5.20).

The thermo-morphological model showed skill in predicting bluff retreat even though the thermal module
did not accurately reproduce measured temperatures at greater depths of, i.e., two meters or more
(Figure 5.19). Therefore, the importance of accurately modelling ground temperature to a large depth
is questionable as temperatures are still predicted accurately for the upper layers. The thaw depth does
not extend deeper than 1 meter for the current study, similar to the results found by Ravens et al. (2023).
However, a ground temperature distribution is required to obtain a thaw depth. Deeper soil layers can
act as an additional heat sink (Matsumura and Yamazaki, 2012), thereby delaying the thawing of the
surface.

Whether or not this heat sink is important on the time scale of thermal denudation should be researched
by verifying that large variations in initial soil temperature of deeper layers indeed affect erosion rates.
If this is not the case, we can safely omit the modelling of temperature for greater depths in the context
of simulating the morphology of a thermal denudation-affected coastline.

Furthermore, this would imply that using a high resolution both near the surface and at greater depths
might be a waste of computational resources. Instead, we recommend to increase the grid resolution
near the surface and reduce grid resolution at greater depths. This would also allow for a better cal-
ibration of the thaw depth threshold, which governed at which thickness an ice sheet layered over a
thawed soil would block erosion from occurring.

Currently, the additional computation time resulting from accurately modelling deeper layers is not an
issue. However, employing a higher dimensional grid would increase computation time by modelling
deeper layers. We discuss the trade-off of computation time and accurately modelling temperature for
deeper soil layers further in Appendix J.

Heat Conservation

There are several ways to potentially improve the thermal module. Firstly, each one-dimensional en-
thalpy module currently employs a first-order-accurate finite difference method to discretise the enthalpy
equation (Equations 4.2 and 4.3). However, higher-order methods exist which could provide more ac-
curate results. More importantly, the finite difference method does not obey conservation laws. This
might explain the under-prediction of soil temperature for deeper layers.

Alternatively, the finite volume method can be considered. Finite volume methods have been applied
in various fields and could be beneficial in this application due to their ability to adhere to conservation
laws like heat conservation (Eymard et al., 2000). Especially near the surface boundary, large enthalpy
gradients are present, which are likely not described correctly when heat conservation is not enforced.

Enthalpy Formulation
We assumed isothermal phase change (Figure 4.3). The associated formulation is discontinuous (Equa-
tion 4.4), which manifests in the behavior of the one-dimensional thermal models.

A frozen grid cell cannot rise in temperature above the melting point without overcoming the barrier of
latent heat. Since the thermal models are one-dimensional, a cell at the thaw interface blocks almost
all heat transport to deeper layers, which delays thawing.

In reality, the interface between the solid and liquid phases is not as clear-cut. However, methods
that account for a more realistic phase transition (e.g., Voller et al., 1987) quickly become too complex
to apply on a large scale. Therefore, small-scale tests with more complex formulations should be
conducted to compare with the discontinuous enthalpy formulation used in the current research to
assess the accuracy of the current method. Further research into different formulations should be
conducted to potentially find more suitable formulations.

6.2.4. Opportunities for Improved Calibration and Validation
We calibrated and validated the thermo-morphological model for a coastal setting with a narrow beach
(O(10) meters) with a moderately high bluff (O(10) meters), an ice content of around 0.65, and bluff
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retreat rates of (O(1 - 5) meter/year. The model was able to maintain the (geometric) beach properties
(when the thermal module is active), indicating that it is morphologically stable for and applicable to
similar coasts.

However, there is large variability in the Arctic regarding physical parameters like ice content and
coastal geometry (Lantuit et al., 2012). Especially in the US Beaufort Sea area (where Barter Island is
located), ice content and coastal change rates range between 0.05 to 0.60, and -10 to +12 meters per
year (erosion and accretion respectively). Globally, bluff elevations can reach over 100 meters. Such
extreme values were not tested for this research, and applying this model to such a coastline should
be done with care.

Furthermore, high variability in soil properties like ice content means that the thermal module should
be re-calibrated using local data for applications to different study sites. Additionally, further validation
is required when applying this model to sites with significantly different coastal geometries. Finally, we
developed the thermo-morphological model to reproduce the process of thermal denudation, and the
model should not be applied in its current state to coastlines where thermal abrasion (Section 2.3) is
the dominant erosion mechanism.

So far, Barter Island has been studied as one of the sites where thermal denudation occurs and which
has sufficient data available (Gibbs et al., 2021). However, Barter Island is likely subject to a com-
bination of erosion mechanisms, including thermal abrasion (Gibbs et al., 2019; Gibbs et al., 2021).
We recommend that the model be validated for a different case study where it is known that thermal
denudation is the prevailing erosion mechanism, e.g., Foggy Island Bay (Ravens et al., 2023).

Additionally, we validated the thermal module for a horizontal surface only. However, inclined surfaces
are potentially more relevant in the context of thermal denudation, as the slumping process is governed
by the active layer depth in an inclined coastal bluff. Timeseries of ground temperature do exist for
coastal bluffs at Barter Island (Li Erikson, personal communication), and these timeseries provide an
excellent opportunity for more extensive validation of the thermal module and the solar flux calculator.

Due to limited resources, the calibration and sensitivity analysis of the developed model did not include
the full parameter space. We recommend that the calibration effort be extended with a larger set of
parameter settings, and possibly applied to a different case study.

The sensitivity analysis can be extended by testing a more complete parameter space to include pos-
sible nonlinear effects that only occur when varying multiple parameters for a single simulation. For
example, varying the latitude in combination with the bluff angle and the critical dry slope may enhance
shortwave heat transfer in the coastal bluff (when the solar flux calculator is included). Similarly, we
did not explicitly research the compounded effect of increasing the water level, and air- and sea tem-
peratures in the same simulation. It is unrealistic to perform a sensitivity analysis of the full parameter
space, but future research can include these kinds of engineered parameter combinations to obtain
more insight in the specific coastal processes that ultimately govern thermal denudation.



Conclusions and Recommendations

7.1. Conclusions

Large sections of the world’s coastline consist of permafrost, most of which are experiencing increas-
ing erosion rates. The effects of climate change will likely further enhance erosion rates, and being
able to quantitatively predict coastal erosion is required to facilitate policy-making and strategic coastal
management (Irrgang et al., 2022). However, there is a lack of long-term predictive capability of mor-
phodynamics for Arctic coastlines. This results in a knowledge gap regarding the coastal processes
inducing permafrost erosion, and how these will change under the effects of climate change. This
problem gave rise to the following main research questions:

How can the morphodynamics of permafrost coastlines be efficiently modelled at seasonal to
yearly time scales to inform the analysis of climate change impacts?

Ravens et al. (2017) developed a process-based coupled thermal and coastal morphology model based
on XBeach (Roelvink et al., 2009), called ’Arctic XBeach'. The current study decoupled this model and
implemented a flexible Python wrapper to facilitate the analysis of longer periods (years to decades),
which is a prerequisite for simulating the effects of climate change on Arctic morphology. Specifically,
we developed the model to simulate the process of thermal denudation. We simulated thawing using a
thermal module to predict which part of the domain was frozen and thus non-erodible, and we employed
the XBeach model as a coastal morphodynamic and hydrodynamic model to simulate slumping and
offshore transport. This allowed us to simulate the process of thermal denudation, which is the dominant
erosion mechanism that leads to coastal bluff retreat at Barter Island.

We validated the thermal module using ground temperature data from Barter Island (Alaska). The
thermal module showed good skill in predicting the ground temperature of upper soil layers. We further
calibrated and validated the integrated model using bluff retreat data from Barter Island. The lack of
data limited calibration, but the model was able to predict the correct order of magnitude of bluff retreat.
However, the calibrated parameter settings that led to the best prediction of bluff retreat also resulted
in beach erosion until the permafrost bluff toe was completely submerged. Different parameter settings
allowed the retention of the beach but led to an under-prediction of bluff retreat, which we linked to
an incident of thermal abrasion occurring that was not accounted for by the model. We developed the
model to reproduce the process of thermal denudation, and the model showed good skill in predicting
coastal retreat for coasts affected by thermal denudation, though it should not be applied in its current
state to coastlines where thermal abrasion is the dominant erosion mechanism.

7.1.1. Key Findings

We performed a sensitivity study using the thermo-morphological model. From this study, we identified
potential calibration parameters that exert large control on coastal bluff erosion. In case of a lack of
data, physical constants such as the critical slope, soil thermal conductivity, and ground ice content
should be used for calibration in future studies. Additionally, we introduced new parameters which we
calibrated and are less site-variant (Appendix F).
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We identified important environmental drivers of permafrost bluff erosion. These drivers are air tem-
perature and (sea) water level. Increasing air temperature enhanced convective heat transfer between
the bluff and the air, which increased the depth of the active layer and increased the sediment budget
available for erosion. A higher water level led to an increase in bluff erosion by increasing convective
heat transfer from water into the bluff and allowing more wave energy to reach the coast. Climate
change is associated with both higher temperatures (especially in the Arctic) and higher water levels
and is thus expected to enhance coastal erosion at Barter Island. Furthermore, we hypothesize that
the changes in environmental drivers related to climate change may result in a relative shift in dominant
erosion mechanism, from thermal denudation to thermal abrasion.

We showed that storm timing is an important factor in determining the erosive potential of any given
storm. A storm that occurs in June before the coastal sediments are thawed has a limited effect on
the coastal morphology. Similarly, storms occurring in late October after the refreezing of the soil also
lead to limited erosion. Due to the effects of climate change, yearly sea ice coverage in the Arctic is
declining. The widening of the annual window during which bluff erosion can occur will likely result in
enhanced coastal erosion.

We found that bluff erosion is sensitive to the bluff slope and height, the nearshore slope, and the beach
width. The model was able to maintain the (geometric) beach properties (when the thermal module was
active), indicating that it is morphologically stable for and applicable to similar coasts. However, the
large global variability in both coastal geometry and soil composition means that the model should be
re-calibrated and validated before being applied to a different study site.

Though further calibration is required, the developed model can be used as a tool to research the
quantitative effects of climate change on Arctic coastlines. From that, we will obtain a deeper under-
standing of how climate change affects the processes that ultimately lead to the erosion of permafrost
bluffs. Furthermore, the rapid computation speeds mean the model can be applied to predict coastal
erosion among larger regions, potentially benefiting the mapping of organic carbon released through
permafrost degradation.

7.2. Recommendations

7.2.1. Model Improvements

Thermal Abrasion

We developed the thermo-morphological model to simulate thermal denudation and it currently does not
include the thermal abrasion erosion mechanism (Section 2.3). The latter mechanism is associated with
higher erosion rates (Ravens et al., 2023). In reality, Arctic coastlines are often subject to a combination
of thermal denudation and thermal abrasion (e.g., Gibbs et al., 2021), and the relative importance
can be assessed using the coarse sediment aerial density (Ravens and Peterson, 2021). In order
to accurately predict long-term coastal retreat, the thermal abrasion process should be accounted for
(Section 5.3.4).

Thermal abrasion can be included explicitly by modelling the shear stresses in the coastal bluff (e.g.,
Frederick et al., 2021). However, the associated computational costs severely limit simulation time.
Instead, we propose that a parametrization of the thermo-erosional niche should be included (e.g.,
Kobayashi, 1985).

Thermal abrasion often occurs along ice wedges (Ravens et al., 2023), which are highly spatially vari-
able on a local scale and difficult to measure for larger coastal sections. This makes the exact date
and location of a block collapse hard to predict. Therefore, a parametrization that predicts an average
coastal retreat based on the thermal abrasion mechanism, but does not rely on explicit block failure to
occur, will still benefit the prediction of long-term (decadal) coastal retreat rates.

XBeach Threshold

The developed model alternates a thermal module with XBeach. For each simulated time step, the
model performs a check to see if it should activate XBeach for the current time step. Whether XBeach
is activated or not, is determined by the predicted 2% run-up through a threshold value. The predicted
run-up is computed through the formulation by Stockdon et al. (2006), which uses the offshore wave
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conditions and the nearshore bed slope to compute a prediction for the two-percent run-up. If this
prediction is larger than some threshold value, XBeach is activated.

Considering the erosion mechanism of thermal denudation (i.e., sediments slump down from the bluff
face and are removed from the bluff toe during storms), a logical threshold value would be the bluff
toe. In that case, a consistent method to track the location of the toe over longer time periods should
be applied, e.g., the second derivative method (Diamantidou et al., 2020; van IJzendoorn et al., 2021).
We recommend that future studies implement the second derivative method to dynamically track the
bluff toe and update the threshold used for the 2% run-up accordingly.

The sensitivity of the model to the run-up formulation can be assessed by using different combinations of
wave conditions and determining the relative influence of wave height and wave period (Section 6.1.3).
We recommend to try different formulations for the run-up and use different methods to determine the
wet domain, to verify that the model is not overly sensitive to the current implementation.

Salinity
We did not account for salinity in the current implementation of the thermo-morphological model. How-
ever, its importance can be seen through three different variables:

* melting temperature water,
* latent heat of fusion,
+ water density.

These three properties are different for saline water and fresh water. Specifically, the melting temper-
ature is lower, the latent heat of fusion is lower, and the water density is higher, with the former two
leading to increased bluff erosion (Figure 5.30).

Seawater comes into direct contact with the bluff during an event with a high total water level. The
rapid convective heat transfer of water may then result in the rapid thawing of the lower bluff face and
induce slumping. The saline seawater enhances this effect by reducing the melting temperature and
the latent heat of fusion required for thawing. By adjusting the model parameters described above to
reflect (exaggerated) saline conditions, we showed the importance of salinity on the retreat of the bluff.

Bi-modal Sediment

Arctic coastlines are often characterized by a bi-modality of sediment (Moore, 1961, Rex, 1964, Owens
and McCann, 1970). The current model implementation only uses a single sediment fraction with a
mean diameter of 0.036 millimeters, which corresponds with coarse silt. Mean sediment diameter
exerts a large control on bluff erosion (Figure 5.30).

In reality, the fine sediment fraction is lost offshore during storms and does not significantly contribute
to the nearshore sediment balance, whereas the larger sediment fraction does contribute to the sedi-
ment balance (Rolph et al., 2022). Furthermore, the current implementation does not account for the
cohesive properties of fine sediment. It is recommended that future research studies determine the
extent to which modelling bi-modal sediment is possible.

Subsidence

We found that a rise in water level will likely lead to an increase in bluff erosion (Irrgang et al., 2022),
which indicates that thaw-induced subsidence may play a major role under the effects of global warming
and sea level rise, and should be accounted for in future studies. To accurately model thaw-induced
subsidence, a groundwater model should be established, which should account for both meltwater and
rain/snow. Including snow may prove challenging, as it insulates the soil below, affects albedo, and
leads to runoff that affects the critical slope of sediments in the bluff (Zhang, 2005).

Additionally, salt intrusion may lead to significant subsurface thawing (Guimond et al., 2021), which is
a process not included here. Thawing of permafrost is known to cause subsidence, which effectively
lowers the bluff height (or increases the relative sea level) which may result in higher bluff erosion rates
(Figure 5.30). Lantuit et al. (2012) found similar results, with lower bluffs generally being subject to
higher erosion rates. Simulating the subsidence resulting from thawing will improve the models ability
to predict the coastal morphology.
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7.2.2. Data Collection Priorities

To improve the model’s predictive capability, reliable data should be collected on soil characteristics,
coastal topography, and environmental drivers. Additionally, ground temperature measurements are
key in defining initial conditions and calibrating/validating the thermal module. However, the environ-
mental conditions in the Arctic in combination with the remote locations make data collection strenuous.
The presence of permafrost complicates the large-scale measuring of soil properties and the harsh en-
vironment makes data collection strenuous, especially during winter.

Our research provides a first indication of which parameters are the most important to collect detailed
data on (Figure 5.30). Regarding coastal characteristics, the bluff geometry and sediment diameter are
the most important controls on bluff erosion. Though measuring soil properties is difficult on a large
scale, soil samples can be taken and studied with relative ease. Particle density, sediment diameter,
and ice content can each be derived from a soil sample. Furthermore, bluff geometry can be obtained
with relatively simple instruments like a camera. Some larger scale features, e.g., beach width and
coastline position, can be obtained through remote sensing (e.g., Gibbs et al., 2021). Due to the
relative simplicity and low costs of measuring sediment properties and bluff characteristics, and their
important role in coastal retreat, we recommend that these features be selected for data collection.

An added benefit of taking soil samples is that they can be used to assess the relative importance
of different erosion mechanisms (i.e., thermal denudation and thermal abrasion, Section 2.3). Ravens
and Peterson (2021) developed a method for predicting the dominant erosion mechanism based on the
coarse sediment aerial density. The dominant erosion mechanism determines the coastal retreat rate
to a large extent, and knowing which erosion mechanism prevails is key in determining which model
should be employed to predict retreat rates.

7.2.3. Practical Applications

An advantage of using a one-dimensional shore-normal model is that its computations are relatively
cheap in comparison with a multi-dimensional model. This means that the developed model can be
used for large domains. Since the model is able to predict the order of magnitude of coastal erosion
retreat, it will be beneficial to use this model to gain first-order estimates of coastal retreat among
coastlines of larger regions. Additionally, rapid computations mean that a large number of simulations
can be performed, which facilitates probabilistic research. This will benefit policy-making and climate
research.

Currently, global climate models do not account for the carbon emissions that result from the erosion of
a permafrost-affected coastline (Nielsen et al., 2022). Due to the model’s ability to estimate the order
of magnitude of coastal retreat, it may help map the release of organic carbon through permafrost
degradation among Arctic coastlines, thereby improving future predictions of organic carbon release
and benefiting the quality of global projections of climate change.

7.2.4. Future Research Directions

One of the main benefit of the current (process-based) model is that it facilitates the detailed inves-
tigation of different parts of the thermal denudation process. For example, the influence of the thaw
slump on the temperature distribution within the permafrost bluff can be researched. The high relative
temperature of the thaw slump (in combination with salt intrusion) may lead to additional thawing in
the bluff face (Ferdinand Oberle, personal communication). This effect can be investigated using the
developed model.

The developed thermo-morphological model shows good skill in predicting coastal bluff retreat on a
time scale of three to four years while maintaining a low computational cost. It can thus be used to
predict bluff retreat for a large number of coastal transects. This benefits the quantitative prediction of
greenhouse gasses released through permafrost degradation (Vonk et al., 2012), which will improve
the future predictions made by global climate models (Irrgang et al., 2022). The potential of this model
for benefiting global climate models should be explored further in future research.

While we developed the thermo-morphological model to simulate the erosion of permafrost bluffs, other
areas may also benefit from including soil temperature in coastal hydrodynamic models. Specifically,
Hawkes et al. (2009) found that sand temperature influences the nesting behavior of sea turtles. The
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thermal profiles of beaches are changing due to the effects of urbanization and global warming (Ariano-
Sanchez et al., 2023). Although the specific relation between nest site selection and sand temperature
is not well understood (Christiaanse et al., 2024), we know that sand temperature affects the primary
sex distribution among hatchlings (Hawkes et al., 2009). Christiaanse et al. (2024) have identified
potential breeding grounds on a global scale and using these breeding grounds as a starting point,
more localized assessments can be done using the developed model.
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Differences with Arctic XBeach

We used Ravens et al. (2017) as a starting point for this study. The decoupling of the thermal module
from XBeach brought some complications that required new modelling strategies. Additionally, we
adopted some changes in methodology to account for processes not described by Ravens et al. (2017).
Differences from the ’Arctic XBeach’ model as described by Ravens et al. (2017) are described below.

* We added the Python wrapper to determine when XBeach should be activated based on the three
criteria described in Section 4.1.1.

» We used enthalpy as the conserved quantity through the discretization of Equation 4.2 (Section
4.3.1). Previous work by Ravens et al. (2017), Ravens et al. (2023), and Kasper et al. (2023)
facilitated this.

» The subsurface enthalpy was modelled using one-dimensional models perpendicular to the ground
surface (Section 4.3.2). However, the dynamic updating of the morphology meant that these mod-
els could not realistically be expected to remain perpendicular to the ground surface. The hori-
zontal grid was updated after each period of morphological change (i.e., subsequent activations
of XBeach). Then, the model computed new locations for the perpendicular one-dimensional
models. Enthalpy was interpolated to these new models based on distance from the old models.

» We added a new approach to compute the thaw depth from the ground enthalpy distribution. A
minimum number of nodes at the surface end of each one-dimensional model is then prescribed
that represents a minimum ice sheet thickness. This minimum thickness governs when the model
considers the one-dimensional model as fully frozen (Section 4.3.4).

* We implemented a sub-grid time step in the thermal module to maintain a low CFL while not
alternating the thermal and XBeach modules every few (simulated) seconds (Section 4.3.3).

» We computed the convective heat flux as a function of the difference between the surface temper-
ature and the temperature of the external medium (water or air) dynamically from environmental
drivers (Section 4.3.5).

Similar to Ravens et al. (2017), a solar flux calculator was included in the model (Section 4.3.5).
The solar flux calculator was dependent on three variables: time of day, day of year, and local
surface angle. Due to the dynamic morphology, the local ground surface angle was subject to
change during simulations. Therefore, the solar flux calculator updated the shortwave radiation
flux for each grid cell dynamically based on the current local surface angle.
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Thermo-morphological Model Flow
Chart

Figure B.1 depicts a conceptual flow chart of the architecture of the thermo-morphological model. The
developed thermo-morphological model consists of two parts: initialization and main loop.

Initialization

During initialization, key constants are set using the config.yaml file. This file contains all changeable
run parameters. Firstly, temporal parameters are set. A temporal grid is generated based on the start
and end times of the simulation, and the temporal resolution. For example, for a simulation of 1 day
with a temporal resolution of 1 hour, 24 time steps are generated. Forcing data is loaded, a grid is
generated, initial conditions are set (for both bathymetry, ground temperature, and ground enthalpy),
soil property matrices are generated, and finally the solar flux calculator is precomputed. The solar flux
calculator computes a factor for every day in a leap year for every whole angle between -90° and +90°,
generating a total of 180 x 366 = 65880 different factors. These factors are precomputed to avoid large
computation times during the simulation.

Main Loop

After initialization, the main loop commences. The model loops through each time step determined
during initialization. For each time step, the model first checks whether or not to generate output for
that time step. The time steps for which to generate output are set from the start.

Then, it checks if XBeach should be activated this time step. If so, the erodible layer is determined, a
params.txt file is generated, and XBeach is run. Then, the grid is updated to ensure all one-dimensional
enthalpy models are still perpendicular to the surface, and enthalpy is interpolated from the old grid to
the new grid.

After the XBeach module ends, the main loop continues on a temporal sub-grid. Since the thermal
module is relatively fast, a sub-grid is employed. The thermal module loops through this sub-grid
before continuing the main loop.

The first step of the sub-grid loop is the computation of the thermal boundary conditions, i.e., the surface
heat flux. Firstly, the wet and dry domain are determined. Convective (also called sensible) heat fluxes
are then computed). The latent heat flux and longwave radiation flux are each read from the forcing
files. Finally, the solar flux is computed using the precomputed factors, and the solar radiation is read
from a file.

Using the sum of all these heat fluxes, the temperature of the ghost node (artificial super-surface node)
is determined, followed by the numerical update of enthalpy through the governing equations. Finally,
the temperature is computed for each node, and the phase is determined from that. This process is
repeated until the sub-grid finishes, after which the main loop continues.
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Figure B.1: Flow chart for the integrated thermo-morphological model.




Thermo-morphological Model Public
Repository

We developed the thermo-morphological model for the current studies. The model is available publicly
at:

https://github.com/khdebruijn/thermo-morphological-model

This repository contains the final version of the thermo-morphological model used in this thesis. We
calibrated and validated model settings.

We also provide a manual in the same repository. This manual contains an installation guide, usage
guide, and helpful tips for post-processing. It is available at:

https://github.com/khdebruijn/thermo-morphological-model/blob/main/manuals/manual.pdf

Furthermore, the repository contains Jupyter Notebooks (.ipynb files) that we used to analyze results,
create figures, etc.
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Hydrodynamic Boundary Conditions

The current implementation of the XBeach module uses a JONSWAP spectrum (Hasselmann et al.,
1973). This is done through a set of parameters which together describe a spectral wave boundary
condition, which is used by XBeach to generate a random wave timeseries (Roelvink et al., 2009). A
JONSWAP spectrum is described fully through the following parameters (Hoonhout, 2015):

H,,o : significant wave height of the wave spectrum [m],
f» : peak frequency of the wave spectrum [s~!],
~ : peak enhancement factor in the JONSWAP expression [],
s : directional spreading coefficient [-],
D, : main wave angle (i.e., direction of propagation) [°],
: N%/quist frequency, (i.e., highest frequency used to generate the JONSWAP spectrum
[s™°L

Af; : step size frequency used to generate the JONSWAP spectrum [s~!].

Joya

The random wave timeseries is used as forcing at the offshore boundary. To improve the modelling
accuracy, a 'hotstart’ is used in XBeach. This functionality uses output files from previous simulations to
initialize an XBeach simulation. The advantage of the hotstart is that wave energy is present throughout
the domain for the entire simulation, instead of needing the first time steps of the simulation to propagate
from the offshore boundary to the coast, thus yielding more realistic results.

XBeach also includes the effects of wind in the model. It does so by including wind shear stress terms
in the shallow water momentum equations for the entire computational domain. This requires wind
speed and direction to be specified.
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Challenge of Modelling Long-term
Morphology

Problem description

The current model approach aims to reduce computational costs by only activating XBeach during
periods when large morphological changes are expected. In practice, the model activates XBeach only
during storms, with some inter-storm activations to allow for the slumping of thawed material from the
bluff face. This means that the profile is only subject to storms; XBeach is not activated for the periods
during which a stable beach is normally formed. This leads to the bathymetry resembling a storm
profile. The beach may even erode completely (for default XBeach settings), resulting in the bluff toe
being submerged. Without the beach, waves directly touch the bluff which induces higher erosion rates.
Furthermore, alongshore transport is not included. This is the result of simulating in a single dimension.
Ultimately, this methodology only includes short-term hydrodynamic and morphodynamic processes,
i.e., storm and slumping events. Long-term processes are not modelled as XBeach is only activated to
simulate the short-term processes. Long-term morphodynamic processes (i.e., rebuilding of the beach
and alongshore transport) are underestimated, if not disregarded completely.

Considered solutions

Several solutions to this problem are possible. These mostly relate to re-attaching some equilibrium
profile to the shoreline after a storm event. This equilibrium profile may be obtained from data or
a parametrization. However, that changes the sediment balance. Additionally, bathymetric data on
which to base an equilibrium profile is limited.

A different solution is to artificially induce onshore transport by adjusting the parameters that determine
onshore transport related to wave asymmetry (Schambach et al., 2018; Sanuy and Jiménez, 2019;
Kombiadou et al., 2021). By increasing the values of these parameters, onshore transport may be
enhanced, which allows XBeach to more efficiently transport sediment onshore.

We also considered including an artificial longshore transport gradient (Appendix K).

Negative feedback loop

Additionally, the model formulation implicitly includes a negative feedback loop. The parametrization
by Stockdon et al. (2006) is used to determine whether or not XBeach is activated (Section 4.1.1). This
formulation uses the beach slope around the waterline. When the beach is eroded during large storm
events, the waterline reaches the bluff. The slope around the waterline increases drastically, leading
to a larger predicted run-up.

For lower waves and water levels (i.e., lower energy conditions), the model may now activate XBeach as
the predicted run-up is higher and sooner exceeds the set threshold. Hence, XBeach is then activated
for lower energy conditions. This negative feedback loop helps build up the beach after storms, which
helps mitigate the problem of only activating XBeach during storms. However, further calibration is
required as XBeach tends to overestimate erosion (Carrion-Bertran et al., 2024).
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Calibrated Model Configuration

The complete configuration of the best calibration simulation is given below. These model settings were
used to obtain the predicted bluff retreat for the second period shown in Figure 5.23.

# data parameters

data:
storm_data_path : 'database/ts_datasets/storms_engelstad.csv' # path to storm
— dataset
forcing_data_path : 'database/ts_datasets/erab.csv' # path to forcing data
# initial_ground_temp_path : "database/ts_datasets/qround_temperature_erikson.csuv"
— # path to initial ground temperature
init_multi_linear_approx : True # when starting with erab initial conditions for
— soil temperature, 'init_multi_linear_approx' can be set to 'True’ to use
— multi-linear regression to make initial conditions more like erikson's measured
— data

# model settings

model:
longitude : -143.7 # longitude of the study site
latitude : 70.13 # latitude of the study site
time_start : '01-01-2012' # DD-MM-YY starting time (if -1 take entire
<~ dataset)
time_end : '01-01-2016' # DD-MM-YY stopping time (if -1 take entire
— dataset)
timestep 11 # size of time steps (in hours)
call_xbeach_inter : 168 # axbeach %s called during inter-storm periods every X
< (wrapper) time steps (default: 168, i.e. 1 week)
time_zone_diff : -8 # [hours] relative difference in hours with respect to UTC.
— For Alaska equals -8.
repeat_sim : 1 # [-] number of times to repeat the simulation
spin_up_time : 1 # [years] spin up time of the thermal module, during which

< mno morphological update is performed (NOT USED YET, TO BE IMPLEMENTED)

# wrapper parameters:

wrapper:
sea_ice_threshold : 0.30 # Only run zbeach tf sea ice fraction is below
< threshold, otherwise assume all wave action attenuated
xb_threshold : 1.0 # [m + MSL] threshold value for total water level +
-~ R2j
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2 CFL_thermal : 0.5  # mazimum CFL for thermal module

26 CFL_xbeach 0.7 # maxzimum CFL for XBeach module

27

s # bathymetry parameters

20 bathymetry:

30 xfile : 'x.grd' # file used for the grid (z-direction)

31 depfile : 'bed.dep' # file used for the bed

32 grid_orientation: 88.14 # [degrees], orientation of bluff face with respect to

— east (ccw). The current orientation is calculated in the
— 'generate_bathymetry.ipynb' notebook

33 ppwl : 40 # number of points in the grid per wavelength. Default 20.

34 nx ¢ 3 # number of points in initial grid. Set to 'None' if this
— should be based on ppwl.

35 with_nx : False # whether or not to use the number of points specified

- with nz
36

a7 # schematized bathymetry parameters

38 with_schematized_bathymetry : True # whether or not to generate a schematized
— Dbathymetry upon initialization

39 bluff_flat_length : 100 # [m] length of the flat attached to the crest
— of the bluff

40 bluff_height : 12 # [m] height of the bluff

41 bluff_slope : 1 # [-] slope of the bluff, i.e., height/width

2 beach_width : 12.5 # [m] width of the beach

43 beach_slope : 0.1 # [-] slope of the beach, i.e., height/width

44 nearshore_max_depth : 3 # [m] mazimum depth of the nearshore

45 nearshore_slope : 0.03 # [-] slope of the nearshore section, t.e.,
— hetght/width

46 offshore_max_depth : 5 # [m] mazimum offshore depth

47 offshore_slope : 0.007 # [-] slope of the offshore section, i.e.,
— height/width

48 continental_flat_width : 400 # [m] width of the continental flat section

49 with_artificial : True # whether or not to extend to bathymetry with
< an artificial depth increase (if required by zbeach)

50 artificial_max_depth : 10 # [m] mazimum depth of the artificial section

< (wave heights in dataset are defined at a depth of 10m, so that value ts
— recommended)

51 artificial_slope : 0.02 # [-] slope of the artificial section, i.e.,
< height/width

52 N : 100 # number of points of each section

53 artificial_flat : 60 # [m] length of flat section at the end of

— artificial slope
54
ss # xzbeach parameters
s6 Xbeach:

57 # general settings

58 with_xbeach : True # include the zbeach module in the model, default true

59 version : '1.24"  # wersion of zbeach used

60

61 # physical processes:

62 with_wind : False # include wind in the zbeach model

63 with_ne_layer : True # <f True tinclude 'struct' (and thereby ne_layer) in XBeach

— computation
64
65 # grid settings
66 thetamin : O # minimum angle
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thetamax : 360 # mazimum angle
dtheta : 360 # bin width
thetanaut : 1 # for coordinate system

# hydrodynamics settings

wbctype : 'jons' # type of wave boundary condition

bcfile : 'jonswap.txt' # file containing the bc specifications
rho_sea_water : 1025 # [kg/m3] density (sea) water

# sediment properties

dryslp : 0.6 # [dz/dz] Critical avalanching slope above water (dz/dz and
o dz/dy)

wetslp : 0.1 # [dz/dz] Critical avalanching slope below water (dz/dz and
- dz/dy)

D50 : 0.000036 # [m] mean grain size, wvalue from Nando (personal

< communication)

rho_solid : 2650 # [kg/m3] density of sediment particles

bedfriccoef : 0.02 # [-] bed friction coefficient

# morphological parameters
lsgrad : 0.0 # [1/m] Factor to include longshore transport gradient in 1d
— stmulations; dsy/dy=lsgrad*sy; dimension 1/length scale of longshore gradients

# wave asymmetry factors

facSk: 0.0 # [-] Calibration factor time averaged flows due to wave skewness.

— Default 7s 0.15.

facAs: 0.0 # [-] Calibration factor time averaged flows due to wave asymmetry.

— Default <s 0.20.

facua: 0.0 # [-] Calibration factor time averaged flows due to wave skewness and
— asymmetry. Default ts 0.175.

# parameters for writing the first storm

write_first_storms : 2 # [-] The first N number of storms to write. This doesn't
— 4nclude intermediate XBeach runs

tintg_storms : 100 # [s] The output interval (only used if first storms are being
o written)

# thermal moodel parameters
thermal:

# general

with_solar : True # include shortwave solar radiation in thermal computation
— step

with_longwave : True # include longwave radiation (incoming & outgoining) in

— thermal computation step

with_latent : True # <include latent heat in thermal computation step
surface_flux_factor : 1 # [-] factor that multiplies with the total surface heat
— fluz, to account for reduced convective transport due to the peat layer
surface_flux_angle : 20 # [degrees] the threshold angle above which the

— surface_fluz_factor is not applied

# model properties

dt : 36 # [s] time step used in the thermal model on the temporal
— subgrid

grid_resolution : 150 # number of points for each 1D thermal model

max_depth : 15 # [m], the mazimum depth of the 1D thermal model
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T_melt 1 273.15  # [K] Melting temperature at the interface of water/air
— and bluff
grid_interpolation : "linear_interp_z" # method for interpolating to new grid. Can

— be "linear_interp_with_nearest" or "linear_interp_z".
N_thaw_threshold: 3 # number of grid points that need to be frozen before being
— counted as non-erodible surface

# solar fluz calculator

with_solar_flux_calculator : True # 4nclude solar fluzxz calculator in the
< computation (if False, the every surface is treated as flat); requires
— 'with_solar: True'

angle_min : -89 # [degrees] minimum angle used in the solar fluz calculator map
angle_max : 89 # [degrees] mazimum angle used in the solar fluz calculator map
delta_angle : 1 # [degrees] step size of angle used in the solar fluz calculator
< map

t_start : '2000-01-01' # minimum date used in the solar flux calculator map
t_end : '2001-01-01"' # mazimum date used in the solar fluz calculator map

# guess for convective heat transfer from water
with_convective_transport_water_guess : True # include a guess of convective heat
— transfer from water in thermal computation step. If False, a more sophisticated
— computation ts performed

hc_guess : 500 # [W/m2/K], guess for the convective heat transfer coefficient from
— water (from Kobayashi et al, 1999)

# water properties

MSL : 0 # [m], water level relative to outputted local water level at
— which ts switched from wet to dry (positive means higher than output water

o level)

L_water_ice 1 334000 # [J/kg] latent heat of fusion water-ice
rho_water : 1000 # [kg/m3] water density
rho_ice : 971 # [kg/m3] density ice

# sotl properties

rho_soil : "None"  # [kg/m3] density soil, constant for frozen/unfrozen. If
"None", denstity is calculated as "nb * rho_water + (1-nb) * rho_particle”.

rho_particle : 2650 # [kg/m3] particle density of sotl, only used %if
"rho_sotl = None"

nb_min : 0.65 # [-] minimum ground tce content (Ravens et al, 2023:

~ 0.65 - 0.45)

nb_max : 0.65 # [-] mazimum ground ice content (Ravens et al, 2023:

<~ 0.65 - 0.45)

nb_min_depth : 1.5 # [m] end switch from maxz to min porosity (adapted from

< Ravens, thermal model)

nb_max_depth : 0.5 # [m] start switch from maz to min porosity (adapted

< from Ravens, thermal model)

c_soil_frozen : 4600000 # [J/K/m3] volumetric heat capactity for frozen soil

< (Ravens et al, 2023) ( = specific heat capacity)
c_soil_unfrozen : 7000000 # [J/K/m3] volumetric heat capacity for unfrozen soil
— (Ravens et al, 2023)

k_soil_frozen min : 2.7 # [W/m/K] minimum thermal conductivity for frozen soil
—  (Ravens et al, 2023: 0.7 - 2.7)
k_soil_frozen_max : 2.7 # [W/m/K] mazimum thermal conductivity for frozen soil

< (Ravens et al, 2023: 0.7 - 2.7)
k_soil_unfrozen_min : 0.6 # [W/m/K] minimum thermal conductivity for unfrozen soil
— (Ravens et al, 2023: 0.6 - 1.5)
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k_soil_unfrozen max : 0.6 # [W/m/K] mazimum thermal conductivity for unfrozen soil
— (Ravens et al, 2023: 0.6 - 1.5)

depth_constant_k : 1 # [m] depth at which k reaches its mazimum value. k

< remains constant below this depth (Ravens, MATLAB script)

geothermal_gradient : 0.025 # [K/m] geothermal gradient, used as the boundary

— condition at the bottom of each 1D model

# output
output:
output_res : 12 # temporal resolution of output wvariables in hours
— (i.e., model outputs given variable names every X hours)
use_default_output_path : False # If True, the model creates a subfolder in the
— same folder as the configuration file, and stores all results there. If False,
— the output_path variable is used and a subfolder with the run_id is created at
— this location
output_path : "P:/11210070-usgscoop-202324-arcticxb/runs/" #
o "P:/11210070-usgscoop-202324-arcticzb/runs/" (absolute path to p-drive)
write_computation_time : True # If True, the model writes the computation time
— Dbetween this output time and the last output time
output_vars : [ # list of output wvartables
"timestamps",
"timestep_ids",
"timestep_output_ids",
"xbeach_times",

"Xgr" s
"zgr" s
"angles" R

"wave_height",
"run_up",
"storm_surge",
"wave_energy",
"radiation_stress_xx",
"radiation_stress_xy",
"radiation_stress_yy",
"mean_wave_angle",
"velocity_magnitude",
"orbital_velocity",

"thaw_depth",

"abs_xgr",

"abs_zgr",
"ground_temperature_distribution",
"ground_enthalpy_distribution",
"2m_temperature",
"sea_surface_temperature",

"solar_radiation_factor",
"solar_radiation_flux",
"long_wave_radiation_flux",
"latent_heat_flux",
"convective_heat_flux",
"total_heat_flux",

"sea_ice_cover",
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"wind_velocity",
"wind_direction",

]

save_ground_temp_layers: [0, 0.5, 1.0, 2.0, 2.95] # [m] depths at which ground
— temperature ts written seperately to csv file

heat_fluxes: ['total_heat_flux[W/m2]', 'long _wave_radiation_flux[W/m2]',

< 'solar_radiation_flux[W/m2]', 'latent_heat_flux[W/m2]',

— 'convective_heat_flux[W/m2]'] # define heat fluzes to be used in memory
— output
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Base Configuration

The complete configuration of the base (proof-of-concept) run is given below. These model settings
were used to perform the baseline run for the sensitivity analysis.

# data parameters

data:
storm_data_path : 'database/ts_datasets/storms_engelstad.csv' # path to storm
— dataset
forcing_data_path : 'database/ts_datasets/erab.csv' # path to forcing data
# initial_ground_temp_path : "database/ts_datasets/ground_temperature_erikson.csv"
— # path to initial ground temperature
init_multi_linear_approx : True # when starting with erab initial conditions for
— soil temperature, 'intt_multi_linear_approxz' can be set to 'True' to use
— multi-linear regression to make initial conditions more like erikson's measured
— data

# model settings

model:
longitude : —143.7 # longitude of the study site
latitude : 70.13 # latitude of the study site
time_start : '01-01-2017' # DD-MM-YY starting time (if -1 take entire
— dataset)
time_end : '01-01-2019' # DD-MM-YY stopping time (if -1 take entire
— dataset)
timestep : 1 # size of time steps (in hours)
call_xbeach_inter : 168 # gxbeach is called during inter—-storm periods every X
< (wrapper) time steps (default: 168, i.e. 1 week)
time_zone_diff : -8 # [hours] relative difference in hours with respect to UIC.
— For Alaska equals -8.
repeat_sim : 1 # [-] number of times to repeat the simulation
spin_up_time : 1 # [years] spin up time of the thermal module, during which

— mno morphological update %s performed (NOT USED YET, TO BE IMPLEMENTED)

# wrapper parameters:

wrapper:
sea_ice_threshold : 0.30 # Only run zbeach i1f sea ice fraction is below
— threshold, otherwise assume all wave action attenuated
xb_threshold : 1.0 # [m + MSL] threshold wvalue for total water level +
~ R2J
CFL_thermal : 0.5 # mazimum CFL for thermal module
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2 CFL_xbeach : 0.7  # mazimum CFL for XBeach module
26

2z # bathymetry parameters

8 bathymetry:

29 xfile : 'x.grd' # file used for the grid (z-direction)
30 depfile : 'bed.dep' # file used for the bed
31 grid_orientation: 88.14 # [degrees], orientation of bluff face with respect to

— east (ccw). The current orientation is calculated in the
— 'generate_bathymetry.ipynb' notebook

32 ppwl : 40 # number of points in the grid per wavelength. Default 20.

33 nx : 3 # number of points in initial grid. Set to 'None' if this
— should be based on ppwl.

34 with_nx : False # whether or not to use the number of points specified

— with nz

35

36 # schematized bathymetry parameters

a7 with_schematized_bathymetry : True # whether or not to generate a schematized
— Dbathymetry upon initialization

38 bluff_flat_length : 100 # [m] length of the flat attached to the crest
— of the bluff

39 bluff_height : 12 # [m] height of the bluff

40 bluff_slope : 1 # [-] slope of the bluff, i.e., height/width

41 beach_width : 12.5 # [m] width of the beach

2 beach_slope : 0.1 # [-] slope of the beach, i.e., height/width

43 nearshore_max_depth : 3 # [m] mazimum depth of the nearshore

44 nearshore_slope : 0.03 # [-] slope of the nearshore section, t.e.,
< hetight/width

45 offshore_max_depth : 5 # [m] mazimum offshore depth

46 offshore_slope : 0.007 # [-] slope of the offshore section, i.e.,
< hetght/width

47 continental_flat_width : 400 # [m] width of the continental flat section

48 with_artificial : True # whether or not to extend to bathymetry with
< an artifictal depth increase (if required by zbeach)

49 artificial_max_depth : 10 # [m] mazimum depth of the artificial section

< (wave heights in dataset are defined at a depth of 10m, so that value ts
< recommended)

50 artificial_slope : 0.02 # [-] slope of the artificial section, Z.e.,
— hetght/width

51 N : 100 # number of points of each section

52 artificial_flat : 60 # [m] length of flat section at the end of

— artificial slope
53
s4 # xzbeach parameters
ss  Xbeach:

56 # general settings

57 with_xbeach : True # include the zbeach module in the model, default true

58 version : '1.24" # wersion of xzbeach used

59

60 # physical processes:

61 with_wind : False # include wind in the zbeach model

62 with_ne_layer : True # 4f True include 'struct' (and thereby ne_layer) in XBeach

— computation
63
64 # grid settings
65 thetamin : O # minimum angle
66 thetamax : 360 # mazimum angle
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dtheta : 360 # bin width
thetanaut : 1 # for coordinate system

# hydrodynamics settings

wbctype : 'jons' # type of wave boundary condition

bcfile : 'jonswap.txt' # file containing the bc specifications
rho_sea_water : 1025 # [kg/m3] density (sea) water

# sediment properties

dryslp : 1.0 # [dz/dz] Critical avalanching slope above water (dz/dz and
- dz/dy)

wetslp : 0.1 # [dz/dz] Critical avalanching slope below water (dz/dz and
- dz/dy)

D50 : 0.000036 # [m] mean grain size, wvalue from Nando (personal

< communication)

rho_solid : 2650 # [kg/m3] density of sediment particles

bedfriccoef : 0.02 # [-] bed friction coefficient

# morphological parameters
lsgrad : 0.0 # [1/m] Factor to include longshore transport gradient in 1d
< simulations; dsy/dy=lsgrad*sy; dimension 1/length scale of longshore gradients

# wave asymmetry factors

facSk: 0.40 # [-] Calibration factor time averaged flows due to wave skewness.

— Default 2s 0.15.

facAs: 0.45 # [-] Calibration factor time averaged flows due to wave asymmetry.

— Default s 0.20.

facua: 0.425 # [-] Calibration factor time averaged flows due to wave skewness and
— asymmetry. Default is 0.175.

# parameters for writing the first storm

write_first_storms : 2 # [-] The first N number of storms to write. This doesn't
— include intermediate XBeach runs

tintg_storms : 100 # [s] The output interval (only used if first storms are being
< written)

# thermal moodel parameters
thermal:

# general

with_solar : True # <nclude shortwave solar radiation in thermal computation
— step

with_longwave : True # include longwave radiation (incoming & outgoining) in

— thermal computation step

with_latent : True # include latent heat in thermal computation step
surface_flux_factor : 1 # [-] factor that multiplies with the total surface heat
— fluz, to account for reduced convective transport due to the peat layer
surface_flux_angle : 20 # [degrees] the threshold angle above which the

— surface_fluz_factor is not applied

# model properties

dt : 36 # [s] time step used in the thermal model on the temporal

— subgrid

grid_resolution : 150 # number of points for each 1D thermal model

max_depth : 15 # [m], the maximum depth of the 1D thermal model

T_melt 1 273.15  # [K] Melting temperature at the interface of water/air
and bluff
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grid_interpolation : "linear_interp_z" # method for interpolating to new grid. Can
— be "linear_interp_with_nearest"” or "linear_interp_z".

N_thaw_threshold: 3 # number of grid points that need to be frozen before being

— counted as non-erodible surface

# solar fluz calculator

with_solar_flux_calculator : True # 4nclude solar fluxz calculator in the

< computation (if False, the every surface is treated as flat); requires

— 'with_solar: True'

angle_min : -89 # [degrees] minimum angle used in the solar fluz calculator map
angle_max : 89 # [degrees] maxzimum angle used in the solar fluz calculator map
delta_angle : 1 # [degrees] step size of angle used in the solar fluz calculator
< map

t_start : '2000-01-01' # minimum date used in the solar flux calculator map
t_end : '2001-01-01' # mazimum date used in the solar flux calculator map

# guess for convective heat transfer from water
with_convective_transport_water_guess : True # include a guess of convective heat
— transfer from water in thermal computation step. If False, a more sophisticated
— computation ts performed

hc_guess : 500 # [W/m2/K], guess for the convective heat transfer coefficient from
— water (from Kobayashi et al, 1999)

# water properties

MSL : 0 # [m], water level relative to outputted local water level at
< which is switched from wet to dry (positive means higher than output water

- level)

L_water_ice : 334000 # [J/kg] latent heat of fusion water-tice
rho_water : 1000 # [kg/m3] water density
rho_ice : 971 # [kg/m3] density ice

# soil properties

rho_soil : "None"  # [kg/m3] density sotl, constant for frozen/unfrozen. If

< "Nome", density is calculated as "nb * rho_water + (1-nb) * rho_particle”.

rho_particle : 2650 # [kg/m3] particle density of sotl, only used if
"rho_sotl = None"

nb_min : 0.65 # [-] minimum ground ice content (Ravens et al, 2023:

— 0.65 - 0.45)

nb_max : 0.65 # [-] mazimum ground ice content (Ravens et al, 2023:

o~ 0.65 - 0.45)

nb_min_depth : 1.5 # [m] end switch from max to min porosity (adapted from

< Rawvens, thermal model)

nb_max_depth : 0.5 # [m] start switch from maxz to min porosity (adapted

< from Ravens, thermal model)

c_soil_frozen : 4600000 # [J/K/m3] wvolumetric heat capactity for frozen soil

< (Ravens et al, 2023) ( = specific heat capacity)
c_soil_unfrozen : 7000000 # [J/K/m3] volumetric heat capactity for unfrozen sotl
< (Ravens et al, 2023)

k_soil_frozen_min : 2.7 # [W/m/K] minimum thermal conductivity for frozen soil
— (Ravens et al, 2023: 0.7 - 2.7)
k_soil_frozen_max : 2.7 # [W/m/K] mazimum thermal conductivity for frozen soil

—  (Ravens et al, 2023: 0.7 - 2.7)
k_soil_unfrozen_min : 0.6 # [W/m/K] minimum thermal conductivity for unfrozen soil
< (Ravens et al, 2023: 0.6 — 1.5)
k_soil_unfrozen_max : 0.6 # [W/m/K] mazimum thermal conductivity for unfrozen soil
— (Ravens et al, 2023: 0.6 - 1.5)
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depth_constant_k : 1 # [m] depth at which k reaches its mazimum value. k
< remains constant below this depth (Ravens, MATLAB script)
geothermal_gradient : 0.025 # [K/m] geothermal gradient, used as the boundary
— condition at the bottom of each 1D model

# output
output:

output_res : 12 # temporal resolution of output wvariables in hours
< (i.e., model outputs given wvariable names every X hours)
use_default_output_path : False # If True, the model creates a subfolder in the
— same folder as the configuration file, and stores all results there. If False,
— the output_path variable is used and a subfolder with the run_id is created at
— this locatzon
output_path : "P:/11210070-usgscoop-202324-arcticxb/runs/" #
o "P:/11210070-usgscoop-202324-arcticzb/runs/" (absolute path to p-drive)
write_computation_time : True # If True, the model writes the computation time
— between this output time and the last output time
output_vars : [ # list of output wartables

"timestamps",

"timestep_ids",

"timestep_output_ids",

"xbeach_times",

xXgr-,
"zgr" ,
"angles" R

"wave_height",
"run_up",
"storm_surge",
"wave_energy",
"radiation_stress_xx",
"radiation_stress_xy",
"radiation_stress_yy",
"mean_wave_angle",
"velocity_magnitude",
"orbital_velocity",

"thaw_depth",

"abs_xgr",

"abs_zgr",
"ground_temperature_distribution",
"ground_enthalpy_distribution",
"2m_temperature",
"sea_surface_temperature",

"solar_radiation_factor",
"solar_radiation_flux",
"long_wave_radiation_flux",
"latent_heat_flux",
"convective_heat_ flux",
"total_heat_flux",

"sea_ice_cover",

"wind_velocity",
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"wind_direction",

]

save_ground_temp_layers: [0, 0.5, 1.0, 2.0, 2.95] # [m] depths at which ground
— temperature is written seperately to csv file

heat_fluxes: ['total_heat_flux[W/m2]', 'long_wave_radiation_flux[W/m2]',

< 'solar_radiation_flux[W/m2]', 'latent_heat_flux[W/m2]',

— 'convective_heat_flux[W/m2]'] # define heat fluzes to be used in memory
— output

# used for sensitivity analysis of the hydrodynamic and thermodynamic drivers
sensitivity:
# hydrodynamics
term_water_level : 0 # [m] term added to the water level for the entire
— simulation
factor_wave_height : 1 # [-] factor multiplied with the wave height for the
— entire simulation
factor_wave_period : 1 # [-] factor multiplied with the wave height for the
— entire simulation

# thermodynamics

factor_latent_heat_flux : 1 # [-] factor multiplied with the latent heat fluz
— for the entire simulation

factor_convective_heat_flux : 1 # [-] factor multiplied with the convective heat
< fluz (both submerged and above water) for the entire simulation

factor_longwave_heat_flux : 1 # [-] factor multiplied with the longwave heat

— fluz for the entire simulation

factor_shortwave_heat_flux : 1 # [-] factor multiplied with the shortwave heat

— fluz for the entire simulation

term_sea_temperature : 0 # [K] term added to the sea temperature for the

— entire simulation

term_2m_air_temperature : 0 # [K] term added to the 2m air temperature for the

— entire simulation



Ordered Sensitivity Analysis

Figure H.1 depicts the complete sensitivity analysis performed in Section 5.4 with all parameters, but
categorized by (sub-)level. These levels are:

* Level 1: Individual model parameters
—  sub-level 1: Physical parameters
—  sub-level 2: Model parameters

—  sub-level 3: Bathymetric parameters
* Level 2: Environmental drivers

—  sub-level 1: Hydrodynamic forcing
—  sub-level 2: Thermodynamic forcing
* Level 3: Thermal module & solar flux calculator

Further explanation of each level is provided in Section 5.4.
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Sensitivity to bathymetric parameters

BIUff slope (0.6 [-]) oas

Nearshore slope (0.03 [-])
Beach width (12.5 [m])

BIuff height (12 [m])
Continental flat width (400 [m])
Beach slope (0.1 [-])

Maximum offshore depth (5 [m]) Higher value

Offshore siope (0.007 [-]){ " Lower value 0.0084 ] 0.0056
B Overlap lower and higher value
Maximum nearshore depth (3 [m]) Base erosion 36| 24
Volume loss from upper bluff [m2]
Sensitivity to model parameters
R2%-threshold (1 [m])
Surface flux factor (1 [-])
Thaw depth (3 [nodes])
Grid resolution thermal module (150 [nodes])
Inter-storm XBeach activatinos (168 [h])
Grid resolution Xbeach (40 [ppwl])
Sea ice threshold (0.3 [-]) Higher value
Maximum depth thermal module (15 [m]) { ™= Lower value
B Overlap lower and higher value

Surface flux angle (20 [degrees]) Base erosion

Volume loss from upper bluff [m2]

Sensitivity to physical parameters

P [
Crtical ry siope (0.6 [-) 072 T s

Melting temperature water (273.15 [K]) 275.8815 == 270.4185
Particle density sediment (2650 [kg/m3]) 3180 ]
D50 (0.036 [mm]) 0.0432 T oo2ss
Critical wet slope (0.1 [-]) - 0.08
Volumetric heat capacity (frozen soil) (4600000 [J/K/m3]) 3680000
Thermal conductivity (unfrozen soil) (0.6 [W/m/K]) K - 0.72

Ice content (0.65 [-])

Longshore transport gradient (0 [1/m]) 0.01
Density water (1000 [kg/m3]) = 800
Latent heat of fusion (334000 [J/kg]) 400800 = 267200
Geothermal gradient (0.025 [K/m]) 0.02 : 0.03
Thermal conductivity (frozen soil) (2.7 [W/m/K]) 2.16 j 3.24
Bed friction coefficient (0.02 [-]) _ 0024 | | oo1e
Higher value

Volumetric heat capacity (unfrozen soil) (7000000 [J/K/m31]) ower value 8400000

Overlap lower and higher value 66.6235
Base erosion

Latitude (70.13 [degrees]) 73.6365

Volume loss from upper bluff [m2]
Sensitivity to hydrodynamic drivers

Wave height (1 [-]) Higher value *0.8 *1.2
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Water level (0 [ 1"y Gverlap lower and higher value oL N F0-1
Wave period (1 [-]){ —— Base erosion *0.8 ] *1.2

Volume loss from upper bluff [m2]

Sensitivity to thermodynamic drivers

2m air temperature (0 [-]) -2 I +2
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Latent heat flux (1 [-]) *0.8
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B Overlap lower and higher value
Sea temperature (0 [-]) { —— Base erosion =2 +2
Volume loss from upper bluff [m2]
Sensitivity to thermal module
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Solar flux calcuator (On [-]) B Overlap Iqwer and higher value
—— Base erosion Off Off
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0
Volume loss from upper bluff [m2]

Figure H.1: Results of the sensitivity analysis. Each bar represents the difference in volume loss from the upper bluff between
the baseline simulation and simulations with different parameter settings, in descending order from most to least sensitive.
These parameter settings are either lower or higher relative to the base simulation. Parameter settings from the base
simulation are shown next to their respective variable. We ordered the parameters by the sum of the absolute difference
between the base simulation and the simulation with varied parameters. This figure shows the same results as Figure 5.30 but
is ordered by level and sub-level.



Discussion of New Numeric
Parameters

The thermo-morphological model includes some newly introduced semi-physical parameters. We re-
flect on these parameters and their relative importance below.

» Thaw threshold:

The thaw threshold was used as a threshold value to determine the thickness a frozen layer
must have before a non-frozen layer below it is treated as non-erodible. If no threshold is used,
small periods of freezing temperatures (e.g., during the night) could lead to the freezing of only
the surface nodes, leading to the entire domain being treated as non-erodible due to what can be
viewed as a thin sheet of ice at the surface. Using a lower threshold value does not seem to affect
erosion (Figure 5.30). This is unexpected, as a lower threshold value should result in a frozen soil
surface being treated as non-erodible sooner, which should limit erosion. Conversely, a higher
threshold results in a slight increase of AV, as a frozen surface is less treated as non-erodible
later (i.e., when more nodes are frozen) and therefore more available for erosion. If this parameter
is continued to be used, it should be researched more in-depth to uncover the processes leading
to this increase in erosion, especially since we did not find any similar approaches used previously.
We did not find any literature that use a similar thaw threshold, though its effect can be compared
to bed armoring (Reed et al., 1999), as the activity of the active layer is constrained by some
threshold. In our application, this threshold depends on temperature of the upper layer, though
in the case of bed armoring, this threshold (of motion) usually depends on sediment size.

* Inter-storm XBeach activations:

We used the number of inter-storm XBeach activations to determine with which interval XBeach
is activated regardless of the presence of storms or sea ice. XBeach is used to perform the
morphological update. The inter-storm activations were done to allow the slumping of sediments
from the bluff face to occur. The process of slumping uncovers new material in the bluff face,
which can then start to heat up through surface heat fluxes (Ravens et al., 2023). Increasing the
number of inter-storm XBeach activations (i.e., reducing the interval) results in a tighter coupling
of the thermal and XBeach modules, and results in additional computational resources being
allocated to activating XBeach.

Figure 5.30 shows that a higher amount of inter-storm activations (i.e., lower interval) is associated
with higher bluff erosion. A tighter coupling means more slumping events occur. When deeper
soil layers are uncovered due to slumping, they receive more heat as the surface flux is generally
higher than the conductive heat flux within the soil. This enhances the erosion process. A longer
interval (i.e., looser coupling) does not result in less erosion, indicating that a minimum might
have been found for values below 168 hours (i.e., 1 week).

* Ryy-threshold:
The 2% run-up threshold governs when XBeach is activated based on the run-up predicted from
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wave conditions. Figure 5.30 shows that the value chosen for this threshold affects AV,. Gener-
ally, a lower threshold value leads to more XBeach activations and therefore more erosion. This
is true as long as the number of XBeach activations is the bottleneck for bluff erosion. XBeach
activations mainly induce bluff erosion if a slumping event is ready to occur, or if the total water
level reaches the bluff toe, which can induce additional convective heat transfer from water into
the bluff and thereby lead to additional bluff erosion. If the bluff face is already thawed, the water
reaching the bluff toe can lead to a reduction in critical slope at the bluff toe, inducing avalanching
of the entire bluff until it is stable under the current wet/dry conditions (i.e., the local slope is equal
to the critical wet slope in the wet domain and equal to the critical dry slope in the dry domain).
Turner et al. (2024) employed a similar threshold strategy in their early warning system for coastal
hazards resulting from storms. They use a similar check to assess whether or not XBeach is
activated, though their application does not require the modelling of long-term morphodynamic
processes. They use a threshold value equal to the elevation of the dune toe, which we also
recommend for future research (Section 7.2.1).

Sea ice threshold:

The sea ice threshold was used to determine when storms would affect the coast. If the offshore
sea ice coverage is higher than the predefined threshold, any waves are assumed to be fully
attenuated such that the storm does not affect the coast. This threshold mostly depends on data
availability and is less useful as a calibration parameter. Figure 5.30 showed little dependency
on this threshold, because the timeseries used for the hydrodynamic forcing already includes sea
ice, and does not provide any data when the sea ice coverage is larger than 30%.

The sea ice threshold can be used as a proxy for researching the influence of (changing) sea
ice coverage. For instance, increasing the threshold effectively means more storms are included
in the modelling process and the yearly window during which sea ice concentration is below the
threshold is widened.

This threshold has been used in other studies of hydrodynamics in the Arctic (e.g., Engelstad
et al., 2023). Furthermore, ERA5 employs a threshold of 30% for global climate datasets (C3S,
2018).

Surface flux factor & surface flux angle:

The surface flux factor and surface flux angle were introduced as calibration factors for the solar
flux calculator. There is a lack of measured data on shortwave solar radiation on Barter Island,
which meant that the solar flux calculator had to be calibrated and validated implicitly through the
modelling of the ground temperature for which there was data. This resulted in the factor being
set to 1 (i.e., not being of further influence on the surface heat flux). Figure 5.30 shows that the
solar flux calculator does influence bluff erosion rates. Additionally, the surface flux factor exerts
some influence on AV,,. However, the surface flux angle hardly does. This is likely due to their
effect being non-linear and only relevant when both factors are varied at the same time. During
calibration, we found the best model predictions for a surface flux factor of one and thus effec-
tively omitted the factor entirely during the sensitivity analysis as varying the surface flux angle
has no effect when the factor is set to one.

Additionally, the relevance of these two factors might also depend on the specific case study and
we therefore recommend that these factors are still included during recalibration for other study
sites where different values apply for latitude, bluff slope, and thickness of the insulating peat
layer.

Kettridge and Baird (2008) employ a similar temperature model to simulate ground temperature
using Neumann boundary conditions. Their results were promising, but they found that the sur-
face heat flux (specifically in conditions where an insulating peat layer is present) requires further
calibration. The surface flux factor and the surface flux angle facilitate this, though calibrating
these factors requires testing with a more extensive parameter space than was used in this study.



Computation Times

We developed the thermo-morphological model to simulate periods of time in the order of years. This
requires the model to be computationally efficient. As is often the case, a balance must be struck
between efficiency and accuracy. Figure J.1 shows the cumulative computation time for the baseline
simulation. Running the baseline simulation takes approximately two hours (for simulating a period of
two years).

Computation time increases significantly during XBeach activations (Figure J.1). For the baseline sim-
ulation, XBeach simulates ~4.4% of the entire simulations period but takes up ~64% of computation
time. The bottleneck for the total computation time is XBeach. The thermal module is continuously ac-
tive for the entire simulation period. It is stable and relatively inexpensive with respect to computation
time.
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Figure J.1: Cumulative computation time (wall-clock time) for the baseline simulation of the sensitivity analysis. XBeach
activations are highlighted. Computation time mostly depends on the number of XBeach activations, which depends on the
Ry,-threshold. The computation time of the thermal module (i.e., outside of XBeach activations) is stable over time.

There is a trade-off between computation time and the Ryo,-threshold used to determine when XBeach
is activated (Section 5.4.1). We showed that the volume loss from the upper bluff (AV) is sensitive to
higher values of this threshold. When fewer storms are modelled, less erosion occurs. This indicates
that the amount of erosion is not only constrained by the non-erodible layer. Rather, modelling additional
storms results in additional convective heat transport into the soil, since convective heat transfer from
water occurs faster than convective heat transfer from air.

The bluff erosion is not as dependent on the depth or resolution of individual thermal models. A high
thermal grid resolution is desirable close to the surface to accurately predict a thaw depth. However,
the need to accurately model temperature (or rather, enthalpy) becomes lower at greater depths. The
soil contains a ‘'memory’ effect due to the slow response of (re)freezing soil to external heat forcing
(Matsumura and Yamazaki, 2012), even though the soil temperature below ten meters depth hardly
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varies during a single year (Figure 5.20). This raises the question of whether it is necessary to model
ground temperature to larger depths, even though the active layer does not reach deeper than one
meter.

Additionally, accurately modelling temperature at deeper layers might not be of interest in the context
of modelling coastal morphology as most morphodynamic activity occurs close to the ground surface.
However, modelling bluff erosion involves rapid erosion rates, potentially uncovering soil that was once
buried beneath a large bluff, thus requiring a larger modelling depth to accurately model the tempera-
ture of this permafrost-affected soil. For reference, earlier work done by Ravens et al. (2023) models
enthalpy to a depth of 10 meters. The modelling depth should always exceed the depth of the active
layer, which can reach over 1 meter in permafrost bluffs (Ravens et al., 2023), not yet accounting for
the erosion of the active layer and thus further deepening. Some computation time can be saved by
reducing the thermal grid resolution or lowering the modelling depth, though Figure J.1 shows that most
computation time comes from XBeach simulations.

This effect becomes stronger yet when a lower R,q,-threshold is chosen. Though the model is sta-
ble and performs well for longer periods (Figure 5.23), running these settings can take a long time
(Figure 5.21). To make up for a lower Ryq,-threshold, the modelled period can be shortened to keep
computation times acceptable.

In that case, the spin-up time of the ground temperature model should be taken into account (Figure
5.6). A solution could be to simulate a spin-up period of a few months before the period of interest with
only the thermal module active. Starting simulations during the winter before the research period will
result in few XBeach activations due to sea ice coverage and thus only marginally increase computation
time. Additionally, starting a simulation during winter will allow the thermal module some spin-up time,
allowing at least the upper soil layers to adapt to environmental drivers.



Alongshore Transport

The model predicts that most eroded sediment is accreted in the nearshore zone. One of the basic
assumptions leads to morphological updates (i.e., activations of XBeach) not occurring during generally
accretive conditions. Therefore, it may not be accurate that most sediments end up in the nearshore
zone as it leads to a flattening of the profile and makes the coast more dissipative.

Longshore transport affects the cross-shore sediment balance by acting as an additional sediment
source or sink. In reality, a longshore transport gradient can e.g., remove any excess sediment from
the nearshore (inject sediment into the system) and keep the profile stable.

The one-dimensional version of XBeach allows assessment of the influence of an alongshore sedi-
ment transport gradient by including a parameter that directly prescribes an artificial transport gradient.
This parameter was included in the sensitivity analysis. Figure 5.30 shows that this parameter does
affect bluff erosion (on the modelled time scale of two years), which implies that neglecting alongshore
transport may have impacted results.

Therefore, an artificial alongshore transport gradient may help produce better modelling results. Due
to the lack of accretive conditions, the model struggles with maintaining a stable beach. This is counter-
acted by artificially increasing the onshore transport. This leads to a flattening of the nearshore profile,
as eroded sediment is not lost offshore (as should be the case for the eroded fine sediment, Nairn et al.
(1998)).

A longshore transport gradient may provide a solution by artificially removing excess sediment from
the system. The longshore transport gradient showed control on AV, in the sensitivity analysis, which
means it could benefit simulations. Especially simulations spanning longer periods (i.e., more than two
years) can benefit from further calibration using the artifical longshore transport gradient, as excess
sediment builds up over longer periods of time. This opportunity should be explored.

Alongshore transport typically occurs on longer time scales. It is a continuous process that continues
during low-energy conditions. However, longshore transport in our simulations can only occur while
XBeach is activated (and the longshore transport gradient is enabled). Hence, the longshore transport
gradient should be calibrated with the Ry,-threshold, to ensure that a suitable longshore transport
gradient is applied for the number of storm events that are being modelled.
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