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Studying the Effect of the Tail on the Dynamics of a
Flapping-Wing MAYV using Free-Flight Data

F.G.J. Rijks', M. Karasek 2, S.F. Armanini ® and C.C. de Visser *
Delft University of Technology, 2629HS Delft, The Netherlands.

The effects of the horizontal tail surface on the longitudinal dynamics of an or-
nithopter were studied by systematically varying its surface area, aspect ratio and
its longitudinal position. The objective is to improve the understanding of the tail
effect on the behaviour of the ornithopter and to assess if simple models based on
tail geometry can predict steady-state conditions and dynamic behaviour. A data-
driven approach was adopted since no suitable theoretical models for ornithopter tail
aerodynamics are available. Data was obtained through wind tunnel and free-flight
experiments. Fourteen tail geometries were tested, at four positions with respect to
the flapping wings. Linearised models were used to study the effects of the tail on
dynamic behaviour. The data shows that, within the tested ranges, increasing surface
area or aspect ratio increases the steady-state velocity of the platform and improves
pitch damping. Results also suggest that the maximum span width of the tail signif-
icantly influences the damping properties, especially when the distance between the
tail and the flapping wings is large, which likely relates to the induced velocity profile
of the flapping wings. Steady-state conditions can be predicted accurately based on
tail geometry even when extrapolated slightly outside the original measurement range.
Some trends were identified between model parameters and tail geometry, but more
research is required before these trends can be applied as a design tool.

Nomenclature
AR Aspect ratio (—)
b Horizontal tail maximum span width (mm)
bre Horizontal tail surface leading edge span width (mm)
Cr Horizontal tail surface root chord (mm)
ct Horizontal tail surface tip chord (mm)
g Gravitational acceleration (g = 9.81ms~2)
I, Body moment of inertia (kg - m?)
m Mass (kg)
P Parameter covariance matrix
D, q,T Angular rates in body-fixed reference frame (rad - s—1)
S Surface area (cm?)
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U, UV, W Velocities in body-fixed reference frame (ms=!)

Ze Longitudinal position of battery and electronics (mm)
Th Tail longitudinal position (mm)

X, Z;, M; Stability and control derivatives in standard notation
A Perturbation from steady-state

e Elevator deflection (deg)

df Flapping frequency (Hz)

0 Estimated parameter vector

0,0, Euler angles (deg)

o Standard deviation

I. Introduction

Researchers have been inspired by flying insects and vertebrates for many years due to their
enormous aerodynamic capabilities. Their manoeuvrability and flexibility in flight envelope are
unparalleled. Insects can quickly transition from hover to fast forward flight and even fly backwards
[1]. Flapping-wing flight is a very active field of research and studies involving robotic insect wings
have yielded particularly valuable insights into the highly nonlinear and unsteady aerodynamics
involved with flapping-wing flight [2H6]. Recent years have seen a significant increase in research
into robotic flapping-wing micro aerial vehicles (FWMAVs) in an attempt to exploit the advantages
of flapping wings [7HI5]. However, due to a still limited understanding of flapping-wing aerodynamics
these man-made ornithopters currently cannot match the performance encountered in nature. There
is a particular need for simple, yet more complete, dynamic models to design control algorithms and
to predict flight performance across a wide range of flight conditions.

Most robotic flappers feature a tail surface for passive stability and to provide easier control
through conventional aerodynamic surfaces [I6]. This comes at the cost of increased size, higher gust
sensitivity and reduced manoeuvrability. For these reasons active wing control, which is needed to
achieve tailless FWMAYV designs, is a particularly active research field today [10] 11} 17]. However, a
tail surface can be beneficial in particular mission scenarios. During fast forward flight, for example,
exploiting passive stability may prove to be more energy-efficient than active wing control. Some
birds also manipulate their tail geometry for flight control, a feat which may be interesting for
future FWMAVs [I8]. Even though a tail surface has many potential advantages, the effects of a
tail surface on dynamic behaviour have not been studied thoroughly [3] 19]. Numerical methods
struggle to capture the complexity of the unsteady, time-varying aerodynamics and its interaction
with a tail surface [20]. Theoretical models developed to estimate the aerodynamics of birds’ tails
have been found to be inaccurate when compared to experimental measurements [18| [21]. Most
FWMAV models do not explicitly account for the tail surface [12 [13]. Those models explicitly
accounting for the tail are platform-specific and omit the interaction with the flapping wings [§]. A
potentially accurate tail aerodynamic model was developed in a recent study, based on the time-
varying wake of the flapping wings which was measured using particle image velocimetry (PIV) data,
but the resulting aerodynamic tail model remains to be validated [22]. Improving the understanding
of the effect of a tail surface and its interaction with the flapping-wing wake could lead to more
complete FWMAYV models and should benefit the development of robotic ornithopters with improved
performance.

System identification is an attractive approach to study the effect of the tail because of the highly
complex, nonlinear aerodynamics involved with flapping flight and the current lack of suitable theo-
retical models of tail aerodynamics. Data can be obtained either from wind tunnel measurements or
through free-flight. Free-flight data is the most ideal since the data is acquired in the most realistic
setting. Recent developments in on-board data acquisition, in combination with optical tracking
data, have opened the door for obtaining high quality data suitable for system identification from
free-flight [13] 23-26].

This paper presents the results of a systematic study into the effect of the horizontal tail surface
on the flight dynamics of an ornithopter, the DelFly II ([I9]), using free-flight and wind tunnel



experiments. Specifically, this study focuses on longitudinal, time-averaged dynamics and stability
characteristics. The aim is to apply simple, physically meaningful models to achieve new insights
into the influence of the tail. The complete design space of tail geometries is vast. Therefore
the scope is limited to three parameters: surface area, aspect ratio and longitudinal position. A
modified version of the DelFly II is designed, featuring a modular tail which can be detached in its
entirety from the body and which facilitates easy adjustment of the horizontal tail surface and the
longitudinal position of the tail.

Wind tunnel experiments were used to obtain measurements both with and without tail surface,
attempting estimate the contribution of the tail surface to the total forces and moments. Measure-
ments were also performed in several flight conditions surrounding the steady-state resulting in
estimations of stability derivatives with respect to free-stream velocity. Free-flight system iden-
tification experiments were conducted using pre-programmed elevator doublet manoeuvres. The
free-flight data was used to estimate longitudinal, decoupled linear time-invariant (LTT) models.
This model structure is relatively simple and has proven to be effective in predicting time-averaged
dynamics of ornithopters [12} 27]. An analysis of the LTI model eigenvalues and parameters was
performed to gain insight into the effect of the horizontal tail on the dynamics of an ornithopter.
The feasibility of using trends found in the models to predict dynamic properties when using other
tail configurations was assessed as well.

The structure of this paper is as follows. Section [[] discusses the experimental approach taken
in this study, including a detailed description of the test platform and a discussion on experiment
execution and data processing. This is followed by a discussion of the modelling approach in
Section [[TT] presenting the model structure, the methods of parameter estimation and the model
validation approach. Results of the experiments are presented and discussed in Section [[V] Finally,
Section [V] summarises the most important findings and offers recommendations for future work.

II. Experimental set-up
A. Test platform

The DelFly II is a four-winged flapping-wing micro aerial vehicle (FWMAYV) developed at Delft
University of Technology, see Figure[l] Development of this FWMAYV started in 2005 and one of its
main purposes is to study the aerodynamics of flapping wings through experimental methods. The
DelFly II is also used extensively for research into autonomous flight capabilities of small MAVs [7].
The wings are arranged in an X-configuration and have a total span width of 280mm. For a more
complete description of the DelFly II, please refer to de Croon et al. [19].

The DelFly II comes in many forms with varying on-board equipment. The platform used in
this study is equipped with a Lisa/S autopilot containing an Inertial Measurement Unit (IMU) for
data acquisition. The platform is equipped with active LED markers, indicated by red circles in
Figure for optical tracking purposes. The ornithopter used in this study ranges in mass from
22.8 — 24.3g, depending on the test configuration.

Some changes were made to the standard design to facilitate an efficient study of the effect of
tail geometry. Most importantly, the tail has been redesigned as a modular part of the system which
can be detached from the fuselage in its entirety. This allows intermediate fuselage segments to be
added or removed to control the longitudinal position of the tail.

The horizontal tail surface consists of a so-called base tail onto which tail geometries of desired
size and shape can be attached. This is illustrated in Figure[I] The base tail and elevator surface
can be seen in Figure the standard tail has been attached to the base tail in Figure Due
to this design the platform features a smaller elevator surface than the standard DelFly II. This
proved to be no problem in terms of excitation during free-flight experiments.

Since the test geometries should fit around the horizontal base piece the minimum size of the
tail geometries is constrained by the size of the horizontal base tail. Through flight experience it was
found that the base tail alone is too small for stable flight, thus this limitation has little influence on
the final results. The base tail and elevator have a total chord length of 48mm and a span width of
80mm, see Figure [2l This was found to provide suitable support for the vertical tail whilst limiting
constraints imposed on the horizontal tail designs.

The fuselage is split into a front section and a tail section. A middle segment can be added to
adjust the longitudinal position of the tail. Fuselage segments are connected using a guiding pin



(a) Base tail only. (b) With standard tail.

Fig. 1 Pictures of the FWMAYV used in this study, illustrating the modular tail concept.
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Fig. 2 Geometrical parameters to manipulate tail geometry and position. Figure not to scale.

which slides inside the hollow cross-section of the fuselage, while a bracket prevents the segments
from rotating with respect to each other.

B. Test configurations

The number of conceivable tail geometries is enormous. To limit the scope of the study the
focus will be on three parameters.

The force generated by an aerodynamic surface scales with its total surface area. In steady
aerodynamics this relationship is linear [28]. It is interesting to see if this is also valid for an
aerodynamic surface in the wake of flapping wings. Therefore the surface area (S) of the horizontal
stabiliser shall be studied.

The second variable is tail aspect ratio (AR). This parameter provides a measure of the aero-
dynamic efficiency of a wing, for example, in steady aerodynamics. The aspect ratio is defined by

Equation [28].

b2
AR = — 1
- (1)
Finally, it is clear from previous studies that the interaction between flapping wings and tail
surface is very complex [18, 20]. PIV experiments show that the wake structure of the DelFly is
highly nonlinear and unsteady. Its strength and direction vary with span- and chord-wise position
behind the flapping wings [29]. This affects the magnitude of the induced velocity and thus the
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Fig. 3 Tail geometries used in this study. Dot represents the estimated CG position.

Table 1 Fuselage configurations used in the experiments.

Fuselage identifier a b c d
o (mm) 57 98 126 114

flow conditions at the tail surface [22]. This warrants an investigation into the effect of longitudinal
position on the dynamic behaviour of the FWMAV.

The aforementioned variables are varied systematically to study their effect on the system
dynamics. To study surface area and aspect ratio each variable is manipulated whilst keeping the
other constant. Figure [2] shows the physical parameters to be manipulated to control the AR,
surface area and longitudinal position of the tail surface. x, denotes the position of the electronics
assembly containing the battery and the Lisa/S autopilot. This assembly can slide along the fuselage
to provide additional control over the longitudinal position of the centre of gravity (CG).

Figure [3] shows schematics of the tail geometries used in this study. Note that AR3 and S3 in
fact share the same geometry, fitting in both test series. The exact physical dimensions are provided
in Table in the appendix. The tail configurations used to test the effect of surface area have a
fixed aspect ratio AR = 3.45, which was found to provide a good range in surface areas that could be
covered given the limitations imposed by the base tail. S6 has slightly more than twice the surface
area of S1, see Figure The aspect ratio tails all have a surface area S ~ 118.2cm?. Again
this provided the possibility of testing a large range in aspect ratios whilst maintaining the same
surface area. The tested aspect ratios range from 2.11 (AR1) to 5.83 (AR6), see Figure [3(a)H3(f)]

Figure [3(m)] Figure [3(n)| and Figure show three additional tail surfaces that were tested.
T2, in Figure |3(n)} is the standard tail surface used for this FWMAV. T1 has practically the same
aspect ratio and surface area and was used to assess the effect of changing the leading edge shape
to non-elliptical. Within the accuracy of the experimental methods used in this study the response
of these two tail configurations was found to be almost identical. Finally, T3 (Figure was used
to assess at which point the ornithopter started to show unstable behaviour.




Fig. 4 Picture of the DelFly in the wind tun- Fig. 5 Free-body diagram of the DelFly in
nel. a) ATI Nano-17 force transducer; b) slow forward flight, showing the body-fixed
hot-wire anemometer; c) thermocouple; d) reference frame. y, is positive towards the
actuated strut; e) open section wind tunnel left-hand wing.

A total of four different longitudinal tail positions were tested. Table [I] gives an overview of the
fuselage lengths that were used and the corresponding tail positions xj, defined as the distance from
the flapping-wing trailing edge to the leading edge of the base tail, see Figure [2l Throughout the
remainder of this paper configurations are denoted by a tail and fuselage identifier, e.g., configuration
S3c represents tail S3 at a longitudinal position x, = 126mm.

C. Wind tunnel experiments

Wind tunnel experiments can be used to obtain accurate, high frequency force and moment
measurements under pre-defined and well-known conditions. The main reason to conduct wind
tunnel experiments is the opportunity to remove the tail without having issues with instability and
thereby measure the contribution of the tail to the total forces and moments, i.e., to estimate F}, in
Figure [5} by subtracting F), from the total. Note that the forces in Figure [5] are not to scale. The
depicted direction of F}, is loosely based on results by Armanini et al. [22].

Wind tunnel experiments were conducted in the W-tunnel at the TU Delft Faculty of Aerospace
Engineering. The W-tunnel is a relatively small wind tunnel designed for low speeds and low
turbulence (= 1%). For the experiments a 0.6 x 0.6m test section was used. This is large enough to
avoid boundary layer effects caused by the walls of the test section to influence the measurements
[30]. Figure 4| shows a picture of the ornithopter in the test set-up.

A drawback of wind tunnel experiments is the fact that the MAV is clamped to the force balance,
see Figure 4l This has an effect especially on the body x; force (see Figure[5)) due to the absence of
oscillations in the pitch attitude which cause aerodynamic damping effects during free-flight [31].

Forces and moments were measured using an ATI Nano-17 force transducer which measures
forces and moments in 6 degrees of freedom (DOF) with a 0.149gram-force resolution. Data is logged
with a frequency of 10kHz over a duration of two seconds. This corresponds to 24 — 26 flapping
cycles. Flapping cycles are distinguished by use of a Hall-sensor and a magnet attached to the
flapping mechanism. This provides the measurement of flapping frequency. The motor RPM is also
logged. This can be translated to flapping frequency through the gear ratio (= 21.33), providing a
redundant measurement. A calibration table is provided at the W-tunnel, correlating wind tunnel
RPM to free-stream velocity. In addition, velocity was measured using a hot-wire anemometer. This
provides a redundant measurement and the hot-wire system can also detect variations in velocity
at high frequency. The pitch angle of the ornithopter was set using an actuated mechanism inside
the strut, see Figure[d and is assumed fixed during a measurement.



For each configuration measurements were performed in the steady state both with tail at-
tached and without the tail. The purpose of these measurements was to obtain an estimate of the
contribution of the tail surface to the total forces and moments. Since the steady-state conditions
in fact fluctuate during free-flight, the test conditions were also varied, independently, about the
steady-state. The pitch angle was varied with 6y = 5 degrees, the velocity with Vo ~ 0.25m/s
and the flapping frequency with d7 0+ ~ 1.4H 2. These measurements were performed with the tail
attached and allowed estimates of stability derivatives with free-stream velocity, see Section [V B|
The steady-state conditions for each configuration were obtained from free-flight prior to the wind
tunnel experiments.

D. Free-flight experiments

As mentioned, wind tunnel experiments have some limitations and cannot be used to assess
dynamic stability characteristics of a particular configuration [3T), [32]. Free-flight experiments are
therefore required to thoroughly study the effect of the tail. Only very recently has it become
possible to obtain data suitable for system identification from free-flight [12] [25] [27].

Free-flight experiments were conducted in the CyberZoo at the Faculty of Aerospace Engineering.
The CyberZoo is equipped with an optical motion tracking system (henceforth, OptiTrack) consisting
of 24 infrared OptiTrack Flex13 cameras. The OptiTrack system tracks the position of active or
passive markers within a 10 x 10 x 7m volume at 120 frames per second. Marker locations on the
ornithoper are indicated by the red circles in Figure The markers are positioned to give an
estimate of the body attitude, the wing angle and control surface deflections [25].

1. Flight test execution

During free-flight experiments the FWMAV was flown manually, though the system identifi-
cation manoeuvres were pre-programmed and performed automatically. This ensured consistent
excitation of the longitudinal dynamics and increased the likelihood of repeatable results. The
operator could trigger a manoeuvre using a switch on the transmitter.

The dynamics were excited using doublet pulses on the elevator, which was found to provide
the most suitable excitation. The main reason to choose a doublet manoeuvre is its symmetry,
which makes it more likely that the ornithopter remains close to its steady-state. This allows the
application of linearised models (see Section . Due to the limited size of the CyberZoo it is also
an advantage to use the relatively short doublet manoeuvres instead of, for example, 3211 sequences
[13].

Through flight testing with the more extreme tail geometries it was found that a 65% elevator
deflection with 0.33 second pulses provides sufficient excitation for larger tail geometries whilst not
destabilising most of the smaller ones. Experiments for configuration T3 were performed with a
30% deflection doublet since this was the only configuration that was destabilised by larger inputs.
For each configuration a single flight was performed with an average flight time of approximately
5-6 minutes, resulting in an average of 21 manoeuvres per flight. It is assumed that each manoeuvre
can be treated as an independent experiment.

Before conducting free-flight experiments a calibration between the OptiTrack attitude and the
on-board IMU is performed to cope with possible misalignments of the IMU with respect to the
body-fixed reference frame [25]. Then an OptiTrack recording and on-board logging can be started.
An experiment consists of three steps: (1) trimming the FWMAYV to achieve approximately steady,
level flight; (2) initiating a manoeuvre; (3) allowing the response to dampen out, during which time
no stick input should be given. After some time the ornithopter must be turned to stay inside the
tracking volume and the steps are repeated. It is important that sufficient time is allowed for the
response to damp out since this provides the most accurate data on the system dynamics.

After each flight the on-board log was downloaded whilst the battery was charging. During the
experiments the electronics assembly and battery were fixed in position to minimise the changes
made to the ornithopter. Thus, x. ~ 52mm for all system identification experiments.

For part of the configurations flights were performed with throttle doublet inputs. The input
was varied to +13% of the throttle value at initialisation of the manoeuvre. Pulse duration and
experiment execution were the same as for the other system identification experiments. Ultimately
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(a) Raw OptiTrack data. (b) Processed and filtered data.

Fig. 6 Example of raw and processed data for configuration S5b. Overlay of all 23 manoeuvres
performed during the flight.

the throttle input provided less efficient excitation of the dynamics. Elevator doublets are a better
choice of input since the direct disturbance of the pitching moment gives the most relevant excitation
for a study of the tail effect.

2. Data processing

Some processing is required before the data from free-flight experiments can be used for model
estimation. This section will briefly discuss the most important elements of data processing. For a
more complete description refer to Armanini et al. [26] or Karasek et al. [25].

Data needs to be synchronised in the time-domain since the OptiTrack recording and the on-
board IMU data are two individual data-sets. LED markers on the vertical tail and on the rudder,
see Figure only turn on when on-board data is being logged. This allows the beginning and
ending of an on-board log to be observed in the optical tracking data [25]. The OptiTrack data is
then interpolated using spline interpolation, from 120Hz to 512H z, to match the IMU data rate.
Euler angles and body-fixed velocities are then estimated using an extended Kalman filter (EKF).
The EKF fuses the high frequency data of the IMU and the lower frequency OptiTrack data, which
is less prone to drift. For a full description of the Kalman filter see Armanini et al. [20].

Due to the placement of the markers, tracking quality of the elevator angle was sometimes poor.
To cope with this, unrealistic elevator angles (abs (Ad.) > 25deg) were removed from the OptiTrack
data and the resulting missing values replaced by interpolating between the remaining data points.

Manoeuvres were then automatically isolated using the elevator servo command signal which is
logged on-board. A data segment is started 0.5 seconds prior to the beginning of a manoeuvre, to
have some run-in time, and lasts until a rudder deflection (i.e., a turn) is detected. The detected
manoeuvres were all checked manually to see if the algorithm worked correctly and manually termi-
nated early in case of OptiTrack tracking problems. These sometimes occur when the ornithopter
is flown near the edges of the tracking volume.

Finally, the data is filtered using a fourth order low-pass Butterworth filter. The cut-off fre-
quency is chosen at 5Hz. This was found to be a suitable cut-off frequency to separate the time-
averaged signal content from the flapping-related data in previous system identification work per-
formed for this particular ornithopter [27]. Filtering at this cut-off frequency does however cause
some rounding of the elevator input data, which may have an effect on the estimated control effec-
tiveness parameters.

An example of the data obtained from free-flight is given in Figure[f] The raw OptiTrack data
is shown in Figure perfectly illustrating the drastic effect of a tracking problem, showing large
spikes in the 20 bounds. Figure shows the same data after processing and filtering. This data
is ready to be used for model identification.



III. Modelling
A. Model structure

The model structure used in this study is given in Equation . It is a decoupled, longitudinal
LTT model. Previous work has shown that the time-averaged dynamics, in a limited domain around
steady flight conditions, can be approximated well using LTI models even though flapping-wing
MAVs are highly non-linear in nature [12, 13|, 33]. This approach is considered valid for ornithopters
which have a high enough flapping frequency such that time-scale separation applies [27]. Figure
specifies the body-fixed reference frame, which is different from the aerospace convention. Armanini
et al. switched to a different reference frame definition in previous work to avoid singularity problems
due to the typically large pitch angles assumed by this ornithopter [26].
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Initially, flapping frequency, Ady, was considered as a second input to the model. However,
this did not yield any significant improvement in model accuracy and provided little additional
insight into the effect of the tail because responses to throttle input varied only very little between
configurations. Also, as discussed before, elevator manoeuvres were found to provide more suitable
excitation to study the effect of the tail since it is a direct pitching moment disturbance. For
simplicity, flapping frequency was omitted in the final model structure.

The advantage of using the LTI model structure is its simplicity as opposed to, for example,
quasi-steady models [4, [34]. LTT models are easier to use for obtaining new insights into the effect
of the tail. The model structure is partly physical in nature, i.e., changes in parameter values can
be linked to physical changes of the system, but is still relatively easy to interpret.

A drawback of LTI models is their limited validity about a steady-state condition. Moving
away from this steady state makes the model less accurate and eventually unusable. It should be
kept in mind that the assumption of linearity may be violated during real flight. The LTI model
also contains no explicit terms modelling the tail geometry. Thus, it will not always be trivial that
changes in parameters are a result of a change in tail geometry. However, for an initial study of the
tail effect on the dynamics the LTI model structure is expected to be sufficient.

B. Parameter estimation

Parameters of the LTI model were estimated using a combination of ordinary least squares (OLS)
estimation and a maximum likelihood (ML) optimisation step. The OLS estimation is a linear
regression problem which always converges to the global optimum but rests on the assumption
of error-free regressor measurements. ML estimation on the other hand allows for noise in the
measurements but is a nonlinear optimisation problem which is prone to divergence or convergence
to local optima. In previous work a combination of these estimation techniques proved to be
successful [33]. For a more detailed outline of the parameter estimation approach, see Armanini et
al. [27].

Parameters are first estimated using the OLS approach. These estimated parameters are sub-
sequently used as the initial guess for the ML optimisation step. According to a comparison by
Armanini et al. the ML optimisation leads to more accurate results if successful, though there is
always a risk of divergence [33].

This approach was found to give satisfactory results. Models were estimated for each experiment
in a data set, e.g., for each manoeuvre instance, and ML divergence typically occurred for less than
two data sets per configuration.

C. Obtaining average models

To compare the dynamic behaviour of the tail geometries it is more convenient to estimate a
single, representative model for each configuration. Three approaches to estimate such an average
model were attempted.



1. Mean parameter model

The most straightforward approach to estimate an average model for a configuration is to
simply take the mean of the parameters estimated in individual models. Since the input used to
excite the dynamics is pre-programmed, the excitation of the system is very consistent (see the
overlay in Figure @ This leads to a similar response for each excitation and thus should yield
consistent models. Analysing the mean of the model parameters is considered a reasonable first
step in determining a representative model. Of course, small disturbances experienced in-flight will
lead to variation in the models. The standard deviation of the parameters over the individual models
is thus a good measure of the reliability of a certain parameter. The mean and standard deviations
of the parameters can also give an indication of the relative importance of that particular parameter
on the system dynamics.

2.  Weighted mean (WM) model

Taking a simple mean of all the parameters may not be the most accurate method to estimate a
representative model, since it assumes that all parameter estimates were equally successful. Due to
the nature of the ML optimisation step in the parameter estimation process, this is not necessarily
true. Ljung proposes a method which computes a weighted mean (WM) of the parameters by taking
into account the covariance matrix of the estimation [33].

Given multiple parameter estimates, obtained from independent sets of data, Equation ({3
provides an average parameter set weighted according to the estimated covariance matrices. 6°
represents the parameter estimate for data set 1.

-1

[P(“} 1] (3)

This method takes into account that not all estimations are equally good. According to Ljung,
the parameter estimate resulting from Equation should be the minimum covariance parameter
estimate [35].

é:P-zn: ({P(”}l 9) . with P =
=1

n

i=1

3. Averaged time-response (TA) model

Finally, an average model is computed by overlaying the data sets which are to be used for
estimation and computing the mean response. A model can then be estimated based on this average
response. This approach is assumed valid since the flapping-related content of the data is not taken
into account. From Figure [6 the response to the input is very consistent. This is also in line with
previous system identification work for the DelFly [13].

Due to the high consistency of the individual manoeuvres performed during an experiment it is
considered justified to estimate a model based on the average response as a representative model.
Throughout this paper this model shall be indicated as the time-averaged (TA) model.

D. Model validation

1. Approach

Model validation is performed on two levels. First the quality of each individual model is assessed
by simulating its response to the measured input. Comparing the model-predicted states to the
measured states gives a measure of accuracy for the particular model. Then, the aforementioned
averaged models are estimated, using a selection of the accepted data sets, and tested against
validation data which was not used to estimate the averaged models.

Three metrics were used to evaluate the quality of individual models: (1) the root mean squared
(RMS) error between measured and model-predicted states; (2) the Pearson’s correlation coefficient
(PCC), see Equation , where g represents an arbitrary model output state and y,, the respective
measured state. The PCC varies from 0 (no correlation) to 1 (full correlation); and (3) the covariance
of the parameter estimates.
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Table 2 Model validation metrics.

Metric Threshold
RMS RMS > 80 %tile
PCC mean(PCC) < 0.70
Covariance |C°“’,f(é)\ >1
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0972 0915 088 065 |

2£0.999

50, 40, 30 EUNG e

Imaginary
=

2 10:999

4 10.998

3

-6(-993 0.986 0972 0945 0.88 065 @ «

0 1 2 3 4 5 -50 -40 -30 -20 -10 0 10
Time (s) Real

(a) Time response (b) Eigenvalues

Fig. 7 Example of validation results for configuration S1b

PCC = M (4)

0g " Oy,

Suitable thresholds for each validation metric were determined experimentally. The resulting
values are given in Table[2] For each model, these metrics are evaluated and each state or parameter
exceeding a threshold is flagged. To check if the RMS value of a particular output state is too high
it is compared to the RMS values of all individual models. The highest 20% of the RMS values are
flagged. The RMS flags are divided by the number of output states (4). The covariance flags are
normalised by the total number of parameters. This results in a summed flag value for each model.
If the flag value of a model exceeds 1, it is rejected and will not be used to estimate average models
for the configuration.

After evaluating the individual models based on the criteria in Table 2] a random selection is
made from the accepted models. 70% of the data is selected for identification of averaged models,
whilst the remaining 30% of the data is kept for validation.

The averaged models are tested on the remaining validation data to find the most representative
one. To evaluate the averaged models, two metrics are used: the mean RMS and the mean PCC
values. These results are summed over the total number of validation data sets. The model scoring
best on the highest number of data sets is considered to be the most representative model for
that particular configuration. The highest fitness models are then used to compare the dynamic
characteristics of different tail geometries.

2.  Results

Models for all configurations were validated using the aforementioned approach. Figure [7]shows
an example of the results for configuration S1b. These results are representative for the bulk of
the configurations. In the appendix, Table gives an overview of the validation results for all
configurations.

Figure shows the model-predicted time responses versus the measured states for a single
validation data set. It is observed that all three models predict the measured states with a reasonable
accuracy. There is however a slight instability in the weighted mean (WM) model, caused by a
positive real eigenvalue.
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Figure shows the system eigenvalues on a pole plot. A good clustering of the eigenvalues
can be observed, particularly in the complex conjugate eigenvalues. The averaged models show high
consistency in the complex conjugate pair of eigenvalues, which are also located around the cluster
of the individual models. This gives a measure of confidence into the methods used to obtain the
average models. The real eigenvalues are less consistent and show more spread. This was also the
case in previous system identification work for this ornithopter and is most likely caused by a lack
of excitation in the body z,-axis [13].

Figure also shows the poles of rejected models, which were not used for estimation or
validation of the averaged models. In this case the rejected models with unstable complex conjugate
pole pairs are a result of ML optimisation divergence. In most cases model rejection was a result
of the ML optimisation converging to a local minimum, yielding sub optimal results. Typically less
than four individual models are rejected, leaving an average of 12 independent data sets to estimate
average models, suggesting that the experiment execution and the estimation process were generally
successful.

The three averaged models all perform quite well for the given example. The weighted mean
model, however, has a tendency to be drawn towards unstable real poles if these are present in any
of the models used to estimate the WM model. Apparently the model parameters of models with
an unstable real pole have a very low covariance giving them a high weighting in the computation
of the WM model. As a result the WM model shows a slight instability, visible in the time response
in Figure [7(a)]

Table [A.2] shows the validation metrics for configuration S1b. For this configuration, all three
average models perform quite well, with a mean PCC > 0.80, and mean RMS = 0.11 for the
TA and mean model. However, the slight instability in the WM model clearly results in higher
RMS (0.16) and lower PCC (0.64) values. The TA model scores best and is therefore the most
representative model for configuration S1b.

For some configurations the weighted mean model is drawn quite far towards an unstable pole
due to more than one model with a positive real eigenvalue in the estimation data. In some cases
this leads to poor validation results for the weighted mean model, see Table for an overview.
The simple mean model and the TA model are much less sensitive to models which feature a positive
real eigenvalue.

Overall the TA model scored best for a majority of the configurations that were tested. This
confirms the consistency of the dynamic excitation and provides additional confidence into proper
experiment execution.

IV. Results & discussion
A. Wind tunnel

Figure [8] shows results of the force balance measurements performed in the wind tunnel, in
steady-state conditions, as a function of tail geometry. Error bars indicate two times the standard
deviation of the forces and moments over a total of 24-26 flapping cycles per measurement. Each
steady-state measurement was repeated three times.

It was not possible to identify clear trends consistent with a variable tail geometry from the
results in Figure |8 or from force balance results for other longitudinal positions z;. This made it
very difficult to accurately estimate the tail contribution, i.e., F}, in Figure [5] as a function of tail
geometry.

This is most likely caused by a combination of the test-setup and the resolution of the sensor that
was used. Apparently the force and moment differences are so small that even this high resolution
(0.149g-force) sensor has trouble to accurately measure the differences between tails. However,
on the small scales involved with this ornithopter these small differences still make a significant
difference in dynamic behaviour, as was observed during free-flight (see Section . Furthermore,
it is expected that the force balance strut affects the airflow upstream of the tail surface to some
extent and thereby influences the measurements. An attempt was made to streamline the strut, see
Figure[] but this is still a drawback and, more importantly, an unknown factor in the measurement.

The difference between tailed and tailless measurements shows opposite trends in Figure
and Figure This also suggests an influence of the force balance strut. With varying zj the
distance between the strut and the tail surface changes which may result in different influences of
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Fig. 8 Wind tunnel results as function of tail geometry. 20 error-bars.

the strut on the final results. However, the opposite trend may also be caused by a change in tail
effectiveness at increased longitudinal distance from the flapping wings. It is currently not possible
to differentiate between these two causes since the effect of the strut is unknown.

Previous studies, comparing wind tunnel measurements to free-flight data, pointed out that the
force measured in the body x-axis is especially influenced by clamping effects [24]. An aerodynamic
tail model developed by Armanini et al., using PIV data to model the tail-wake interactions for the
DelFly in hover conditions, suggests that the tail is actually generating force almost exclusively in
ap, direction, in the range of 0.01 — 0.03N [22], which corresponds to the order of magnitude of
the results in Figure [ With the total contribution of the tail in this range it is not unlikely that
differences between tail geometries are much smaller and are too small to be measured reliably with
the sensor that was available. It can thus be concluded that a change in wind tunnel setup or a
more sensitive force balance would be required to accurately estimate the force generated by the
tail.

However, it was possible to obtain some estimates of stability derivatives from the wind tunnel
results. Figure [I8) in Section [V B| shows results for X,, both from the models estimated from
free-flight data and derivatives estimated from wind tunnel data. X, could be estimated from
measurements that were performed for free-stream velocities fluctuating about the steady-state
(Vo ~ 0.25ms~!). The estimates from wind tunnel data and free-flight are in the same order
of magnitude, though the actual values are different. Nevertheless, this provides some measure
of confidence in estimates derived both from wind tunnel data and free-flight. More importantly
it shows that simple stability derivatives may actually be derived from wind tunnel experiments.
However, it also calls for some additional study with regard to the accuracy of both experimental
methods.

Figure [18]shows that aspect ratio seems to have no significant effect on X,,. However, a minimal
trend is observed with surface area in Figure showing a slight increase in magnitude for X,
when the tail surface area is increased. This is as expected, since X, can be interpreted as the
drag force as a function of forward velocity, which is usually influenced by the surface area of the
translating body.

B. Free-flight

1. Effect on steady-state

Despite no significant trends to be observed in the wind tunnel results, the tail geometry is still
expected to affect the magnitude of the tail force Fj. Assuming that the force generated by the
flapping wings (F,) initially remains unchanged, this would result in a different moment equilibrium
and therefore different steady-state conditions, see Figure 5] The effect of the horizontal tail aspect
ratio on the steady-state conditions is shown in Figure 0] Linear fits were estimated using three of
the configurations, leaving one configuration to validate if steady-state conditions may be predicted
based on tail geometry.
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Increasing the aspect ratio apparently increases the force generated by the tail and thus causes
a larger pitch angle. This in turn tilts the wing force F,, (see Figure [5) and leads to a higher
steady-state velocity. It is observed that the effect becomes less pronounced when the tail is moved
farther away from the flapping wings, indicated by the less steep slope in the trend in Figure
in comparison to Figure

Increasing the surface area has the same effect on the steady-state as aspect ratio, see Figure [T0}
However, surface area seems to have a smaller effect on the steady-state conditions than tail AR.
Also, the slopes of the linear fits in Figure and Figure are very similar. This implies
that the overall effect of surface area on the steady-state conditions does not vary with longitudinal
position.

The steady-state conditions are plotted as a function of the longitudinal position in Figure [T1}
Increasing the separation from the main wing decreases the steady-state velocity and pitch angle.
This is not fully in line with expectations. Moving the tail farther away from the main wing increases
the moment arm of the tail force with respect to the CG (see Figure [5), suggesting that the tail
would generate more nose-down moment and thus would yield a faster steady-state configuration.

The reason for this result is probably related to the CG shift. Changing the longitudinal
position from x;, = 57mm to x;, = 126mm produces an average CG shift of 15.1mm, depending
on the used tail surface, causing a mean increase of the tail moment arm of approximately 74%.
However, assuming F,, acting at the wing quarter chord point, the wing moment arm also increases
by roughly 40%. According to earlier wind tunnel results the wings actually produce a small,
negative contribution in z; force, thus generating a nose up pitching moment [14, 30]. The steady-
state trends observed in Figure [[1]imply that the wing contribution is dominant in establishing the
moment equilibrium. This can be confirmed by the wind tunnel data in Figure [§] showing that the
magnitude of F, excluding the tail typically reduces by less than 20%. Comparing Figure to
Figure[9)and Figure[I0]also shows that, overall, the tail geometry has less impact on the steady-state
conditions than the longitudinal position of the tail.
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As mentioned before effect of tail position on the steady-state appears the same for configura-
tions S1 and S5, indicated by the near-parallel linear fits in Figure but Figure shows
that the difference in steady-state condition between AR1 and AR5 decreases when xj, increases. It
appears that, close to the flapping wings, increasing the AR has more aerodynamic advantage than
increasing tail surface area. However, this aerodynamic advantage seems to diminish when moving
away from the flapping wings.

At increased zj the free-stream component is expected to become more dominant over the
flapping-wing induced velocity. Since the steady-state attitude is likely determined in part by the
total drag of the system this result implies that, for large xj, the tail is mainly producing a drag force
determined mostly by its surface area. Since AR1 and AR5 in Figure have the same surface
area these ultimately converge to almost the same steady-state conditions when the longitudinal
position of the tail increases.

The experiments for configurations AR1d, AR5d, S1d and S5d, e.g., the validation points in
Figure [TT} were conducted at a later time than the original experiments. Inevitably small changes
in the system have taken place during this time, due to the large number of experiments performed.
Since the ornithopter is very lightweight and vibrates continuously during flight such changes are
inherent to the system and can have a significant impact on the steady-state conditions. This means
that an accurate comparison of the steady-state conditions is difficult when measurements are not
taken consecutively.

Additional data points were desired to validate if steady-state conditions may be predicted based
on tail geometrical parameters. Thus, four additional tail configurations (AR4, AR6, S4, S6) were
constructed after the initial experiments. To minimise effects of changes in the system, which can
affect steady-state conditions as observed in Figure steady-state experiments for x, = 57mm
were repeated in a single day. The results of these experiments are shown in Figure [I2} On-board
data was not logged during these flights to reduce the required time to do the experiments. This
does however mean that motor RPM data is lacking, leading to higher standard deviations in the
flapping frequency estimate since it had to be determined solely from OptiTrack data.

Comparing the steady-state conditions in Figure to the older ones in Figure [0 confirms
that the steady-state conditions can actually vary significantly over time. Especially the results
for configuration AR5a (AR = 5.27) have significantly changed. However, given that experiments
are performed in succession, with minimal changes made to the system in between, it is in fact
possible to accurately predict steady-state conditions as a simple, linear function of tail aspect ratio
or surface area. The trends in Figure [I2]are also the same as those found during earlier experiments
(Figure |§| and Figure , and thus the observed effects of the tail geometry on the steady-state
conditions are considered valid.

The prediction errors are summarised in Table [3] showing that the predictions are less than
one standard deviation from the measurements. It is even possible to extrapolate the trends a
little beyond the original estimation range and still predict the steady-state conditions with good
accuracy. This provides interesting opportunities for future design tools.
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Table 3 Result of predicting steady-state conditions, for results in Figure [12} using linear fits.

0ss(deg) Ves(ms™1) 8555 (Hz)
Tail  2m & | — & |z;'z;)i Tm & |om 2] % ;)i Zm, & |zm — 4 Iﬁ
AR2a 21.20 2048  0.74 0.54 0.71 0.67  0.03 0.36 13.77 1411 0.34 0.57
AR4a 25.30 24.61  0.69 0.32 0.74 075  0.01 0.19 13.41 1358  0.17 0.36
AR6a 28.83 2845  0.37 0.13 0.87 0.82  0.05 0.40 13.05 13.09  0.04 0.07
S2a 2246 2343  0.97 0.50 0.70 0.74  0.04 0.21 13.60 13.54  0.06 0.10
Sda 2445 25.14  0.69 0.42 0.76 0.77  0.01 0.29 13.74 13.63  0.11 0.66
S6a 28.53 26.60  1.93 1.00 0.82 0.79  0.03 0.06 13.51 1370 0.19 0.61

2. Effect on dynamic behaviour

During free-flight experiments, differences in response were clearly visible for the different con-
figurations. Analysing the time response of each configuration should thus provide valuable insights
into the effect of the tail.

Figure [I3]shows average time responses for varying AR. The average response is computed over
all the manoeuvres performed during an experiment. The results show that an increased aspect
ratio has a positive effect on damping capabilities and also slightly reduces the natural frequency of
the oscillation. This might be partially caused by the increased span width of AR3 and AR5. This
gives these configurations effective tail area in a span-wise region which experiences a high induced
velocity wake, according to PIV measurements and numerical studies performed for this ornithopter
(cf. Fig. 9in [22] or Fig. 14 in [20]). Note that apparent differences in input in Figure [13| and
other time response figures are caused by tracking problems of the elevator marker and subsequent
averaging over multiple data segments.

The results in Figure [13| also show that the responses vary greatly with changing longitudinal
position of the tail. When the distance to the flapping wings is small, Figure increasing the
aspect ratio seems to have a little more effect on the natural frequency of the oscillation but the
responses are in fact quite similar. In Figure the differences in average response are far more
evident and clearly show increased damping for configurations AR3d and AR5d. Though the initial
responses are almost identical, the peak at ¢ &~ 1.4s decreases considerably in magnitude for high AR
configurations. These differences in damping are also apparent in Figure In fact, increasing
xp, beyond 114mm appears to drastically reduce the damping capabilities of configuration ARlc,
and to lesser extent for AR2c, but it does not for AR3c and ARb5c.

Figure shows the average time responses for tails of different surface area. Differences in
damping again become more apparent for increased longitudinal position of the tail, see Figure
From Figure it seems that increasing the surface area beyond S = 153.3cm?, i.e., from S5a to
S6a, does not produce any significant change in dynamic response.

Increased surface area seems to have some effect on the natural frequency of the oscillation
when the tail is close to the flapping wings, based on the time responses of in Figure though
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Fig. 14 Influence of tail surface area on average time response to elevator doublet.

the oscillations in Figure are almost perfectly in-phase, showing only differences in damping.
Damping is reduced for Slc in comparison to S1b. This is unexpected, since the tail moment arm
increases from x, = 98mm to xp = 126mm. Similar to the results for the steady-state conditions
in Figure [I1} this may be a result of the wing force also generating a larger, destabilising moment
when the CG is moved further aft.

From Figure [13]and Figure[14]it is apparent that the longitudinal position of the tail has signifi-
cant impact on the dynamic behaviour of the ornithopter for a given tail geometry. This is visualised
more clearly in Figure[T5] which shows results for tail configurations at varying longitudinal position.

Figure shows that damping increases up to x; = 98mm but decreases significantly when
the tail position is increased beyond that for configuration AR1. The same is observed for configura-
tion S1, Figure though the difference is smaller than for AR1. In contrast, Figureshows
that damping of the oscillation remains high even up to z, = 126mm for configuration AR3/S3.
Increasing the distance between the tail and the flapping wings is actually expected to improve
damping, as the moment arm of the tail force increases (see Figure [5)). Given that configuration
S3/AR3 matches the aspect ratio of configuration S1 and the surface area of configuration AR1,
the decrease in damping at high xj, for configurations AR1c and Slc, cannot be linked directly to
either surface area or aspect ratio of the tail surface.

It is expected that the maximum span width of the tails plays a role in the explanation of
this result. Configurations S1 and AR1 feature relatively small span widths of 158 and 166mm
respectively. Configuration S3 has a larger span width of 203mm. The results observed in Figure[T5]
could be explained by the typical induced velocity profile of flapping wings, which experiences peaks
at 60 — 70% of the flapping wing span [22] 36]. Energy in the wake of the flapping wings dissipates

17



Time (s)

(a) S1

(S =179.8cm?, AR = 3.45)

AR3/S3b

AR3/S3d

AR3/S3c

ARIb

AR1d

ARl

Time (s)

(b) AR3/S3
(S = 118.8cm?, AR = 3.47)

Tim‘e (s)
(¢) AR1
(S = 118.2cm?, AR = 2.11)

Fig. 15 Influence of longitudinal position on average time response to elevator doublet.

05104028011 Ry 068, 054 Da03Re1 o R 068, 054 0403801 R 068054 0403801
o 19 ¢ ARz ¢ Y9 = ARad 8 19 ¢ AR o

o °F| m AR3b nG® °F| & ARsd An @ °F | m AR3c il

; A ARsh . 0.975 ; A AR5 ;
LI e % io 12 g 8.6 Taaig io 110 g8 6 Tlaiiig éo 12 10y g8 6 g
oo = Joors oo
5 ,ﬁ; 5 TLA0e 5 é- ° 5 o he
0.9 0.9 0.9 0.9 :
08 068 054 (4028014 08 0687 054 04028014 087 0687 054 04028014 087 0687 054 04028014

Real

(a) zp, = 57mm

Real

(b) zp, = 98mm

Real

(¢) zp, = 114mm

Real

(d) =, = 126mm

Fig. 16 Pole plots illustrating effect of tail aspect ratio on the system eigenvalues.

when moving downstream in chord-wise direction, decreasing the magnitude of the induced velocity.
The region of high induced velocity is also found to decrease in span-wise direction when moving
further away from the flapping wings, resembling a bell shape (cf. Fig. 8 in [22]). In light of this,
tails with a smaller span width are likely not seeing this high induced velocity field anymore when x,
is large, thus drastically reducing their effectiveness when the longitudinal position exceeds 98mm.

The time responses indicate changes in damping and natural frequency of the oscillatory eigen-
mode of the ornithopter, which can be further studied by analysing the eigenvalues of the estimated
models. Figure[16 shows the results for varying tail aspect ratio. The plots illustrate the eigenvalues
of the most representative averaged model for each configuration, based on the validation results (see
Table . There is a clear trend in the complex conjugate pair of eigenvalues but the real eigen-
values show less consistent trends. As mentioned earlier, the real eigenvalues for individual models
generally are less consistent than the complex conjugate eigenvalues (see Figure , though it
is clear that the ornithopter has two aperiodic eigenmodes with eigenvalues at approximately -1
and -10. The inconsistency in the aperiodic eigenvalues was also encountered in previous system
identification work and is likely caused by insufficient excitation of the dynamics associated with
these eigenvalues, i.e., the dynamics in the body z,-axis [13].

In line with the time response results in Figure [I3] increasing the tail AR slightly reduces
the natural frequency of the response and has some positive effect on damping for z; = 57mm,
Figure For xj, = 114mm and higher, Figure and Figure increasing the AR leads
to significant improvements in damping of the oscillation but hardly has an effect on the natural
frequency.

Figure [I7 shows the pole-zero plots for varying tail surface area. The results are similar to those
seen for changing the AR and are again in line with what is observed in the average time responses
in Figure The complex conjugate eigenvalues for the two largest tail configurations, S5a and
S6a in Figure are in fact very similar which corresponds to the marginal difference in time

response observed in Figure [14(a)|
Figure [17(b)| shows that for x;, = 98mm an increase in surface area already mostly has an
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Table 4 Estimated stability derivatives and standard deviations for varying S, x, = 98mm.

Sib S2b $3b S5b
6 100(6 /6] 6 100/6/0] 0 1006 /6] 6 100/6/8)
M, -4.41e-04 0.48 -6.46e-04 0.57 -7.30e-04 0.49 -9.03e-04 0.54
M, -1.90e-03 0.45 -1.79¢-03 0.64 -2.06e-03 0.67 -1.70e-03 0.66
My, -3.76e-05 23.30 -7.91e-04 2.05 -6.59¢-04 1.56 -1.27¢-03 0.82
X, 1.89¢-02 0.77 1.85€-02 1.05 2.93e-02 0.47 3.15e-02 0.50
Xy -1.30e-01 0.56 -1.26e-01 0.45 -1.34e-01 0.34 -1.43¢-01 0.23
X -1.13-02 6.06 -4.13e-02 1.57 -2.12¢-02 1.56 -3.06e-02 0.98
Zq -1.26e-03 19.63 1.79¢-03 24.20 1.36¢-03 29.17 -2.22¢-03 11.04
Zu, 1.84¢-02 4.56 1.78¢-02 5.96 -7.86e-04 123.50 1.58¢-02 3.67
Zw -1.07e-02 4.16 -9.43¢-03 8.10 2.05¢-03 23.80 -1.79¢-02 2.71

effect on damping, while there is quite a significant effect on the natural frequency of the response
for x;, = 57mm in Figure For x, = 126mm, in Figure increasing the surface area
mostly results in an increase in damping. The results imply that the behaviour of the system
changes significantly for longitudinal tail positions between 98 — 114mm. Configurations S1 and
S3 lose considerable damping capabilities between these two fuselage lengths, as can be seen from
Figure and Figure This is most likely related to the strength of the wake induced by
the flapping wings and may be related to the free-stream velocity becoming dominant over flapping-
wing induced velocity at increased distance from the flapping wings. In that case the horizontal tail
most likely acts as a flat plate translating at high angle of attack, causing significant decreases in
aerodynamic force generation [28].

Wake modelling for this ornithopter, in hover conditions, in a recent study by Armanini et al.
([22]) confirms that the induced velocity indeed decreases significantly with increased distance from
the flapping wings. In this study the flow conditions at the tail are modelled by simple addition of
the induced flow in hover to free-stream velocities encountered in free-flight. Future work should
perform wake modelling in real slow forward flight conditions, using a wind tunnel for example, to
investigate the actual interaction between free-stream flow and flapping-wing induced flow. This
should help determine at which distance from the flapping wings the free-stream component in fact
starts to become dominant.

The ability to design configurations with specific dynamic properties based on tail geometry,
using simple models, would be a great benefit for FWMAYV development. As an example, Table [4]
shows the estimated stability derivatives for varying surface area and the estimated standard devi-
ations. These are the model parameters of the most representative average models, which for all of
these configurations was the TA model. The parameter values in Table [4] are in the same order of
magnitude as those found in previous system identification efforts performed for this FWMAV [27].
From the estimated standard deviations in Table []it is clear that most parameters are estimated
quite successfully. Parameters coupled to the body z-axis do show high estimated standard devia-
tions, which is likely caused by a lack of excitation in this direction and seems to correspond to the
less consistent real eigenvalues seen in Figure The same lack of excitation is suspected to cause
the high estimated standard deviations for M,,, X,, and Z,.

Table [4] does not immediately reveal very clear trends in the model parameters with changing
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Fig. 18 Effect of tail geometry on X,, estimated from free-flight and wind tunnel data.

surface area. In general, identifying trends in the model parameters based on tail geometry proved
to be very difficult using the current modelling efforts. The results for two parameters which are
important in determining dynamic stability, X, and M,, are shown in Figure and Figure
Only the parameter values of the most representative model for each configuration are presented
here.

X, is a measure of the drag force as a result of changes in forward velocity. It is expected that
the drag is influenced by the geometry of the tail, in particular surface area. Based on the results
in Figure X, indeed shows a stronger trend with surface area than with aspect ratio. X, seems
fairly constant with differing aspect ratio according to the data in Figure Figure shows
a slightly more distinct trend, with an increasing magnitude of X, for higher surface area. This is in
line with expectations, since a higher surface area translating through air generally leads to a higher
drag force. The wind tunnel results also show a slight trend with tail surface area, Figure
but vary quite a bit from the free-flight results in magnitude. Actually comparing these stability
derivatives would require more study into the accuracy of both experimental methods (see also
Caetano et al. [31]). Ultimately, the results in Figure do not show very conclusive trends and
it was not considered feasible to develop a model for X, as a function of tail surface area.

M, is an important stability parameter determining the corrective moment generated in case
of a pitch disturbance. For dynamic stability its sign should be negative. Figure shows the
results as a function of tail geometry. Again, surface area appears to have more effect, though a
trend is also visible for increasing aspect ratio, Figure Increasing AR or surface area leads
to an increase in magnitude of M,. This is in line with the observations that increasing tail surface
area or AR has a positive effect on damping (see Figure and Figure . Also in line with
previous observations, surface area has more effect on the damping capabilities of the tail surface
than aspect ratio, illustrated by the larger increase in magnitude of M, in Figure especially
for configuration S5 (S = 153.3cm?).

From Figure @ it is also observed that M, is not significantly influenced by the longitudinal
position of the tail. This suggests that changes in damping for a specific tail at different longitudinal
positions x, may result more from an increase in inertia (I, ) than due to changes in the aerodynamic
effect of the tail. Increasing the longitudinal position of the tail from z; = 57mm to z; = 126mm
actually increases I, by an average 150%, due to mass moving further away from the CG. The
results in Figure [I9 indicate that the aerodynamic damping capabilities of most tail geometries
increases up to xp = 98mm. When the distance between the tail and the flapping wings is increased
even further, inertia effects become dominant.

The results in Figure [19 do suggest that increasing AR and/or surface area increases Fj,, which
in turn leads to a larger stabilising moment generated by the tail (also refer back to Figure. On top
of that, the added mass force may also play a role here. As the ornithopter experiences acceleration
it is subjected to a reaction force of the accelerated fluid surrounding it. This is often modelled
using a quasi-steady approach with a time-invariant added mass coefficient [5]. During manoeuvres
the FWMAV experiences very high angular accelerations about the body y;, axis. Armanini et al.
model the added mass of the wing as that of a flat plate, being a quadratic function of local chord
length (c?) integrated along the span-wise direction [14]. Assuming the same relation for the tail
surface could help explain the larger variation in M, for increasing surface area, as these tails feature
larger variation in chord length (refer to Table [A.1)).
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Fig. 20 Effect of tail geometry on X, from free-flight data.

The cross-coupling terms M,, and X, are also important parameters in terms of the oscillatory
response of the system. Results from free-flight are given in Figure 20] and Figure Increasing
the tail aspect ratio or the surface area leads to a slight increase in X,. This corresponds to an
improvement of the damping capabilities. Figure [20] also shows an influence of the longitudinal
position on the magnitude of X,, though there is no clear trend. It appears that X, increases in
magnitude with increasing longitudinal position at first (up to z, = 98mm) and then decreases
again for xp = 114mm and higher, especially clear in the results for AR = 3.47 in Figure [20(a)|

The results in Figure[2I]do not show any significant effects of the tail geometry on the magnitude
of M,,. There is however a rather clear trend with the longitudinal position of the tail. The results
indicate that coupling between the velocity in body x;-axis and the pitching moment increases
when the tail is moved further away from the flapping wings. This is as would be expected since
increasing xj increases the moment arms of both the wings and the tail surface. The negative sign
of M, indicates that an increase in body velocity u leads to a negative, i.e., pitch up, moment
change. This, and the fact that M, does not change significantly with tail geometry, according to
the results in Figure 2T} implies that the wing force is dominant in contributing to M,.

In general the averaged models, for a given configuration, showed quite large variations in model
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Fig. 21 Effect of tail geometry on My, from free-flight data.
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Fig. 22 Effect of tail span width on average time response.

parameters even though the resulting predicted behaviour was similar, especially for the oscillatory
component. This suggests that some model parameters, such as Z, and X,,, have little effect on
the pitch dynamics. The results in Table [4] confirm this, as the relatively high standard deviations
of these parameters seemingly do not have a significant impact on the performance of the models.
For a better understanding of the model parameters and their specific effect on the final model
performance it is suggested to perform a systematic sensitivity analysis of the LTT model parameters
in future work. Fixing some of the less important parameters might improve the accuracy of the
overall model and decrease the variability of the important parameters such as M.

8. Effect of tail span width

From the results in Figure[T5]the hypothesis arose that the maximum span width of the horizon-
tal tail plays a role in the dynamic behaviour of the ornithopter. The behaviour of tail configurations
with the same AR and surface area seems to vary significantly when the distance between the tail
and the flapping wings is large. To illustrate, Figure 22] shows time response results for several tails
as a function of their maximum span width.

Most notable is the large difference in response between configurations T3a and Sla in Fig-
ure Configuration T3a starts oscillating heavily about its steady-state even with a smaller
elevator input, while tail Sla is damped fairly well. Configurations T3b and T3c even tended to
be destabilised by 30% elevator deflections, making it impossible to accurately estimate LTI models
for these configurations. The difference in behaviour seen in Figure is more extreme than
expected from the difference in surface area and aspect ratio alone, based on the results in Figure
and Figure It is expected that the increased span width of configuration Sla may contribute to
this significant increase in damping capabilities, since the induced velocity in the in-board region,
close to the root of the flapping wings, decreases significantly [20] 22, [36].

The results in Figure and Figure support this hypothesis. These figures show results
for two configurations with similar maximum span width (S1 and AR1) and one configuration with a
larger span width (AR3/S3), at two different longitudinal positions z;. Despite differences of 63.6%
and 48.2% in AR and surface area, respectively, between configurations S1 and AR1, the responses
of these configurations are very similar, especially in terms of damping. Configuration AR3c, Fig-
ure 22(c)|, which has a larger maximum span width, shows much better damping capabilities even
though it has the same aspect ratio as configuration S1 and the same surface area as configuration
AR1. The aerodynamic importance of maximum span width has previously been noted by Thomas
in his study of bird tail aerodynamics [I8]. The results in Figure [22 seem to support this.

Since AR, surface area and span width are all related through the relation for aspect ratio
(Equation (|1))) it is impossible to isolate the contribution of one of these parameters to the dynamic
behaviour without changing at least one of the other variables. Therefore additional research is
needed to give definitive conclusions about the relevance of the maximum span width. It is recom-
mended to extend previous studies, modelling the wake of the flapping wings of this ornithopter
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in hover conditions by means of PIV measurements ([22]), to slow forward flight conditions. This
should give more insight into the flow conditions at the tail, especially in span-wise direction, and
may help to quantify the effect of the span width of the tail surface on its total effectiveness.

V. Conclusion

This paper presented the results of a systematic study into the effect of the horizontal tail on
the time-averaged dynamics of a flapping-wing micro aerial vehicle, the DelFly II. Three parameters
were varied to investigate their effect: surface area, aspect ratio and longitudinal position.

It was found that increased surface area and aspect ratio provides a larger pitch down moment,
tipping the moment equilibrium and thus increasing steady-state velocity. It can be concluded that
the tail force increases in magnitude with increased S and AR. Using additional test configurations
it was shown that prediction of the steady-state conditions based on tail geometry is possible with
simple linear relations. This provides interesting opportunities for future FWMAYV platform design
tools.

Increasing the longitudinal position of the tail decreases the steady-state velocity. This is most
likely caused by the shift in CG position. Based on the results, forces generated by the wing are
dominant in determining the moment equilibrium and therefore the increased moment arm of the
wing results in slower flight. Results also suggest that the effectiveness of the tail decreases with
increased distance to the flapping wings, possibly due to less energy being available in the wake.

Increasing aspect ratio and surface area generally increases damping of the periodic, oscillatory
eigenmode and slightly decreases natural frequency. For increased distance to the flapping wings the
effect on natural frequency becomes less but significant changes in damping were observed. Some
tail geometries experienced a significant decrease in damping capabilities at longitudinal positions
exceeding 98mm. This appears connected to the maximum span width of the tail surface rather
than just its surface area or aspect ratio. More research into the effect of maximum tail span width
is recommended.

Trends were identified in some stability derivatives, mainly My, X4, M, and X,. However, the
current models did not reveal trends with enough confidence to predict dynamic behaviour based
on tail geometry. Future studies may focus more on the system identification cycle to improve
model accuracy, for example with a thorough sensitivity study of the model parameters. It is also
recommended to further investigate the possibility of increasing model accuracy using throttle input
data, as this provides better excitation in the body z; axis than elevator inputs.

In the context of novel FWMAYV platform designs, it is suggested to systematically study the
effect of a non-zero angle of the horizontal tail with respect to the fuselage. Some birds tilt their
tails for flight control purposes and it should be interesting to study the potential benefits of such
a feature for robotic flappers. Future research may also focus on the vertical tail surface and its
effects on the lateral dynamics of the ornithopter.
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Appendix

Table A.1 Physical dimensions of the tail geometries used in the experiments.

Tail identifier
Parameter S1 S2 S3/AR3 sS4 Sh S6 AR1 AR2 AR4 AR5 AR6 Ti1 T2 T3

b (mm) 166 184 203 217 230 242 158 180 227 250 260 170 170 100
brg (mm) 87 96 105 112 120 126 152 90 80 70 76 80 - 70
¢r (mm) 54 60 66 71 75 79 75 73 64 60 57 71 73 60
ct (mm) 29 32 35 38 40 42 66 45 28 25 22 38 24 50
AR —) 3.45 345 3.47 3.44 345 345 211 273 4.34 5.27 583 273 272 1.71
S (em?) 79.8 98.1 118.8 136.7 153.3 169.7 118.2 118.8 118.82 118.5 116.0 105.9 106.2 58.5

Table A.2 Mean validation scores, standard deviation in brackets. Not all configurations were
tested. For T3b and T3c, modelling was unsuccessful.

Fuselage configuration

a (zp, = 57mm) b (zp = 98mm) ¢ (zp, = 126mm) d (zp, = 114mm)
Tail Model  RMS pPCC RMS PCC RMS PCC RMS pPCC
TA 0.12 (0.02) 0.88 (0.03) 0.11 (0.01) 0.87 (0.05) 0.10 (0.01) 0.86 (0.02) 0.11 (0.02) 0.84 (0.05)
S1 WM 0.12 (0.02) 0.87 (0.02) 0.16 (0.02) 0.64 (0.11) 0.11 (0.01) 0.85 (0.05) 0.13 (0.01) 0.84 (0.04)
Mean 0.12 (0.01) 0.86 (0.05) 0.11 (0.01) 0.83 (0.06) 0.09 (0.01) 0.88 (0.05) 0.13 (0.03) 0.77 (0.11)
TA  0.10 (0.02) 0.84 (0.09) 0.11 (0.02) 0.86 (0.05) 0.10 (0.01) 0.83 (0.09) - -
52 WM 0.12 (0.02) 0.72 (0.12) 0.14 (0.01) 0.78 (0.05) 0.20 (0.03) 0.63 (0.13) - -
Mean 0.10 (0.02) 0.81 (0.11) 0.12 (0.01) 0.80 (0.05) 0.10 (0.02) 0.79 (0.04) - -
TA  0.12 (0.02) 0.78 (0.08) 0.09 (0.01) 0.87 (0.03) 0.10 (0.01) 0.80 (0.06) 0.09 (0.01) 0.90 (0.06)
S3/AR3 WM 0.17 (0.02) 0.62 (0.14) 0.10 (0.02) 0.81 (0.07) 0.11 (0.01) 0.75 (0.06) 0.13 (0.02) 0.73 (0.12)
Mean 0.12 (0.02) 0.75 (0.07) 0.10 (0.01) 0.86 (0.03) 0.10 (0.01) 0.79 (0.05) 0.09 (0.01) 0.90 (0.05)
TA  0.09 (0.04) 0.86 (0.07) 0.08 (0.02) 0.88 (0.03) 0.09 (0.02) 0.79 (0.04) 0.11 (0.03) 0.80 (0.08)
55 WM 0.11 (0.04) 0.82 (0.06) 0.11 (0.01) 0.76 (0.05) 0.12 (0.02) 0.59 (0.07) 0.16 (0.02) 0.48 (0.09)
Mean 0.09 (0.04) 0.85 (0.07) 0.09 (0.02) 0.84 (0.04) 0.10 (0.02) 0.71 (0.07) 0.12 (0.02) 0.76 (0.11)
TA  0.09 (0.03) 0.89 (0.05) - - - - - -
56 WM 0.11 (0.02) 0.85 (0.05) - - - - - -
Mean 0.09 (0.03) 0.89 (0.05) - - - - - -
TA  0.14 (0.05) 0.78 (0.27) 0.12 (0.02) 0.86 (0.01) 0.13 (0.01) 0.86 (0.04) 0.14 (0.02) 0.84 (0.06)
ARL WM 0.15 (0.04) 0.73 (0.24) 0.18 (0.01) 0.59 (0.06) 0.16 (0.05) 0.78 (0.13) 0.13 (0.04) 0.84 (0.07)
Mean 0.14 (0.05) 0.75 (0.29) 0.12 (0.02) 0.83 (0.03) 0.18 (0.02) 0.75 (0.07) 0.14 (0.03) 0.81 (0.11)
TA  0.10 (0.04) 0.89 (0.05) 0.11 (0.03) 0.87 (0.07) 0.08 (0.02) 0.89 (0.04) - -
AR2 WM 0.13 (0.03) 0.80 (0.06) 0.12 (0.03) 0.82 (0.09) 0.09 (0.02) 0.85 (0.05) - -
Mean 0.10 (0.03) 0.87 (0.05) 0.11 (0.03) 0.85 (0.06) 0.08 (0.02) 0.88 (0.04) - -
TA  0.12 (0.03) 0.85 (0.05) 0.10 (0.02) 0.83 (0.08) 0.11 (0.01) 0.70 (0.15) 0.12 (0.03) 0.82 (0.02)
AR5 WM 0.18 (0.03) 0.72 (0.07) 0.12 (0.01) 0.75 (0.07) 0.13 (0.01) 0.53 (0.07) 0.13 (0.03) 0.76 (0.08)
Mean 0.10 (0.03) 0.86 (0.06) 0.10 (0.03) 0.78 (0.09) 0.11 (0.01) 0.65 (0.19) 0.13 (0.04) 0.73 (0.11)
TA  0.11 (0.02) 0.85 (0.05) - - - - - -
ARG WM 0.12 (0.02) 0.80 (0.07) - - - - - -
Mean 0.10 (0.02) 0.87 (0.06) - - - - - -
TA 0.11 (0.03) 0.88 (0.06) 0.10 (0.03) 0.88 (0.05) 0.14 (0.03) 0.76 (0.07) - -
T1 WM 0.75 (0.65) 0.44 (0.23) 0.15 (0.04) 0.74 (0.10) 0.29 (0.09) 0.32 (0.28) - -
Mean 0.11 (0.03) 0.87 (0.04) 0.10 (0.03) 0.87 (0.06) 0.13 (0.04) 0.76 (0.10) - -
TA  0.10 (0.01) 0.86 (0.03) 0.11 (0.05) 0.90 (0.06) 0.67 (0.61) 0.47 (0.30) - -
T2 WM 0.17 (0.03) 0.75 (0.07) 0.15 (0.03) 0.75 (0.11) 0.19 (0.03) 0.68 (0.18) - -
Mean 0.12 (0.01) 0.83 (0.04) 0.13 (0.05) 0.82 (0.08) 0.17 (0.03) 0.67 (0.16) - -
TA 0.29 (0.13) 0.87 (0.12) - - - - - -
T3 WM 1.16 (0.85) 0.44 (0.21) - - - - - -
Mean 0.34 (0.10) 0.67 (0.09) - - - - - -
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