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Abstract

Making virtual characters seem sentient is the main goal of the study of believable virtual
characters. Unbelievable behaviour, especially eye gaze behaviour, could make the whole
virtual character seem less believable. In human-human social interactions eye gaze is used
to interact non-verbally. People also apply Theory of Mind (ToM) to reason about other peo-
ple’s mental states. If a virtual character were to respond to a person’s gazing behaviour with
its own gazing behaviour, will it seem more believable and socially present to this person?
Do people look at- and follow the gaze of such virtual characters more? Do people apply
ToM to reason about the mental states of such virtual characters? This study employed
a within-subject design (n=24) with two conditions that were given at the same moment.
The conditions were represented by two virtual characters where one had gaze aware be-
haviour and the other did not. Using a think-aloud procedure during and questionnaires
after the Virtual Reality experience the believability, social presence and the application of
ToM were assessed. Gaze behaviour with respect to the virtual characters was assessed as
well using the onboard eye-tracker of the Virtual Reality Head Mounted Display. The results
suggest that virtual characters were more believable and socially present when they respond
to people’s gaze behaviour through their own gaze behaviour compared to a virtual character
without such gaze behaviour. Results also showed that in some situations people looked
more at the virtual character without gaze aware behaviour than at the virtual character
with such behaviour. However, gaze following behaviour and whether or not people apply
ToM were inconclusive. In conclusion, virtual characters that respond to people’s gaze be-
haviour through their own gaze behaviour are perceived as more believable and more socially
present than virtual characters without such gaze aware behaviour.
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Introduction

Making the unaware aware, can you look a virtual character in the eye and believe it is
sentient? Virtual characters can look very realistic but their gazing behaviour often seems
simple. As eye gaze is a very important medium for social signals in human-human inter-
action, an unrealistic implementation of a virtual characters’ gaze behaviour has a negative
impact on the overall perception of the virtual character [23, 76]. This study explores the
impact of eye gaze on whether people perceive a virtual character as a person.

Without gazing behaviour virtual characters might lack the ability to communicate their
mental states properly. Eye gaze behaviour is a cognitively special social signal with unique,
hard-wired pathways in the brain dedicated to their interpretation [28]. People can not read
other peoples’ minds but they can make guesses based on that persons’ behaviour. This
ability to estimate other people’s mental states, i.e. their beliefs, desires and intentions,
based on non-verbal cues is called Theory of Mind (ToM) [28]. Eye gaze plays a critical
role in the development of this ability [8, 70] and eye gaze remains critical even later in life
when someone else’s intentions are ambiguous [64]. Furthermore it is hard to read complex
emotions and mental states without looking at the eyes [9, 12, 26, 27, 37, 59, 60].

Machine Consciousness is a field of research that aims at understanding, simulating and
replicating human consciousness in machines [31]. It models the behaviour of virtual char-
acters after psychological theories of human cognition with the goal of making them more
believable [4]. Bates et. al. [11], from the perspective of a combination of autonomous agents
and believable characters from the traditional character-based arts such as animation, film
or literature, defines the main goal of believable virtual characters to give an illusion of life.
It is not their physical appearance that is important for this illusion but their behaviour has
to seem natural, appealing, life-like [S0]. In actuality this way of thinking seems the wrong
way around. Humans will interpret almost anything with self-propelled motion, or anything
that makes a non-random sound, as an agent with goals and desires [8, 16]. This will, of
course, lead to some false positives but according to Baron-Cohen [8] experience could then
let that person override the signal that there is an agent, given other types of knowledge. In
that sense, the goal is not to create life-like virtual characters per se but to remove or improve
the elements of a virtual character that make it unbelievable.

Social presence is a reflection of the degree to which one believes that he or she is in the
presence of, and interacting with, other human beings [39]. Thus, for a virtual character to
be perceived as a person, people need to perceive the virtual character as socially present.
Eye gaze seems to be important for this feeling as a lack of eye contact has been shown to
reduce social presence [6, 74].

To sum up, our vision is that virtual characters could seem more like people if they were
able to communicate socially using eye gaze. We think that these virtual characters would
become more believable and more socially present as well as have more mental states at-
tributed to them than virtual characters without this behaviour.






Related work

2.1. Eye gaze as a social signal

Eye gaze can convey different social signals. The most commonly reported social signals
are: focus of attention [3, 44], sign of intent [17], joint attention [79], desire/avoidance for
interaction [79], regulating the flow of conversation [56], and establishment and recognition
of social relationships [44, 79]. From these, some of the more fundamental social signals
are focus of attention and joint attention. This is because they depend on eye gaze only and
not on more complex interactions with other social behaviour such as speech in the case
of regulating the flow of conversation or social context in the case of establishment and
recognition of social relationships. These signals are so fundamental that they are learned
very early in a human child’s development [8]. By the age of three months, infants display
maintenance (and thus recognition) of eye contact, by the age of nine months children begin
to exhibit gaze following, and by the age of eighteen months children will follow gaze outside
their field of view [8].

Eye gaze functions as a direct proxy for a person’s attention [7]. Someone’s focus of at-
tention can be perceived by others by combining that person’s gaze direction with knowledge
of probable targets of interest in the world [48, 75]. Focus of attention is a crucial learning
element in humans [36] and virtual characters that make use of this knowledge have been
shown to be able to make a learner pay more attention, be more engaged in learning activities
and guide a learners’ attention through material in a thoughtful way [62, 68, 80].

Mutual gaze, also called eye contact, is a subset of the social signal focus of attention and it
is different from the other social signals in that it is inherently reciprocal. It not only indicates
that your attention is focused on the other person, but also that that person’s attention is
focused on you. That is probably why being gazed at is such a powerful attention grabbing
stimulus, even if it is done by virtual characters [61]. However, offsets between screens and
cameras can make it difficult or even impossible to establish mutual gaze [74]. Using Virtual
Reality (VR) with inbuilt eye-trackers mitigates this problem as the mapping is much more
direct. This is important because presence plays a major role in VR and a lack of mutual
gaze can reduce social presence [0, 74].

In humans, joint attention is critical for the development of Theory of Mind [8] as well as
other things [70]. It is the sum of two sequential attentional processes: following the line
of sight of another person and then focusing on the same attended object [28]. It serves as
the initial mechanism for infants to share experiences with others and to negotiate shared
meanings of objects and events in the world [70]. The link between joint attention and ToM
has been studied by researchers in a variety of fields. Philosophers have been interested in
joint attention as a precursor to a theory of other minds [22, 82]. Evolutionary psychologists
and primatologists have focused on the evolution of these simple social skills throughout the
animal kingdom as a means of evaluating both the presence of ToM and as a measure of social
functioning [38, 66, 67]. From the perspective of creating human-like robots that exhibit
social skills, joint attention has been studied by Artificial Intelligence (Al) researchers as a
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way to communicate naturally with humans [70]. They also argued that it would allow the
robot to express its mental states through social interactions without relying upon vocabulary
[70].

2.2. Believability

What happens when virtual characters are unbelievable? To answer this question one can
look at the Uncanny Valley hypothesis that proposes that by increasing the human-like ap-
pearance of a robot, the affinity for it increases as well [55, 84]. However, when a robot’s
appearance becomes sufficiently human-like but is still distinguishable from real humans,
people’s emotional response becomes very negative. Then, once the appearance of a robot
becomes indistinguishable from a real human the affinity reaches its optimum at the same
level as for humans. According to the original paper by Marashiro Mori [55], dead humans
such as corpses and zombies are the most eery and were placed deep into the Uncanny Val-
ley. This relation between death and the Uncanny Valley can also be found in reports from
the cinematic game Heavy Rain [25]. The designers failed to create believable behaviour even
though the visual realism was high. Players reported on the inanimacy of the eyes, calling
them awkward, bizarre and glazed-over [23]. Similarly, eyes from virtual characters in the
game Alias have been described as “monsters with dead eyes” [76].

For agents to become truly believable, the eyes are especially important to get right. For
example, Brenton et. al. [15] argued that the Uncanny Valley is probably related to our
innate ability to extract social and emotional information from human faces. People are
highly attuned to the cues given by faces, and therefore find it easier to spot small variations
[24]. The eyes are especially powerful in our recognition of life because they allow us to
attribute mental states to another organism [81]. Perceptual cues that indicate falsehood
are thus especially potent in the eyes [15].

Virtual characters using eye gaze to communicate social signals might be able to decrease
issues with the Uncanny Valley. This is because where the eye gaze fails to communicate
intent, the ensuing unpredictable behaviour promotes fear [15]. Adding to that is the issue
that higher graphical realism suggests that the virtual character is a person which raises
high expectations for motion and behaviour. When these expectations are not met, this
suggests that the virtual character is not real, creating a perceptual paradox which has been
suggested as a potential cause for the Uncanny Valley [15, 73]. These issues suggest that a
promising way to improve the believability of virtual characters is to have virtual characters
express social behaviour using eye gaze. This could help with communication, decrease
unpredictable behaviour and match expectations better.

2.3. Theory of Mind (ToM)

Eye gaze is essential in social situations because it helps other people in several different ways
to apply ToM. First and foremost, it helps in disambiguating and understanding intentions.
In fact, it is the first place people look for to disambiguate conflicting actions [64]. This is
especially important in social situations as actions can often be interpreted in many different
ways. This is one of the main reasons why people with Autism Spectrum Disorder (ASD) have
such a hard time in social situations [8]. Second, although people can read simple emotions
from the lower half of the face, the eyes are necessary to recognise complex emotions. A study
by Baron-Cohen [9] showed that for basic emotions, the whole face is more informative than
either the eyes or the mouth alone. However, for the complex mental states, seeing the eyes
alone produced significantly better performance than seeing the mouth alone, and was as
informative as seeing the whole face. Other studies have also shown the role of the eyes in
the recognition of complex emotions (scheming, admiration, interest, thoughtfulness, deceit,
fear, surprise, etc.) [12, 26, 27, 37, 59, 60]. Third, it plays a key role in personality evalu-
ation and person perception [12, 40, 45, 53, 54]. Eye gaze information helps in evaluating
personalities as categorisation is quicker in direct gaze conditions compared to deviated or
closed conditions [51]. It also makes it easier to recognise and remember faces [40].
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2.4. Social presence

Social presence is defined by Heeter [39] as a reflection of the degree to which one believes
that he or she is in the presence of, and interacting with, other human beings. The implicit,
psychological question is “What properties of humans elicit attributions of cognitive states
to representations, as if those representations contained minds?” [13]. Biocca [13] argued
that all the dimensions of social presence used by researchers circle one basic phenomenon:
that social presence may be the product of the process of applying ToM to a representation.
When interacting with virtual characters users apply ToM and respond socially, even when
they know that no mind or social other really exists [13]. Fundamentally, when responding
to all social representations, people know that the other is just patterns of light on a screen,
yet the social responses are automatic [8, 16, 57, 58]. Biocca [13] also proposed that so-
cial presence theory may benefit by seeking to forge a deeper link between the brain, the
properties that apply ToM in representations; and technology, the properties that simulate
agency in inanimate things such as pixels, paint, and clay. Could social presence be the
relation between applying ToM to representations and eye gaze as a property that simulates
believability in animate things such as virtual characters?

2.5. Hypotheses

Given previous research, we predict that creating virtual characters with socially aware eye
gaze has a positive effect on the perception of virtual characters. These virtual characters will
be called gaze aware virtual characters (GAVC) from now on. This prediction is formulated
in the following hypotheses:

H1: People look at - and follow the gaze of - a gaze aware virtual character more than they
do with a non- gaze aware virtual character.

H2: People perceive a gaze aware virtual character as more believable and more socially
present than a non- gaze aware virtual character.

H3: People employ Theory of Mind more often to reason about the mental state of a gaze
aware virtual character than they do to reason about the mental state of a non- gaze
aware virtual character.






System

To examine the hypotheses, a virtual environment and two virtual characters with their re-
spective gazing behaviour were developed. It was an immersive 3D Virtual Reality system
mainly designed to provide a waiting room scenario.

3.1. Design of the virtual environment

The system assumed that people were seated in real life, so in the virtual environment the
camera was anchored to a chair. This made it seem like people were seated in the virtual
environment as well even though they had no bodily representation.

Waiting room

A waiting room scenario was chosen because people usually keep an eye on each other but do
not talk, they generally have no relation to each other, often contain many objects, and it can
be quite a small room. Figure 3.1 shows the virtual waiting room. The person was seated at
a table roughly in the middle of the room. At the other side of the table two virtual characters
were seated. The virtual characters were placed at a maximum distance from the person
such that their eyes and their movements were still clearly visible. On the table several items
were placed which allowed people to see both the virtual characters and objects at the same
time. The other objects were scattered around the room and needed more head movement
to see. This gave different opportunities for people to study the behaviour of the virtual
characters. Two objects were placed behind the person so that they could be discovered
later on by following the gaze of the virtual characters. No objects were placed behind the
virtual characters because that would require the virtual characters to turn around in their
chair, which is more body movement than eye or head movement. All objects in the room
were chosen with the purpose in mind that the person could create stories about the objects.
This allowed people to keep their minds busy and prevented them from getting distracted
by random thoughts. More importantly, it ensured that they kept looking around as joint
attention per definition requires an object to share attention over.

7
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Figure 3.1: The virtual waiting room

3.2. Design of the virtual characters

Two sets of virtual characters were designed, one set was female and the other was male (see
figure 3.2 and figure 3.3 respectively). The virtual characters were gender matched.

Figure 3.2: Virtual characters when participant is female
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Figure 3.3: Virtual characters when participant is male

Gaze behaviour

In order to create realistic looking gazing behaviour for both virtual characters Tore Knabe’s
“Realistic Eye Movements” [47] Unity asset was used. This asset used models that were based
on video’s of real people’s eye and head movements [42, 46, 49] to make the eye and head
movements of the virtual characters as realistic as possible.

When a person looked at an object in the room, the gaze aware virtual character (GAVC)
followed their gaze to that object (joint attention). In code this worked by “pulling” the gaze
of this virtual character to the object that a person is looking at at that moment. A small
pilot study was conducted with 4 participants (4 male, age 24-27) to determine the threshold
for when an object or virtual character could be considered looked at. This was to prevent a
glance over an object to be confused with looking at the object. People were asked to think
aloud during the study. The initial threshold was set to 1 second. However, in some cases
the system did not detect a person looking at an object when they had clearly mentioned the
object. Therefore the threshold was lowered to 0.7 seconds. Another thing that was important
to take into account was when the person looked at different objects relatively quickly. In
that case the GAVC would finish looking at the first one and would then move on to the
object that the person was currently looking at. Also, when a person looked directly at the
GAVC, the virtual character would look back and establish eye contact. The duration of the
eye contact depended on the person’s gender and was based on a study by Mark Cook [20],
0.9 seconds for males and 1.4 seconds for females.

The non- gaze aware virtual character acted independently from other people’s gaze be-
haviour. It looked around the room in an idle fashion. People’s gaze tends to focus on objects
instead of at random points in space [63]. That is why this virtual character looked sequen-
tially at objects chosen randomly from a list of objects in the room.






Method

4.1. Experimental design

The experiment had a within-subject design with two conditions that were given at the same
moment. The conditions were represented by two virtual characters where one had gaze
aware behaviour and the other did not. Which condition the virtual character was assigned
to (gaze aware or control) was determined dynamically at the start of the experiment and
was randomised across the set of people. The dependent variables aimed to measure the
believability, social presence, gaze behaviour and the application of Theory of Mind. The
experiment was divided into two phases. During both phases the participant was seated
across from the two virtual characters in a waiting room. The participants could not move
around the room and could not noticeably interact with the objects in the room. It was only
possible for them to look around.

In phase 1, the GAVC followed the gaze of the participant to objects in the room (joint
attention). When a participant looked at the GAVC directly the virtual character would es-
tablish eye contact (mutual gaze). The control virtual character (CVC) looked around idly.
The duration of this phase was 2.5 minutes, after which phase 2 automatically started.

Phase 2 was the measuring phase and had a duration of 1.5 minutes. Here, both virtual
characters had the same behaviour. This means that the GAVC stopped following the gaze of
the participant to objects. Instead it looked idly at the objects in the room. Virtual characters
did not establish eye contact in this phase. The expectation was that the participant was
more interested in the behaviour of the GAVC because of phase 1. That is why in phase 2
the expectation was that the gaze of the virtual character to objects in the scene would be
perceived by the participant as an initiation of joint attention. As a result the participant
could react to the joint attention initiation and start following the gaze of the GAVC. The
shift between the phases could only be noticed by a participant by noticing the changes in
the virtual characters’ behaviour. The phase shift had not been made explicit because the
participants should not have changed their behaviour consciously.

The duration of these phases was determined using a small pilot study with 4 participants
(4 male, age 22-25). In this pilot study participants were asked to think aloud as well. An
observer noted how long it took for a participant to mention noticing a difference between
the virtual characters. How long it took participants to really figure out that the gazing
behaviour of one of the virtual characters was dependent on their own gazing behaviour was
also noted down. The medians of these two metrics per participant was then averaged, which
resulted in a duration of 2 minutes 21 seconds. This number was rounded up to 2 minutes
30 seconds and used as the duration for phase 1. During this pilot study phase 2 ended
when the participant had focused on the virtual characters at least once and then when they
indicated that they thought they had seen everything there was to see. To determine the final
duration of phase 2 for the experiment, the duration that the participant was focused on the
GAVC including gaze following behaviour was averaged over all participants. This resulted
in 1 minute 6 seconds, which was rounded up to 1 minute 30 seconds for the experiment.

11
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The study was approved by the university’s Human Research Ethics Committee (ID: 618)
and preregistered using the Open Science Framework (OSF) [32].

4.2. Materials

For the VR Head Mounted Display (HMD) the FOVE 0O [30] was used, which could track eye
gaze with an accuracy of less than 1 degree. It had a resolution of 2560x1440 pixels and
the eye tracker’s latency was 20ms [69]. The virtual environment was created using Unity3D
[77]. The thinking aloud audio was recorded using the onboard microphones of a HP Zbook
14 laptop.

4.3. Measurements
Believability

How believable participants thought the virtual characters were was measured using the
Believability questionnaire from Gomes et. al. [34]. Participants evaluated to what extent
each of the items matched with the virtual character, using a seven-point Likert scale (1:
“Totally disagree”, 7: “Totally agree”) for each item.

Social presence

How socially present participants considered the virtual characters to be was measured using
Bailenson’s Social Presence questionnaire [5]. Just like for the believability questionnaire,
participants evaluated to what extent each of the sentences matched with the virtual char-
acter, using a seven-point Likert scale (1: “Totally disagree”, 7: “Totally agree”).

Gaze behaviour

As an objective measurement, the gaze behaviour of the participant was used. The first be-
havioural measurement was how often and the total duration that the participant looked at
each virtual character during both phases individually. The second behavioural measure-
ment was how often the participant followed the gaze of the virtual characters to objects in
the scene during phase 2.

Theory of Mind

One of the ways to measure the application of ToM is called Triangles, also known as the
Social Perception Task [1, 43]. In this task participants were asked to narrate the move-
ments of inanimate shapes presented as short videos. Responses were recorded, transcribed
and scored with more points being awarded when mentalising or attributing thoughts or
feelings. This approach was adapted to fit this experiments’ specific situation. Participants
were asked to think aloud during the experiment; Instructions were based on Boren and
Ramey’s guidelines [14]. The response from the participants was recorded with the aim of
capturing the participants’ stream of consciousness. Two coders then scored all moments
in which the participant either ascribed reasoning or thinking, or attributed feelings to the
virtual characters in 10 second intervals. This ToM scoring form can be found in appendix
A.

4.4. Procedure

Participants were first provided with the informed consent form. After signing this form the
participants were given a demographic questionnaire. They were then provided with a more
thorough explanation of the thinking aloud procedure including an example in the form of
a video [72]. After this the eye tracking calibration procedure of the VR HMD was explained
and performed. They then moved on to a virtual practice room, where they had some time to
get used to VR and practice the thinking aloud procedure as suggested by Boren and Ramey’s
guidelines on thinking aloud procedures [14]. This room was designed so that users were
able to get used to VR and practice thinking aloud without the novelty effect influencing
the experimental setup. When they indicated they were ready, the names of the virtual
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characters were given and they were moved to the virtual waiting room. From this moment
on measurements were taken. After 4 minutes the participants were asked to remove the
HMD. Then they were asked to fill in the last two questionnaires (believability and social
presence), followed by a debriefing. Figure 4.1 shows the experimental setting.

Figure 4.1: A participant during the experiment.

4.5. Participation

A total of 24 participants (12 males, 12 females) participated in the experiment. All partici-
pants were recruited on the university campus, either personally or via email. The ages of the
participants varied between 20 and 30 (M=24, SD=2.41). The whole experiment procedure
took approximately 20 minutes. The experiment was conducted in a small dedicated room.
Participation was voluntary and no participants were paid or offered compensation.

4.6. Data preparation and analysis

R, version 3.5.2, was used to conduct statistical analyses. The R markdown scripts are avail-
able online [33]. The first step was to prepare the data. For the believability questionnaire
this involved a reliability analysis. A Cronbach’s alpha of 0.72 for the CVC and 0.54 for the
GAVC was found. Which was considered acceptable to use the averages of the items in sub-
sequent analyses. For the social presence questionnaire data preparation involved the scores
to be summed up into a single score as the source paper suggests [5]. A positive score in-
dicates that the participant believed the virtual character was conscious and was watching
him or her, whereas a negative score indicates that the participant felt the virtual character
was just a computerised image. Data preparation for the ToM measure involved comparing
the results of the two coders and summing up the individual scores of the 10 second inter-
vals per item per virtual character and separated per phase. Disagreement between coders
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was solved by joint discussion. In practice coders agreement was 100%. Then, to examine
the effects of the virtual characters, either a paired t-test or a Wilcoxon signed-rank test was
used depending on the normality of the distribution. Finally, the effect size was calculated
for the measurements that reached significance. Cohen’s convention [19] was used for this.
For parametric tests Cohen’s d is used. He suggested that d = 0.20 be considered a small
effect size, d = 0.50 represents a medium effect size and d = 0.80 a large effect size. Similarly,
for non-parametric tests Pearson’s r is used. Following Cohen’s convention [19] r = 0.10 is a
small, r = 0.30 is a medium and r = 0.50 is a large effect size.



Results

Table 5.1, table 5.2 and table 5.3 show an overview of the results.

Believability

The results of the believability questionnaire showed a significant increase (t = —2.43, p =
0.02, d = 0.50). This indicated that participants perceived the GAVC (M = 4.15, SD = 0.77) as
more believable than the control condition (M = 3.70, SD = 1.01).

Table 5.1
Results for the believability, social presence, gaze behaviour and ToM measurements across phase 1 and 2
Measurement z* t* P a** r
Believability -243 0.02 0.50
Social presence -2.26 0.02 0.46
Gaze behaviour
phase 1, total gaze duration -0.26 0.80 0.05
phase 1, number of gazes 1.27 0.22 0.20
phase 2, total gaze duration 237 0.03 0.35
phase 2, number of gazes 164 011 0.25
phase 2, number of gazes to objects -0.53 0.60 0.11
Theory of Mind
phase 1, total reasoning 0 1 0
phase 1 total feeling -1.31 0.19 0.27
phase 2, total reasoning -0.58 0.56 0.12
phase 2, total feeling -1 0.32 0.20

*when a non-parametric test has been performed
** when a parametric test has been performed

Social presence

The results of the social presence questionnaire showed a significant increase (Z = —2.26, p
= 0.02, r = 0.46). For the GAVC 17 out of 24 scores were positive (Mdn = 5.00), while in the
control condition 13 out of 24 scores were positive (Mdn = 2.50). Indicating that 17% more
participants perceived the GAVC to be socially present.

Gaze behaviour

The results of all behavioural measurements except one were not significant. The only sig-
nificant behavioural measurement ( ¢t = 2.37, p = 0.03, d = 0.35), was the total duration looked
at the virtual characters (individually) in phase 2. In this phase, participants looked more at
the control condition (M = 20.04, SD = 9.76) than the GAVC (M = 16.88, SD = 8.14).

15
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Table 5.2
Mean and standard deviation results from measurements analysed using a t-test for both conditions
Mean Standard deviation
Measurement CvC GAVC cCVC GAVC
Believability 3.70 4.15 1.01 0.77

Gaze behaviour
phase 1, total gaze duration 31.54 32.08 10.32 11.94
phase 1, number of gazes 3213 30.17 10.84 8.93
phase 2, total gaze duration 20.04 16.88 9.76 8.14
phase 2, number of gazes 20.54 18.54 7.83 8.27

Theory of Mind

The thinking aloud measurement actually consists of four measurements, two scales with two
phases each for a total of four. None of these measurements reached statistical significance.
Overall indicators of ToM were low as median values were mainly around 0.

Table 5.3
Median results from measurements analysed using a Wilcoxon signed-rank test for both conditions
Median
Measurement CvC GAVC
Social presence 2.5 5
Gaze behaviour
phase 2, number of gazes to objects 3 4
Theory of Mind
phase 1, total reasoning 0 0
phase 1, total feeling 1 0.5
phase 2, total reasoning 0 0
phase 2, total feeling 0 0




Discussion & Conclusion

6.1. Discussion

The results supported our second hypothesis. Participants perceived a virtual character as
more believable and more socially present when they were gaze aware than when they were
not.

The findings for the first hypothesis, which proposed that people look at - and follow the
gaze of - a gaze aware virtual character more than they do with a non- gaze aware virtual
character, suggest a rejection. In phase 2, participants looked longer at the control than
at the gaze aware virtual character, though the number of gazes and the amount of gaze
following in this phase were not significantly different between the virtual characters. It is
possible that people looked longer at the control in phase 2 because the behaviour of the CVC
might have been perceived as stranger than the behaviour of the GAVC. The CVC behaved
completely independent from the participant and other social factors which was perceived
as shy or asocial by some participants. Negative stimuli have been shown to receive more
attention [52] and thus a stranger virtual character could have garnered more attention.

The third and last hypothesis was not supported as the analysis result was inconclusive.
This hypothesis predicted that people employ Theory of Mind more often to reason about the
mental state of a gaze aware virtual character than they do to reason about the mental state
of a non- gaze aware virtual character. Overall indicators of ToM were low. Participants rarely
mentioned the virtual characters aloud. Instead they talked about the contents of the room
and their possible relation to it. The room contained a lot of objects that were perceived as
strange by participants when found in a single room. This was intentional to make sure the
participants would actually keep looking around so that the gaze following behaviour could
be noticed. However, this could have distracted the participants too much causing them to
barely think about the virtual characters consciously.

6.2. Limitations

This study has some limitations as well that people have to be aware of. First, the experiment
was held in an artificial virtual environment. The unexpected objects in the virtual waiting
room could have distracted the participants too much, potentially causing them to miss
important details. Although it is not an unreal setting as real life has plenty of places with
strange objects, this could potentially have affected the conscious application of ToM to the
virtual characters. Second, this study only manipulated the gaze behaviour joint attention
and mutual gaze. The non-verbal behaviour expressed by the virtual characters was not
further embedded in other social (non-)verbal behaviours. For example one can think of a
head nod after establishing mutual gaze to acknowledge the other person. This particular
example was mentioned by several participants who said that after the virtual character failed
to acknowledge them they lowered their expectations of the virtual characters. Consistency
in behaviour is important as it allows people to predict what will happen when they engage
with the virtual character [29, 41, 83]. Third, the participants were recruited on campus
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and thus all university students or employees. They were also between age 20 and 30. It is
therefore not clear to which extent findings generalise to other populations and ages.

6.3. Future work

The work can be extended in several ways. For example, in the current study gaze behaviour
was dependent on the participant only, but would a virtual character become even more
believable and socially present if the gaze behaviour took all actors present into account?

Moreover, a different way of measuring the application of ToM to virtual characters might
be able to show an effect between gaze aware behaviour and ToM. Complex emotions can be
distinguished from each other only by paying attention to the eyes [9]. Our study was unable
to show an effect on the application of ToM. However, it might be possible to find an effect on
the application of ToM to virtual characters by designing a study centered around complex
emotions. For example, Baron-Cohen [10] tested the application of ToM by asking partic-
ipants to match photographs of actors’ eyes with cognitive states or complex emotions. In
this study a similar measure was used but instead of making people choose between several
options (some of which were ambiguous) like in Baron-Cohen’s study [10], we had people
think aloud and then checked afterwards how often they ascribed cognitive states/emotions.
This might not have worked as well, possibly because their conscious thoughts were occu-
pied with other things. However, giving people several options to choose from means the
experiment needs to be interrupted and broken up into several parts. As the social setting
is very important for this study, interruptions in the flow of the interaction would influence
that setting in a negative way. The other measurements were dependent on a continuous
flow as well, so it was not possible to take that approach in this study. However, a new study
focused solely on the application of ToM would be able to use a measure more similar to
Baron-Cohen’s measure, which might be more suitable for testing the application of ToM.

Instead of a different measurement, a different setup of the experiment might also be able
to show an effect between the application of ToM and gaze aware virtual characters. By in-
creasing the duration of the experiment a novelty effect of the objects in the room might be
prevented. Although the downside to that is that the limited social behaviour of the virtual
characters would become more obvious, possibly decreasing the participants’ perception of
the capabilities of the virtual characters. Another option to change the setup of the experi-
ment could be to remove the strange objects from the virtual room and only introduce objects
that can be expected in a waiting room. Downside of this approach is that participants would
most likely become bored. That would probably decrease their attention and might even in-
troduce negative feelings towards the experiment and the virtual characters.

Furthermore, the use of gaze aware virtual characters could be beneficial for other do-
mains as well, such as for therapeutic systems or in gaming. For Autism Spectrum Disor-
der (ASD) for example, atypical gaze plays a major role in the development of this disorder
[2, 21, 78]. Recent studies have delved into the possibility of using serious games to train so-
cial skills including gaze behaviour [18, 35, 65, 71]. It remains, however, to be seen whether
eye gaze training (and in particular with gaze aware virtual characters) can improve gaze
behaviour in people with ASD or other disorders in which atypical gaze behaviour plays a
role. Also, can a gaze aware virtual character increase the impact of therapeutic systems
in general by increasing the effectiveness of the interaction by making use of gaze as an ex-
tra channel for social signals? Besides therapeutic settings, gaze aware virtual characters
can have impact on game applications as well. Virtual characters would be more believable,
so that developers might be able to prevent negative judgement of their NPCs (non-player
characters) like those of the game Alias for example [76].

6.4. Contributions

The main scientific contribution of the work is that the perception of believability and social
presence of virtual characters can be improved by interacting with a person socially using eye
gaze. This work also has a practical contribution for developers of systems with eye-tracking
functionality. They could use the gaze behaviour of this study and the ideas for other gaze
behaviours to make their virtual characters seem more believable and more socially present
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in the virtual world. It would help give users the feeling that the virtual characters can impact
them socially and that they might be able to impact the virtual characters socially in return.
This gives developers some extra handholds to make their virtual characters come to life.

In conclusion this study demonstrates that using eye gaze to interact with people im-
proves the perception of believability and social presence of virtual characters during social
interactions.
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ToM scoring form
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A. ToM scoring form

Participant number:

Alice

If applicable:

1. Participant vaguely started noticing something is different between the avatars at:
2. Participant figured out the gaze following of the special avatar at:

Brenda

ALICE

0:10

0:20

0:30

0:40

0:50

1:00

1:10

1:20

1:30

1:40

1:50

2:00

3. The participant wonders about
or assumes some kind of
reasoning or thinking by Alice.

4. The participant attributes a
feeling to Alice.

2:10

2:20

2:30

2:40

2:50

3:00

3:10

3:20

3:30

3:40

3:50

4:00

3. The participant wonders about
or assumes some kind of
reasoning or thinking by Alice.

4. The participant attributes a
feeling to Alice.

BRENDA

0:10

0:20

0:30

0:40

0:50

1:00

1:10

1:20

1:30

1:40

1:50

2:00

3. The participant wonders about
or assumes some kind of
reasoning or thinking by Brenda.

4. The participant attributes a
feeling to Brenda.

2:10

2:20

2:30

2:40

2:50

3:00

3:10

3:20

3:30

3:40

3:50

4:00

3. The participant wonders about
or assumes some kind of
reasoning or thinking by Brenda.

4. The participant attributes a
feeling to Brenda.




Notes:

Extra information for the coders:

For statement 1 and 2, if the participant doesn’t mention it, write down an “X” instead of a
timestamp.

For statement 1 and 2, take the timestamp of the beginning of the sentence.

You can assume that the participant correctly identifies which avatar is the special avatar for
statement 2.

For statement 3 and 4, go through the recording in 10sec intervals and for that interval
decide whether the statement happened in that interval. If it happened, write down an “X”
in that square for the correct avatar.

If a sentence starts in the first interval and ends in the next interval, write an “X” in both.

If the participant talks about both avatars ( for example: “they are doing this”), write down
an “X” for both avatars.

Statement 3 is about whether the participant mentions that he/she thinks the avatar is
reasoning or thinking about something. For example “A keeps looking at the alarm clock,
maybe he/she needs to leave soon.” or “A seems interested in me.” or “A doesn’t like me.”
(because here the participant is assuming that the avatar is thinking about liking the
participant). But not “maybe A and B are getting married.” (because this is not reasoning by
the avatar but about the avatar).

Statement 4 is about whether the participant mentions that he/she thinks the avatar is
feeling something. For example: “A looks sad/happy/emotional/excited” or “A doesn’t look
happy”. But not: “A looks ugly/Slavic/fancy/interested.” Negations could also count as long
as the participant thinks the avatar has feelings, for example "A doesn’t look happy” implies
the opposite namely “A looks unhappy”, which is a feeling, so it counts.

The participants were asked to refer to the avatars by their name as much as possible but if
they refer to them in a descriptive way you can use the image above the form to determine
which one they are talking about.

If the participant fails to mention which avatar they are talking about and you can’t
determine this from the context, write down a “?” for both avatars instead.

If you are doubting, make a decision and write it down normally and then also write the
statement, what the participant said and why you are doubting in the notes.
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