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SUMMARY

Many people around the world suffer from hearing problems (In the Netherlands, around
11% of the population is considered hearing-impaired). To overcome their hearing prob-
lems, advanced technologies like hearing aid devices can be used. Hearing aids are
meant to assist the hearing-impaired to improve the speech intelligibility and the quality
of sounds that they intend to hear. Usually these include processors which are mainly
designed to enhance the sound signals originating from the source of interest by reduc-
ing the environmental noise. Binaural hearing aids, on the other hand, can also help to
preserve some spatial information from the acoustic scene, which can help the hearing
aid user to hear the sounds from the correct locations. To construct the binaural hearing
aid system, two hearing aids are needed to be placed in the left and the right ears, which
can potentially communicate through a wireless link. In addition, one can think of ad-
ditional assisting devices with microphones placed in the environment. One common
way to reduce the noise is to use advanced binaural multi-microphone noise reduction
algorithms, which aim at estimating some desired sources while reducing the power of
the undesired sources. One typical method is to use spatial filtering, which aims at esti-
mating the target signal by shaping the beam towards the location of the desired source
while canceling/suppressing the other sources.

To perform binaural noise reduction, while assuming centralized processing, the sig-
nals recorded at remote microphones (for example from additional assisting devices or
in the binaural hearing aid setup, the sound signals from the contralateral hearing aid)
need to be transmitted to the central processor. Due to the power and bandwidth limita-
tions, the data needs to be compressed before transmission. Therefore, the main ques-
tion would be, at which rate the data should be compressed to have reasonably good
noise reduction performance. This links the noise reduction problem to the data com-
pression problem. Generally, the higher the data rate, the better the noise reduction
performance. Therefore, there is a trade-off between the performance of the noise re-
duction algorithm and the data-rate at which the information is compressed. This prob-
lem is closely connected to the rate-distortion problem from an information-theoretic
viewpoint. Studying the effect of data compression on the performance of noise reduc-
tion problems would be of great interest to reduce the power consumption of hearing
assistive devices.

One way to incorporate data compression into the noise reduction problem is to per-
form quantization, which leads to a rate-constrained noise reduction problem. In the
rate-constrained noise reduction, the goal is to estimate the desired sources based on the
imperfect data. The observations from remote sensors are quantized and transmitted to
the fusion center. The main challenge in the binaural rate-constrained noise reduction
is to find the best quantization rates for the different sensors at different frequencies,
given the physical constraints like bitrate and power constraints.

Another aspect of the rate-constrained noise reduction is to expand the network to

xi



xii SUMMARY

receive more information on the acoustic scene using additional assistive devices. Tar-
get source estimation using information from such assistive devices (rather than only
binaural hearing aids) is shown to result in better noise reduction performance. Now
the question is how to allocate the bitrates to the assistive devices as well. These assis-
tive devices can be thought of as the remote embedded microphones on the cell-phones
(mobile) or wearable microphones placed at the users’ bodies. The binaural hearing aid
system can thus be generalized to allow other assistive devices to contribute to noise
reduction.

In this dissertation, we study and propose different rate-constrained multi- micro-
phone noise reduction algorithms. We try to expand the notion of the binaural rate-
constrained noise reduction to multi-microphone rate-constrained noise reduction for
general wireless acoustic sensor networks (WASNs). The WASN in this case can include
the binaural setup along with other assistive devices. We propose different algorithms
to cover the main objectives of rate-constrained noise reduction problems. These objec-
tives mainly include good target estimation (less environmental noise power) given the
compressed data, good rate allocation strategies in WASNs, and preferably preserved
spatial information of the sources in the acoustic scene to get the correct impression of
the acoustic scene.



1
INTRODUCTION

All truly great thoughts are conceived by walking.

Friedrich Nietzsche

In the Netherlands, approximately 11% of the population is hearing-impaired [1, 2].
Due to their hearing loss, these people suffer from a worse speech intelligibility and have
worse abilities to localize sound sources, especially in acoustically challenging situa-
tions. Hearing aid (HA) devices have shown to be effective solutions to help such people
and can provide a better understanding of the speech signals in the acoustic scene. Typ-
ically, the HAs contain one or more embedded microphones to capture the acoustical
information from the environment and then aim to improve the speech intelligibility
with respect to one or more sources of interest while suppressing the environmental
noise. This process is usually referred to as noise reduction [3]. A high-level view of
the noise reduction scheme in HAs is shown in Figure 1.1. The acoustical information
is recorded by the microphones. The processor filters the digitalized microphone obser-
vations (digitalized by the analog-to-digital converter (ADC)), and then, after taking into
account the user-specific adjustments by the HA (e.g., hearing loss compensation), the
noise reduced signal with increased intelligibility will be converted to the analog signal
and played back by the embedded loudspeakers. Due to the size limitations of hearing
aids, the microphones and loudspeakers are placed close to each other. Therefore, the
loudspeaker’s output signal can partially leak back into the microphone recordings. This
artifact is known as the feedback problem. To overcome feedback, it is crucial to include
a feedback cancellation system along with a central processor [4, 5].

The users’ hearing loss can be (partially) compensated using the audiogram of the
hearing-impaired person and by applying the proper amplification at the correspond-
ing frequencies. In this thesis, we will not consider the feedback problem and the hear-
ing loss compensation but assume that the HA will perfectly compensate for both the
generated feedback, as well as the hearing loss.

Noise reduction algorithms [6–9] typically combine the different microphone obser-
vations to perform multi-microphone noise reduction (also often referred to as beam-

1
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2 1. INTRODUCTION
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Figure 1.1: High-level schematic of the hearing aid noise reduction system.

forming). Roughly speaking, the more microphone observations are involved in the pro-
cessing, the better the performance [10]. Compared to single-microphone algorithms,
multi-microphone noise reduction allows for spatial as well as temporal filtering, gener-
ally leading to better performance.

For the placement and use of the microphones in the HAs, several setups are possi-
ble:

• Using multiple microphones per device with only local processing. For example,
in the case of the HA, it is possible to have more than one microphone embedded
in the HA, where none of the signals is shared with the contralateral device. This
setup is often referred to as the monaural HA setup[11]. In this case, the obser-
vations are locally available by the processor and there is no need to transmit the
observation to another processor.

• Using multiple microphones in two devices, where the signals are shared. For ex-
ample, two HAs can collaborate through a wireless link to exchange information.
Then the HAs can construct a binaural HA system. In this case, the observation
from the contralateral device must be transmitted to the HA. This can lead to an
increased amount of noise reduction, as spatial diversity can be better-exploited
[12].

• Using multiple microphones in more than two devices. For example, the binau-
ral HA setup can collaborate with additional assistive devices in the vicinity of
the user. This can potentially provide better noise reduction performance, as the
spatial diversity is increased and can be exploited even more, as the assistive de-
vices might have more valuable spatial information about the sound sources in
the acoustic scene [13]. In this case, it is required that also the microphone signals
from the assistive devices are transmitted.

Although noise reduction performance is an important factor in multi-microphone
noise reduction algorithms, localization performance by the user is equally well impor-
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tant. Human sound localization is predominantly done by exploiting phase and ampli-
tude differences between the two ears. As multi-microphone noise reduction algorithms
are based on adjusting phase and amplitude differences between the microphone sig-
nals, multi-microphone algorithms will harm the localization performance of the user if
no special counter-measures are taken. The spatial information of the sound sources
should, therefore, be carefully taken into account to provide a natural impression of
the acoustic scene [14]. Altogether, these phase (time) and amplitude differences that
a source has with respect to the different microphones are usually referred to as the spa-
tial cues [8]. Preservation of the spatial cues may lead to a more natural impression of
the acoustic scene. Several beamforming algorithms, e.g. [14, 15], have been developed
to explicitly try to preserve such spatial information. However, as this usually comes in
the form of spatial constraints on the beamformer filter coefficients, this sacrifices the
noise reduction performance [15]. Therefore, there is a trade-off between the amount of
noise reduction and the preservation of the spatial cues.

In scenarios where there is more than one device involved in the noise reduction pro-
cess, the observations need to be transmitted. The processing can be done in distributed
form [16–18] or centrally using a fusion center (FC) [19]. In this thesis, we will mainly fo-
cus on central FC-based processing. This requires the necessary data to be available at
the FC to be processed and finally to output an estimated desired signal. As these devices
are typically battery-powered, the power consumption of such wireless devices should
be considered when designing noise reduction algorithms. Among all processes, data
transmission has a huge impact on the power consumption [20]. The rate that is used to
transmit the remote microphone observations (those which are not locally available at
the FC) should therefore be constrained in the noise reduction algorithms that are meant
to be used in such (small) wireless acoustic sensor networks. [21].

Using higher rates for data compression, the observations will be more informa-
tive for the processor and, hence, the performance of the noise reduction will increase.
Therefore, there is a trade-off between the rate of transmission of the data and the noise
reduction performance. From an information-theoretic point of view, this is referred
to as the rate-distortion trade-off [22–25]. Typically the noise reduction performance is
defined by fidelity criteria or a distortion function. However, higher rates will consume
more power. Therefore, there is a trade-off between the energy that is consumed for
transmission of data, i.e., the rate of transmission, and the noise reduction performance.
Looking at the problem from the noise reduction perspective, we can argue that there is
a link between data compression and estimation of the desired signal, which turns to the
notion of rate-constrained noise reduction [21]. There are several ways to compress the
data before transmission. One common way to compress the data is quantization. Prior
to transmission, the observation is quantized at a certain bit-rate. This raises the im-
portant question at which bit-rate the observations should be quantized to have a good
trade-off between the estimation accuracy and consumption of the limited bit budget?
In this dissertation, we will focus on answering this question from the multi-microphone
noise reduction perspective.
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4 1. INTRODUCTION

1.1. MULTI-MICROPHONE NOISE REDUCTION BASED ON LIN-
EAR ESTIMATION

In this section, we give a brief overview of the different existing multi-microphone noise
reduction algorithms that are based on linear estimation. Generally, these algorithms try
to estimate one or more sources of interest in the acoustic scene by combining the mi-
crophone observations. Linear estimation-based algorithms try to solve an optimization
problem that aims at minimizing a distortion function of the estimation error between
the source of interest and a linear constrained estimate of that signal.

The multi-channel Wiener filter (MWF) [26] is one of the most well-known linear es-
timators which tries to estimate sources of interest by minimizing the mean square error
(MSE) between the source of interest and its estimate. The solution to this optimization
problem is a vector of weights, say w, which needs to be applied to the noisy microphone
signals to project the observation onto a single estimated target signal. It is proven that
the MWF has the best noise reduction performance in MSE sense among all other linear
MSE-based methods [27]. However, if the prior distribution of the target signal is taken
into account, better (non-linear) estimators can be derived if the prior is non-Gaussian,
e.g., [29]. In the original MWF, the preservation of sources is not considered, meaning
that the optimization problem only tries to minimize the MSE without imposing any
constraint on preserving the target. In other words, the target signal may be distorted
after applying the optimal weights to the noisy microphone signals, as there is no con-
straint in the optimization problem to keep the target signal un-distorted.

The minimum variance distortionless response (MVDR) [27, 30] is a well-known tech-
nique that aims at minimizing the output noise power (which can be reformulated as
the MSE for a single source of interest), while keeping the target signal un-distorted by
adding a distortionless constraint to the optimization problem. As a price, the noise
reduction performance of the MVDR is worse than that of the MWF, as there is less de-
gree of freedom for the MVDR to further minimize the noise power. A more generalized
version of the MVDR is the linearly constrained minimum variance (LCMV) noise re-
duction technique, which allows us to include a set of linear constraints to the noise
reduction problem. These constraints can be used to preserve specific sources, cancel
specific sources, or, as will be discussed in Section 1.2, to preserve the spatial cues of
specific sound sources in a binaural setting. Including additional constraints reduces
the degrees of freedom for the algorithm even more. The noise reduction performance
of the LCMV might, therefore, be even worse than that of the MVDR.

In the binaural setting, two HAs are considered. One for the left ear and one for the
right ear. In such a setting, each HA outputs an estimate of the target signal. However,
sound localization is to a large extent based on time (or phase) and magnitude differ-
ences between the two. Without carefully aligning the amplitude and phase differences
between these two outputs, the spatial cues of the estimated sound source will be de-
stroyed. One common binaural cue is the difference in arrival time of the sound source
between the left and the right ears, which is called interaural time difference (ITD). An-
other important binaural cue is the level difference between the left and the right ear, of
the sound source, which is called the interaural level difference (ILD). In the frequency
domain, the ITD is transformed into the interaural phase difference (IPD). These bin-
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aural cues provide spatial information of the sound sources in the acoustic scene. The
human auditory system typically uses the IPDs of the low-frequency components (usu-
ally below 1.5 kHz) and the ILDs of components above 3 kHz [31]. In the next section, we
will explain how binaural noise reduction algorithms can preserve the above-mentioned
binaural cues.

1.2. BINAURAL MULTI-MICROPHONE NOISE REDUCTION BASED

ON LINEAR ESTIMATION
Binaural HA systems consist of two HAs which can potentially collaborate through a
wireless link, as shown in Figure 1.2. This can provide an extended microphone array,
which can lead to better noise reduction. Typically the binaural multi-microphone noise
reduction methods, which are based on linear estimation, consider two fusion centers
(FCs), one in each ear, that aim at estimating two versions of the target signal (one for
each ear), while reducing the environmental noise.

Over the last decade, several binaural multi-microphone noise reduction algorithms
have been proposed [27, 32]. These algorithms can be categorized based on the ob-
jective function to be optimized (for example, MSE or output noise power) and based
on the constraints which are designed to preserve the spatial cues of the sources (tar-
get signal or interferers). The types of constraints used in these algorithms can also be
different. For example, spatial cues of the sources can be completely preserved, when
equality constraints [8, 35–37] are applied. On the other hand, to approximately (not
exactly) preserve the spatial cues, inequality constraints [14, 34]) are applied which can
lead to better noise suppression compared to the case with equality constraints. In this
dissertation, we will mainly focus on equality-constrained binaural multi-channel noise
reduction filters.

Binaural multi-channel Wiener filter (MWF) is a well known mean square error-based
noise reduction algorithm [38]. The algorithm tries to minimize the MSE of the target
signal estimated at the left and the right reference microphones of the two FCs. No con-
straints are imposed in the optimization problem which may lead to a distorted target
signal. To reduce the target distortion, the binaural speech distortion weighted MWF
(BSD-MWF) method [39, 40], has been proposed which provides a parametric trade-off
between the performance of noise reduction and the target distortion. However, this
method will distort the binaural cues of the interferers.

To have an undistorted target signal at the two reference microphones, the binaural
minimum variance distortionless response (BMVDR) beamformer [27] minimizes the
output noise power under two linear distortionless constraints. However, imposing two
constraints will reduce the degree of freedom, leading to less noise reduction perfor-
mance than that of the binaural MWF. To preserve the spatial cues of multiple sources
(desired source and multiple interfering signals), the binaural linearly constrained mini-
mum variance (BLCMV) beamformer [33], is used, which includes additional constraints
for preserving the interferers’ interaural transfer function between the two ears. With
certain considerations, the optimal BLCMV (OBLCMV)[8] can lead to better noise reduc-
tion performance, when comparing with the BLCMV. The OBLCMV beamformer, how-
ever, has less degrees of freedom compared to [35, 36]. In [35, 36] a method is proposed
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Figure 1.2: An Example Binaural Hearing Aid Setup.

which introduces a set of linear equality constraints (firstly introduced in [41]) to in-
crease the degree of freedom of the optimization problem. Therefore, comparing with
the BLCMV and the optimal BLCMV, the method enables preserving more interferers, for
a given number of microphones.

An important aspect of binaural filters is the requirement that information from one
HA is transmitted to the other HA (e.g. through a wireless link) in order to be combined
with local observations. Typically, transmission capacities are limited due to limited bat-
tery life-time [21, 42], which necessitates data compression. Ideally, the algorithm trades
off the transmission bit-rate of contralateral HA observations against the estimation er-
ror on the estimated target signal [21], which is remotely (i.e., indirectly after being fil-
tered by the room channel) observable at the HAs. Therefore, it is crucial to study the
effect of the data compression on the performance of the noise reduction algorithms. In
the next section, we will mention existing algorithms, which take into account the rate
of transmission in the noise reduction problem.

1.3. RATE-CONSTRAINED NOISE REDUCTION
In all binaural noise reduction methods, mentioned in the previous section, the two FCs
of the binaural beamformers each estimate the target source with respect to their corre-
sponding reference microphone. To calculate these estimates, both FCs are in need of
the microphone recordings from all sensors. This means that observations form the con-
tralateral devices, and potentially any other device included in the setup should be trans-
mitted to the FCs. As the devices have a limited amount of resources (here transmission
bandwidth) due to the limited battery lifetime, the total bit-rate used for transmission
is constrained. Therefore in addition to the environmental noise in the signal model,
the quantization/compression noise should also be included and noise reduction meth-
ods should be quantization aware. In [43] the effect of the uniform quantization on the
BMVDR Method was studied and the assumptions on the second-order statistics of the
environmental noise and the quantization noise, are investigated.

Looking at the problem from an information-theoretic perspective, the estimation
(beamforming) problem can be seen as remote source coding [22–24]. The beamformer
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with respect to the one of the HAs, combines the decoded transmitted signals from the
contralateral HA with its local observations. These local observations can be thought of
as side information. Therefore, more accurately, the binaural estimation problem can be
viewed as remote source coding with side information at the decoder. This problem is
referred to as Wyner-Ziv (WZ) coding [25], for directly observable sources, and for indi-
rectly observable (i.e., remote) sources as remote WZ coding [46]. This will be explained
in more detail in the next chapter. Based on the remote source coding scheme, a binaural
rate-constrained beamforming problem is presented in [21], assuming jointly Gaussian
random sources. The method provides an upper bound on the performance of the min-
imum MSE (MMSE)-based binaural rate-constrained beamforming algorithms, since it
finds an optimal tradeoff between the transmission rate and the MSE between the target
signal and its estimate. However, since the algorithm inevitably requires the knowledge
of the (joint) statistics at both HAs, therefore, this limits the application of the method
in practice. The joint statistics between the two HA observations need to be estimated,
and this requires the realizations to be exchanged between the HAs. Moreover, the up-
per bound on the performance is derived assuming that there are only two processing
nodes, that are, the two HAs. The optimal approach does not consider scenarios with
more than two nodes, and this is still an open problem.

As practical alternatives to the optimal method in [21], sub-optimal rate-constrained
noise reduction methods are proposed in [21], [47–49] in which functions of the obser-
vations from the contralateral HA are transmitted, projecting the multi-microphone sig-
nals onto a single signal. Unlike the optimal method in [21], these methods do not need
the knowledge of the (joint) statistics. However, as these suboptimal methods blindly
project the multi-microphone signals onto one signal, a significant mismatch will occur
in the performance even at sufficiently high rates [47]. In [49], an MWF-based binau-
ral noise reduction method is proposed, in which local estimates of the target signal are
assumed to be iteratively exchanged error-free between the HAs without any rate con-
straint. Assuming that there is only one target signal, the performance of the iterative
algorithm converges to that of the binaural MWF after sufficient transmissions between
HAs, as shown in [49]. However, taking rate constraints into account in the iterative
method [50], unlike the optimal method, the rate-constrained method is sub-optimal,
since the quantization stage of the processing does not use side information aware cod-
ing scheme. Explaining such sub-optimal algorithms in a unified framework as done
in [51], the sub-optimal approaches pre-filter the multi-microphone observation before
quantization without knowing the joint statistics. This may help the process to be faster
and simpler compared to the optimal method in [21]. However, in the pre-filtering stage,
some important information may be lost as these sub-optimal approaches do not con-
sider the joint statistics between the two HA observations, and thus, the performance
will not approach that of the optimal algorithm, even at infinitely high rates. In fact, to
keep the necessary information in the pre-filtering stage and to resolve this asymptotic
sub-optimality issue, any knowledge (even incomplete) about the joint statistics may be
helpful which motivates estimating the joint statistics.

To summarize the shortcomings of the existing optimal/sub-optimal rate-constrained
noise reduction methods, the existing optimal/sub-optimal methods have the following
limitations
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• Asymptotic sub-optimality of the methods due to the blind projection of multiple
observations onto a single observation before transmission (pre-filtering).

• Inevitable requirement of knowledge on the joint statistics at both HAs in the op-
timal method [21].

• Considering only two processing nodes in the optimal method. Scenarios with
more than two processing nodes are not considered in [21].

1.4. GOAL OF THE DISSERTATION
The work which has been covered out in this dissertation was funded by the Netherlands
Organisation for Scientific Research (NWO), and the hearing-aid company Oticon A/S,
under the project entitled "Spatially Correct Multi-Microphone Noise Reduction Strate-
gies Suitable for Hearing Aids". The project includes two sub-projects entitled “Spatially
Optimal Multi- Microphone Noise Reduction Techniques" and "Rate-Constrained Multi-
Microphone Noise Reduction Techniques”. In this dissertation, we mainly focus on the
latter sub-project, to study and propose new methods to deal with the rate-constrained
problem. Altogether, in this thesis we try to answer the following research questions:

1- What is the effect of the quantization on the noise reduction performance, and
how do quantization related assumptions affect the performance of the quantiza-
tion aware noise reduction?

2- As mentioned in the previous section, the optimal binaural rate-constrained method
in [21] unavoidably requires the knowledge of the joint statistics at both process-
ing nodes. Can we design a coding algorithm from an information-theoretic point
of view, which can inherently estimate the joint statistics to be applied to provide
an optimal solution at least for one processor?

3- Existing methods for rate-constrained binaural noise reduction consider only two
processing nodes and some of them do not take the acoustic scene dependency
into account. Can we generalize the binaural hearing set up with a smart rate al-
location technique to enable more assistive devices to cooperate to improve the
noise reduction performance?

4- Most of the existing rate-constrained problems do not take the preservation of spa-
tial cues into account when designing the optimal rate allocation algorithms. Can
we efficiently link the rate-constrained problem to have a spatially correct rate-
constrained noise reduction system?

1.5. ORGANIZATION OF THE DISSERTATION AND CONTRIBU-
TIONS

In this section, we summarize the contributions of the dissertation in the following chap-
ters.
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1.5.1. CHAPTER 2
In this chapter, we present the necessary background literature that is required in or-
der to read the remaining chapters of this thesis. We explain the fundamentals in lin-
ear estimation based noise reduction algorithms and describe the notion of the rate-
distortion trade-off. We first present the signal model that we use in the remaining
chapters. Then the mathematical formulation of the linear estimation based binaural
multi-microphone noise reduction algorithms is presented. Finally, the theory of the
rate-distortion trade-off will be explained in brief from the information-theoretic view-
point and different rate-distortion trade-offs for different coding scenarios will be sum-
marized.

1.5.2. CHAPTER 3
In this chapter, we study the effect of uniform quantization on the noise reduction per-
formance based on the MVDR beamformer. The binaural setup will be considered as an
example acoustic scene. Most of the content in this chapter is based on our proposed
conference paper in [43]. We investigate the assumptions made on the second-order
statistics of the environmental noise as well as those of the quantization noise. We also
investigate the effect of dithering on the second-order statistics. This chapter tries to
answer the first research question made in Section 1.4.

1.5.3. CHAPTER 4
As argued in the last part of Section 1.3, the inevitable requirement of knowledge of joint
statistics at both HAs in the optimal method [21] motivates us to find a way to estimate
the joint statistics in a rate-distortion sense. First, we present a unified framework to
study the performance of the existing optimal and sub-optimal rate-constrained beam-
forming methods for binaural HAs, followed by an asymmetric sequential coding ap-
proach [51] for the transmission of the information from one HA to the other HA and
vice versa. With this asymmetric source coding scheme, theoretically, we show how to
estimate/retrieve the unquantized joint statistics between the microphones in the two
HAs. An extension of the probability distribution preserving quantization method from
[52, 53] to vector sources is proposed to retrieve the unquantized statistics and used to
apply the optimal coding strategy from [21] in at least one HA, knowing the joint en-
tropy between the pre-filtered signal and the side information at the decoder. We also
resolve the asymptotic sub-optimality of the existing sub-optimal approaches with the
proposed coding scheme, as the data is not blindly pre-filtered prior to transmission and
important information will not be lost.

Altogether, the rate-constrained noise reduction framework proposed in this chapter
tries to address the first and second limitations of the optimal/sub-optimal methods,
mentioned in the last paragraph of Section 1.3 and tries to answer the second research
question made in Section 1.4.

1.5.4. CHAPTER 5
The optimal algorithm from [21] considers only two processing nodes, which are the
left and the right HAs. Scenarios in which there are some additional assistive devices to
improve the noise reduction performance are thus not considered in [21]. To address
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this issue, and to address the asymptotic suboptimality of the sub-optimal methods, the
binaural HA problem can be approached from a more general perspective.

In this chapter, the general setup of a (small) WASN is considered based on our pro-
posed method in [13], where joint statistics are only assumed to be known at the FC,
instead of at every node as in [21]. The operational rate-constrained noise reduction
framework, which we proposed in [13], estimates the optimal rate allocation across dif-
ferent frequencies and sensors using an operational rate-distortion trade-off [54]. Un-
like [21], it allows considering scenarios with some assistive devices along with the bin-
aural HA setup (thereby forming a small-size wireless acoustic sensor network (WASN)
with more than two nodes). Furthermore, the performance of the operational rate-
constrained noise reduction framework approaches that of the optimal algorithm in [21]
at high rates without any mismatch, as the observations are not pre-filtered before quan-
tization and the necessary information will not be removed. However, the exhaustive
search, which is used in [13] to find the optimal allocation across sensors, becomes in-
tractable when the size of the WASN grows. Therefore, this method is suitable for small-
size networks only.

The method proposed in this chapter tries to address the first and the third limita-
tions of the optimal/sub-optimal methods, mentioned in the last paragraph of Section
1.3, and tries to answer the third research question made in Section 1.4.

1.5.5. CHAPTER 6
The operational rate-distortion trade-off based noise reduction method that will be pre-
sented in Chapter 5 finds the optimal rate allocation across both the frequencies and the
sensors. However, to find the best rate allocations across the sensors (nodes in WASN)
an exhaustive search-based approach is proposed to be used which becomes intractable
when the size of the microphone array (WASN) grows.

To address the scalability issue, we propose, in chapter 6, a rate-constrained noise
reduction approach based on non-convex optimization, which is also published in [55].
This method jointly finds the best rate allocation and the best estimation weights across
all frequencies and sensors for arbitrary sized WASNs. Based on the MSE criterion, the
optimal estimation weights are found to be rate-dependent Wiener filters and the opti-
mal rates are the solution to a filter-dependent "water filling" problem. An alternating
optimization approach that is used in this method avoids an exhaustive search to find
the best allocations and performs almost as good as the exhaustive search-based ap-
proach, in most practical scenarios, at the benefit of a much lower computational com-
plexity. Therefore, these methods can perform in general (arbitrary-sized) WASNs as no
exhaustive search is used.

The proposed method in this chapter tries to address the third limitation of the op-
timal /sub-optimal methods, mentioned in the last paragraph of Section 1.3 and tries to
answer the third research question made in Section 1.4.

1.5.6. CHAPTER 7
The methods presented in Chapters 4, 5 and 6 find different rate-distortion trade-offs in
the noise reduction problem based on the MSE criterion. However, when designing the
rate-constrained noise reduction problems, these methods do not consider the preser-
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vation of the spatial information. Although the performance of noise reduction might be
optimal by minimizing the MSE, the spatial information may be destroyed and the esti-
mated signals may sound unnatural and not spatially correct. Therefore, it is reasonable
to incorporate the spatial information into rate-constrained noise reduction problems.

In this chapter, we propose a multi fusion center spatially correct rate-constrained
noise reduction problem [56], to find the best rate allocation and the best estimation
weights across all sensors and frequencies such that the spatial information of the sources
is preserved. We focus mainly on the spatial cue preservation based on equality con-
straints and try to link the LCMV-based beamformers to data compression by including
a set of linear constraints to the original rate-distortion problem. Unlike Chapter 6, here,
there are two FCs, therefore, the objective function is to minimize the sum of the dis-
tortions of the target estimation at both hearing aids, while considering the total rate
budget and simultaneously preserving the spatial information of the sources. Using an
alternating optimization approach, the optimal estimation weights are found to be the
rate-dependent LCMV filters, and the rates (for both fusion centers) are the solutions to
two water-filling problems.

The proposed method in this chapter tries to answer the last (fourth) research ques-
tion made in Section 1.4.

1.5.7. CHAPTER 8
In this chapter, we conclude the dissertation and discuss the future possibilities to con-
tinue the research on the rate-constrained noise reduction problem.
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2
BACKGROUND

In this chapter, the goal is to describe some important tools in estimation and information
theory to facilitate understanding of the algorithms in the remaining chapters. In this
chapter, we also provide the signal model, including the underlying assumptions, which
will be used in the proposed algorithms in the remaining chapters.
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2.1. TIME DOMAIN SIGNAL MODEL
Let us consider an example acoustic scene shown in Figure 2.1, in which there are some
microphones placed in random positions. We denote the number of microphones by M .
We assume the source of interest is a point source, denoted by s[n], where n indicates the
discrete time-domain index. In addition, there are some interfering point noise sources,
say i j [n], where j denotes the interferer’s index. The signal captured at each mth mi-
crophone is denoted by ym[n]. This signal consists of contributions. An important part
of the microphone signal ym[n] consists of the spatially filtered version of the target sig-
nal, say hm[n]∗ s[n], where h[n] denotes the room impulse response (RIR). The func-
tion hm[n] includes the delay in time at which the signal is received at the microphone,
the reverberation which is due to the non-line of sight paths in which the signals may
be received by the microphones (which is due to reflections in the acoustic scene), the
attenuation factor to which the target signal may be affected due to the channel charac-
teristics, and many other factors which may affect the signal before being captured by
the microphones. Similar room impulse responses can be defined for the point noise
sources. The microphone signal will also be corrupted by some uncorrelated additive
internal noise, say um[n]. Putting all these parts together, the microphone signal can be
modeled as

ym[n] = hm[n]∗ s[n]+
b∑

j=1
h j

m[n]∗ i j [n]+um[n]. (2.1)

2.2. SIGNAL MODEL IN THE FREQUENCY DOMAIN
The speech signal can be thought of as samples of a random process which can be non-
stationary in general. In fact, the speech production process starts with an excitation of
the vocal cords which is subsequently filtered by the vocal tract. The shape of the vo-
cal tract changes over time, which causes the non-stationarity in the speech signal. One
way to reduce the non-stationarity effect is to segment the signal to different overlapping
frames with up to 20 ms frame lengths. Therefore, given these quasi-stationary speech
frames, it is typical to perform the processing in the frequency domain as the Fourier
transform acts as a decorrelating transform on the time samples. The process in which
the speech frames are transformed into the frequency domain is called the short-term
Fourier transform (STFT) [1], which is what we will use in this work. Looking at (2.1),
the convolution operator will be converted to the multiplication (after some approxima-
tions) in the frequency domain and the impulse responses are transformed into the fre-
quency domain acoustic transfer functions (ATFs). For hearing aid applications, where
the microphones are positioned on the HAs, the hearing aid user’s head is also included
in the setup. In this case, the acoustic transfer functions should also consider the effect
of the head, which are also known as the head-related transfer functions (HRTFs) [2].

In this section, we reformulate the signal model in the frequency domain. Assume
that the target signal in the STFT domain is denoted by S( f , l ), where f denotes the fre-
quency index, and l denotes the frame index. The noisy microphone signal in the fre-
quency domain, with respect to the mth microphone, then is indicated by Ym( f , l ). The
ATF between the target signal and the mth microphone is denoted by Am( f ). The ATF
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Figure 2.1: An example acoustic scene: a general microphone array is shown by the black "+" symbols, the
target signal by the green circle, and the interferers by the black triangles.

between the t j th interfering signal and the mth microphone is denoted by B j
m( f ). With

this, the signal model in (2.1) can be rewritten in the STFT domain as

Ym( f , l ) = Am( f )S( f , l )+
b∑

j=1
B j

m( f , l )I j ( f , l )+Um( f , l ). (2.2)

In the case of multi-microphone processing, it is more convenient to stack the mi-
crophone signals into a vector to come up with a signal model in vector notation. For
this, and for simplicity, we will drop the frame index and the frequency index, as we per-
form all processing in the frequency domain per time frame and per frequency bin. For a
specific frequency f and frame l , let the vector y be defined as y = [Y1( f , l ), . . . ,YM ( f , l )]T.
Similarly, we define

a = [A1( f ), . . . , AM ( f )]T,

b j = [B j
1 ( f ), . . . ,B j

M ( f )]T,

u = [U1( f , l ), . . . ,UM ( f , l )]T.

Stacking all the variables into vectors, the signal model with vector notation is given
by

y =
x︷︸︸︷

aS +

n︷ ︸︸ ︷
b∑

j=1
b j I j +u = x+n. (2.3)

All noise components in (2.3) are together referred to as n.
In this thesis, we assume that all components of (2.3) are mutually uncorrelated and

zero mean. With this, we can write the second-order statistics as

Φy =Φx +Φn ∈CM×M , (2.4)
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where,
Φx =ΦS aaH,

Φn =
b∑

j=1
ΦI j b j bH

j +ΦU I.
(2.5)

The matrixΦy is defined asΦy = E[yyH], the cross-power spectral density (CPSD) matrix
of the microphone signal vector y. The power spectral density of the scalar-valued signal
S is defined as ΦS = E[SS∗], where the superscript [·]∗ denotes the conjugate operator.
Similarly forΦI j andΦU . The superscripts [·]T and [·]H indicate transpose and Hermitian
transpose operators on the vector and matrices. Here, for simplicity, we assumed equal
microphone noise powers, sayΦU , with respect to all microphones.

2.3. MULTI-MICROPHONE NOISE REDUCTION
In this part, we focus on multi-microphone noise reduction using linear estimation. Let
us assume the goal is to estimate a source of interest, say S, given the noisy observation
vector y, at a fusion center (FC). In fact, the noisy microphone observations are trans-
mitted to the FC, and are then combined to estimate S. Therefore the central estimator
at the FC will output Ŝ as an estimate of the target signal, which is given by the linear
combination of the noisy microphone observations as

Ŝ = wHy, (2.6)

where the vector w indicates the filter coefficients. In multi-microphone noise reduction
based on linear estimation, one important question is how to estimate the filter coeffi-
cients w. For this, we need a fidelity criterion to measure the similarity (or distortion)
between the estimate Ŝ and the original target signal S. Although the goal in hearing aid
applications is to improve the speech intelligibility [3, 4], we focus in this work for sim-
plicity on the mean square error (MSE). However, this can easily be extended to infor-
mation theoretical motivated intelligibility metrics as used in [5–7]. The MSE D between
the target signal and its estimate can be defined as the averaged (over F frequency bins)
power spectral densities of the error process E = S − Ŝ, which is given by [8]

D = 1

F

F∑
f =1

d(S, Ŝ), (2.7)

where,
d(S, Ŝ) = E[|S − Ŝ|2] = E[|S −wHy|2]

= E[|S −wH(aS +n)|2]

= E[|S −wHaS|2]+wHE[nnH]w

=ΦS |1−wHa|2 +wHΦnw.

(2.8)

Under stationarity assumptions, the filtering process can be done independently for
each frequency, meaning that the error function d(S, Ŝ) can be minimized independently
for each frequency f . Looking at (2.8) the error function includes two terms. 1) the resid-
ual error with respect to the target signal distortion which is given byΦS |1−wHa|2, and 2)
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the residual environmental noise power which is given by wHΦnw. Typically, the multi-
microphone noise reduction algorithms differ in how to impose different constraints
when minimizing d(S( f ), Ŝ( f )). In general, the estimation problem, in the frequency
domain, can be formulated as

min
w( f )∈CM×1

d(S( f ), Ŝ(w( f )))

subject to set of constraint functions.
(2.9)

In the following we will describe some important filtering algorithms based on the
optimization framework in (2.9).

2.3.1. MULTI-CHANNEL WIENER FILTERING [9–11]
In this part, we explain the multi-channel Wiener filtering [9–11] on the optimization
problem in (2.9). If the optimization problem in (2.9) is unconstrained, then the estima-
tion process is called multi-channel Wiener filtering (MWF). The goal is here to minimize
the error function without imposing any distortion-less response constraints, which in
fact turns to the best linear minimum mean square estimation (LMMSE) [11].

Rewriting the optimization problem in (2.9) using (2.8) we have

min
w∈CM×1

ΦS |1−wHa|2 +wHΦnw. (2.10)

After solving the convex optimization problem (as the objective function is quadratic
over w and the matrixΦn is positive semi-definite) in (2.10) over w, the best Wiener filter
coefficients are given by

w?
Wiener =Φ−1

y ΦyS , (2.11)

where,Φy ∈CM×M is the CPSD of the noisy observations y, andΦyS =ΦS a ∈CM×1 is the
CPSD vector between the noisy observation vector y and the scalar-valued target signal
S.

Looking at (2.10), it is clear that the algorithm allows some distortion in the target
estimation, while achieving the best noise reduction performance among all other MSE-
based filters. In the next part, we introduce another important linearly constrained filter,
which does not allow distortion in the target with as a result less degree of freedom for
noise reduction.

2.3.2. LINEARLY CONSTRAINED MINIMUM VARIANCE FILTERING [12, 13]
In this part, we explain the linearly constrained minimum variance Filtering [12, 13]
based on the optimization problem in (2.9).

We define the optimization problem as

min
w∈CM×1

ΦS |1−wHa|2 +wHΦnw

subject to wHΛ= fH,
(2.12)

where,Λ ∈CM×d is a constraint matrix which includes the ATFs w.r.t. the target signal(s)
as well as the interfering signal, and f ∈Cd×1 is a vector that controls which spatial infor-
mation needs to be preserved. Together,Λ ∈CM×d and f ∈Cd×1 can be used to formulate
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linear constraints on the filter w. The number of constraints is indicated by d , which usu-
ally is less than M (for the optimization problem to have enough degrees of freedom to
have controlled noise reduction). As mentioned at the beginning of this section, the first
term in the objective function in (2.12) is the residual distortion with respect to the tar-
get signal. The set of constraints in (2.12) typically includes the important distortion-less
response constraint, which is given by

wHa = 1. (2.13)

In fact, by imposing the distortion-less constraint, the estimation problem in (2.12)
can be thought of as an unbiased estimator as E[Ŝ] = E[wHy] = E[wHaS +wHn] = E[S],
under the assumption that the noise vector is zero-mean.

By imposing the distortion-less constraint in (2.13) to the problem in (2.12), the first
term in the objective function which isΦS |1−wHa|2 will disappear, therefore the problem
can be simplified as follows

min
w∈CM×1

wHΦnw

subject to wHΛ= fH.
(2.14)

Now, the problem in (2.14) is an LCMV problem and can be interpreted as follows: min-
imizing the residual noise power subject to a set of linear constraints. After solving the
convex optimization problem in (2.14) (as the objective function is quadratic over w and
Φn is positive semi-definite), the LCMV filter coefficients are derived as

w?
LCMV =Φ−1

n Λ(ΛHΦ−1
n Λ)−1f. (2.15)

2.3.3. MINIMUM VARIANCE DISTORTION LESS RESPONSE FILTERING [14,
15]

In this part, we explain a special case of the LCMV filter, which is called minimum vari-
ance distortion-less response (MVDR). If the constraint matrix Λ includes one column,
that is a, with f = 1 , and therefore, the only constraint in the optimization problem in
(2.14) will be the distortion-less constraint, that is wHa = 1. In this case, the optimization
problem in (2.14) can be further simplified as

min
w∈CM×1

wHΦnw

subject to wHa = 1.
(2.16)

The optimization problem in (2.16) results in the MVDR filter. After solving the optimiza-
tion problem, the MVDR filter coefficients are derived as [14]

w?
MVDR = Φ−1

n a

(aHΦ−1
n a)

. (2.17)

The minimum output noise power then can be computed using (2.17) as

(w?
MVDR)HΦn(w?

MVDR) = (aHΦ−1
n a)−1. (2.18)
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The MVDR filter is only constrained to preserve the target. Therefore, the MVDR may
have better noise reduction performance, compared to the LCMV. The MVDR method
can be thought of as the best unbiased estimator when all the parameters are estimated/obtained
error-free [11].

It can be shown [15] that there is a relation between the MVDR filter and the Wiener
filter as

w?
Wiener =

ΦS

ΦS + (aHΦ−1
n a)−1

w?
MVDR. (2.19)

The relation in (2.19) can be interpreted as follows. The MWF filter can be achieved by
the MVDR filter followed by a single-channel Wiener filter.

2.4. BINAURAL MULTI-MICROPHONE NOISE REDUCTION
In this section, we describe the acoustical scene for binaural hearing aid applications.
Figure 2.2 shows the binaural setup.

+
+

+
+ x

y

Figure 2.2: Typical acoustic scene. The two HA microphones, the target signal, and the interferer are indicated
by the black "+", the green circle, and the black triangle, respectively.

The binaural hearing aid system consists of two hearing aids. There are Ml and Mr

(in total M = Ml +Mr) microphones, which are assumed to be embedded in the left-side
and the right-side HAs, respectively. The hearing aids can potentially communicate with
each other through a wireless link to construct a binaural system. Therefore, there are
in this case two fusion centers, one for each side. The microphones embedded in the
hearing aids receive the information from the acoustic scene. In this binaural setup two
processors filter the received data to estimate two versions of the target signal for each
side. For example, for the left side processor, the information captured at the right side
HA should be transmitted to the left side, then combined with the local left-side obser-
vation to estimate a version of the target signal with respect to a reference microphone
at the left side HA. Therefore, two sets of filter coefficients need to be estimated.

Let wl ∈C M×1 and wr ∈C M×1 be the filter coefficients with respect to the left and the
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right side FCs. The processors then output two versions of the target signal as

Ŝl = wH
l y,

Ŝr = wH
r y.

(2.20)

The estimation accuracy in binaural algorithms is an important factor. However, the
preservation of binaural information also plays an important role when designing such
binaural algorithms. Ideally, we want to get a natural impression of the acoustic scene
after we process the data. Practically, different algorithms have a different impact on
binaural information. In the following, we give some necessary measures to evaluate
binaural information preservation.

2.4.1. BINAURAL CUES

In this section, we explain some important binaural spatial information measures. First,
we explain the interaural time (phase) (IPD) difference. Second, we explain the interau-
ral level differences (ILD). The IPD of a particular source is the time (phase) difference
of the signal between arriving at the left and the right side HAs. ILDs are the level differ-
ences of a particular source between the left and the right HA. Mathematically speaking,
IPDs and ILDs can be derived from the input and output interaural transfer functions.
As an example we define here the input and output ITF for the filtered target source. Let
X l = AlS and Xr = ArS. The input and output ITF are then defined as [16, 17]

ITFin
X ( f ) = X l

Xr
= Al

Ar
,

ITFout
X ( f ) =wl

Hx

wr
Hx

= wl
Ha

wr
Ha

.

(2.21)

For the ITFs for of the j th point noise source, the signal X and the transfer function A
are replaced by I j and B j , respectively in (2.21). With this, the input and output ILDs are
defined as the squared magnitudes of the input and output ITFs. That is

ILDin
X ( f ) = |ITFin

X ( f )|2, ILDout
X ( f ) = |ITFout

X ( f )|2, (2.22)

and the input and output ITDs defined as the phase of the input and output ITFs. That
is

IPDin
X ( f ) =∠ITFin

X ( f ), IPDout
X ( f ) =∠ITFout

X ( f ). (2.23)

The ILD and ITD errors are then defined as

ERILDout
X

( f ) = |ILDout
X ( f )− ILDin

X ( f )|,

ERITDout
X

( f ) = |ITDout
X ( f )− ITDin

X ( f )|
π

.
(2.24)

Note that 0 ≤ ERITDout
X

(k) ≤ 1. In the following we explain one of the important binaural

linear multi-microphone noise reduction techniques.
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2.4.2. BINAURAL LCMV-BASED NOISE REDUCTION [13, 16, 18, 19]
One common approach for binaural multi-microphone noise reduction is to estimate
the signal of interest at both left side and right side reference positions by combining all
the available noisy observations into a single estimate for each HA. Similar to Section
2.3.2, here there are two processors which output two estimates of the target signal such
that a fidelity criterion is satisfied and that the binaural information is preserved. The
target signals at the left and right HA, i.e., Sl and Sr, respectively, are estimated as

Ŝl = wl
Hy, , Ŝr = wr

Hy, (2.25)

where wl
H ∈ CM and wr

H ∈ CM are the filter coefficients of the left and right filters, re-
spectively. Minimizing the sum of the output noise powers, for both beamformers, the
binaural linearly constrained beamforming problem can be formulated as [12]

min
w

wHΦw

subject to ΛHw = f,
(2.26)

where

w = [wT
l wT

r ]T ∈C2M×1,

Φ=
[
Φn 0
0 Φn

]
∈C2M×2M ,

and Λ ∈ C2M×d is the constraint matrix, with d the number of linear constraints. Differ-
ent binaural LCMV-based beamformers can be constructed by changing the entries ofΛ.
As mentioned in the previous chapter, to preserve the ITF of the interferers, one can add
extra constraints on the interfering source, with respect to the left and right side ATFs, as
in [13]. However, to increase the degrees of freedom of the method, in [18, 19] it is shown
that we can combine the constraints on the left and the right side into a one constraint
function per source which has more degrees of freedom, compared to independent con-
straints for the left and the right side beamformers. These additional degrees of freedom
can then be used to cancel more interferers, given a fixed number of microphones. Fol-
lowing [18, 19], matrixΛ and vector f are given by

Λ=
[

a 0 b1B r
1 . . . bbB r

b
0 a −b1B l

1 . . . −bbB l
b

]
∈C2M×(b+2),

f H =[Al Ar 0 . . . 0] ∈C1×(b+2).

(2.27)

Solving the problem in (2.26), the optimal weights are computed as [18]

w? =Φ−1Λ(ΛHΦ−1Λ)−1f, (2.28)

and the optimal beamformer outputs are given by

Ŝ?l = (w?
l )Hy, , Ŝ?r = (w?

r )Hy. (2.29)



2

26 2. BACKGROUND

In order to compute the binaural outputs Ŝ?l and Ŝ?r , the actual signal realizations should
be available error-free at both HAs. However, due to limited battery power, and therefore,
limited transmission power, in practice, the bit-rate used to represent the transmitted
signals is constrained, which is denoted by rm bits per sample (bps). Theoretically, there
is a trade-off between the rate of transmission and accuracy (distortion) of the repre-
sented signals. Therefore, in the next section, we explain rate-distortion trade-off (lossy
source coding) from an information-theoretic point of view and show scenarios that re-
semble the binaural hearing aid setup.

2.5. LOSSY SOURCE CODING: RATE-DISTORTION TRADE-OFF
We summarize important scenarios in lossy source coding and explain the algorithms
and assumptions made in such scenarios. This is based on the material proposed in
[20, 21].

2.5.1. DIRECT LOSSY SOURCE CODING THEORY
We start with a description of direct lossy source coding. Assume that we have a source
that produces a sequence X n = {X1, X2, , ..., Xn} of independent identically distributed
(i.i.d) variables with Xi ∼ pXi (xi ) where Xi ∈ X . We will assume that the alphabet is
finite, but most of the results can be extended to continuous random variables.

!"#$%&'( )&#$%&'(Xn
X̂n

fn(X
n)fnf ( )

n
X̂X

Figure 2.3: Lossy source coding scenario

The encoder, as illustrated in Figure 2.3, describes the source sequence X n by an
index fn(X n), where fn : X n → {1,2, ...,2nR }, and R denotes the total rate to represent
X n . The decoder estimates X n by X̂ n = gn( fn(X n)), where gn : {1,2, ...,2nR } → X̂ n . The
distortion function is defined as

d =∑
xn

∑
x̂n

p(xn , x̂n)d(xn , x̂n), (2.30)

where, p(xn , x̂n) = p(xn)q(x̂n |xn) is the joint probability density function, q(x̂n |xn) is
the conditional probability density function, and d(xn , x̂n) is an averaged distortion of a
single-letter fidelity criterion d(xt , x̂t ), for t = 1,2, ...,n and is defined as

d(xn , x̂n) = 1

n

n∑
t=1

d(xt , x̂t ). (2.31)

The rate-distortion theory states that the minimum achievable rate at which the source
output can be reproduced with maximum distortion D at the decoder corresponds to



2.5. LOSSY SOURCE CODING: RATE-DISTORTION TRADE-OFF

2

27

the optimum of the following variational problem

R(D) = min
q(x̂n |xn )

I (X n ; X̂ n),

subject to
∑
xn

∑
x̂n

p(x)q(x̂n |xn)d(xn , x̂n) < D.
(2.32)

where, I (·; ·) is the mutual information function. Assuming independent identically dis-
tributed (i.i.d.) Gaussian sources and a squared-error criterion, the rate-distortion func-
tion for the problem in (2.32) can be computed as

R(D) =


1
2 log2(

σ2
x

D ), 0 ≤ D ≤σ2
x

0, D ≥σ2
x ,

(2.33)

where σ2
x is the variance of the source. The corresponding optimum "forward channel"

[20] which can achieve the R-D relation in (2.33) is shown in Figure 2.4.

+βX X̂

E ∼ N(0,βD)

Figure 2.4: Optimum forward channel interpretation of the lossy source coding scheme in Figure 2.3, for i.i.d.
Gaussian sources.

where, β= 1− D
σ2

X
. If the sources are not Gaussians, the "forward channel" represen-

tation is not optimal according to the MSE criterion.
For stationary jointly Gaussian sources, the rate-distortion function with weighted

MSE criterion is derived as [20]

R(θ) = 1

4π

∫ +π

−π
max

(
0, log2

|A|2ΦX (Ω)

θ

)
dΩ,

D(θ) = 1

2π

∫ +π

−π
min

(
θ, |A|2ΦX (Ω)

)
dΩ,

(2.34)

where A is frequency dependent weight,Ω is the frequency, θ is the reverse-water-filling
parameter, and ΦX is the PSD of signal. The corresponding test channel is illustrated in
Figure 2.5
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H(Ω) = min(0, 1− θ

ΦX(Ω)
)

min(0, θ(1− θ

ΦX(Ω)
))

+Xn X̂n

Figure 2.5: Optimum forward channel interpretation of the lossy source coding scheme in Figure 2.3, for jointly
Gaussian sources.

2.5.2. REMOTE (NOISY ) SOURCE CODING [20, 22]
The more generalized version of the problem depicted in Figure 2.3 is when the source
is not directly observable, but remotely (indirectly) observed at the encoder, which is
illustrated in Figure 2.6.

Xn
Y n

X̂n
m

p(yn|xn)

Figure 2.6: Indirect (remote) source coding scheme.

First, the desired source sequence X n is distorted, and then, the noisy signal se-
quence Y n is coded and transmitted to the receiver. We can interpret this problem in
the hearing aid setup as the right side noisy observations are transmitted to the left side
hearing aid. The encoder produces a code sequence m = fn(Y n) which appears at bit-
rate R. Finally, the decoder reproduces an estimate of the desired signal X n which is
denoted by X̂ n = gn(m). The averaged distortion D(R) between X n and X̂ n is defined as

D(R) = E
[
d(X n , X̂ n)

]= E

[
1

n
||X n − X̂ n ||2

]
. (2.35)

The problem is to choose f and g in order to minimize the averaged distortion D(R)
between X n and X̂ n which is defined as

D∗(R) = inf
f ,g

D(R) (2.36)

Note that as f and g are functions of the transmission rate R, the distortion will be a
function of rate.

This problem is considered in [20, 22] and a nice decomposition of the distortion
function is derived in [22]. In [22] it concluded that the optimal distortion is achieved
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if a function of the noisy observation, that is the conditional mean estimate E [X n |Y n]
of the desired signal, is transmitted to the receiver rather than the noisy observations
themselves.

The conditional mean estimator of the source X n , say U n , is given by U n = E [X n |Y n],
given the observation Y n . In [22] it is proved that the distortion can be decomposed as

D(R) = E

[
1

n
||X n − X̂ n ||2

]
= E

[
1

n
||X n −U n ||2

]
+E

[
1

n
||U n − X̂ n ||2

]
. (2.37)

Hence, the distortion is decomposed into two parts:

1) Distortion due to the estimation of the signal given the observations.

2) Distortion due to the quantization of the estimated signal to reproduce X̂ n .

As U n is computed, independent from the choices for f and g (independent of the rate),
the optimal distortion can be found by taking the minimum only over the second part of
the distortion function, that is

D∗ = E[
1

n
||X n −U n ||2]+ inf

f ,g
E[

1

n
||U n − X̂ n ||2]. (2.38)

The corresponding optimum architecture for remote lossy source coding is illustrated in
Figure 2.7.

Xn Y n Un

X̂n
m′

w
n Y U

X̂p(yn|xn)

Figure 2.7: Optimum architecture for remote source coding.

Here, w is the conditional mean estimator filter. In fact, it is optimal to first estimate
the desired signal then quantize it. The quantization step now simply corresponds to the
direct lossy source coding problem, introduced in the previous subsection, with input
signal U n and the output signal X̂ n .

For stationary jointly Gaussian sources, the rate-distortion function can be com-
puted as [20]

R(θ) = 1

4π

∫ +π

−π
max

(
0, log2

|A|2ΦU (Ω)

θ

)
dΩ,

D(θ) = 1

2π

∫ +π

−π
|A|2ΦX |Y (Ω)dΩ+ 1

2π

∫ +π

−π
min

(
θ, |A|2ΦU (Ω)

)
dΩ,

(2.39)

where
ΦU =ΦX YΦ

−1
Y ΦY X ,

ΦX |Y =ΦX −ΦX YΦ
−1
Y ΦY X .

(2.40)
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2.5.3. SOURCE CODING WITH SIDE INFORMATION ( WYNER-ZIV CODING)
In this section, we explain the problem of source coding in a situation where the de-
coder/encoder has access to side information about the source, say Y n , which is pro-
posed in [23] and is illustrated in Figure 2.8.

!"#$%&'( )&#$%&'(

fn(X
n)fnf ( )

Xn
X̂n

Y nnn

A B

Figure 2.8: Direct source coding with side information.

Let us assume dependent source pairs (X n ,Y n) producing a sequence (X1,Y1), (X2,Y2)
, ..., (Xn ,Yn), where (Xi ,Yi ) ∈ X ×Y , where Y n is the side information. In this scenario,
the encoder and decoder functions are

fn : X n → In = {1,2, ...,2nR },

gn : Y n × In →X n .
(2.41)

In fact, the decoded variable is denoted by X̂ n = g (Y n , f (X n)).

With respect to the model shown in Figure 2.8, the problem is defined to find the rate
R at which the source X n is coded and transmitted such that the distortion between X n

and X̂ n does not exceed the certain value D , assuming the decoder has access to the side
information Y n , which is correlated to X n . It seems that the optimal rate of transmission
in this case should be lower compared to the case without the side information (Section
2.5.1).

Considering the system shown in Figure 2.8, three situations can happen

• Case 1: Switches A and B are closed, i.e., both the decoder and the encoder have
access to the side information.

• Case 2: Switch A is open and switch B is closed, i.e, only the decoder has access to
the side information.

• Case 3: Switch A is open and switch B is open, i.e, the direct lossy source coding in
Section 2.5.1.

The case in which switch A is closed and switch B is open is not considered here. For
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case 1, the rate-distortion problem is defined as

RX n |Y n (D) = min
q(x̂n |xn ,yn )

I (X n ; X̂ n |Y n),

subject to
∑
xn

∑
yn

∑
x̂n

p(xn , yn)q(x̂n |xn , yn)d(xn , x̂n) < D∑
x̂n

p(xn , yn , x̂n) = p(xn , yn).

(2.42)

In case of lossless coding, it can be shown that the above problem asymptotically equals
to that of the Slepian and Wolf coding scheme [24], i.e.,

R∗(0) = RX n |Y n (0) = H(X n |Y n), (2.43)

where R∗(0) is the lower bound of transmission rate in the loss-less transmission scheme,
which is the conditional entropy of the signal given side information.

Figure 2.9 shows the interpretation of the coding scheme in Figure 2.8, for i.i.d Guas-
sian random variables, in which the encoder and the decoder are combined.

X

Y

Z
X̂ = f(Y, Z)fq(z|x)

Figure 2.9: Corresponding test channel for Figure 2.8.

First, the signal is passed through a "test channel" with transition probability q(z|x),
where Z is output of the channel, then Z and the side information Y are combined to
estimate the input signal, i.e., X̂ = f (Y , Z ).

For case 2, in which only the decoder has access to the side information, the problem
is defined as

R∗(D) = min
q(zn |xn )

I (X n ; Z n |Y n)

subject to E[d(X n , X̂ n)] < D,
(2.44)

where Z is a auxiliary random sequence satisfying following conditions

1)
∑

zn p(xn , yn , zn) = p(xn , yn).

2) Y n , Z n are conditionally independent given X, i.e., I (X n ; Z n |Y n) = I (X n ; Z n) −
I (Y n ; Z n) or I (Y n ; Z n |X n) = 0.

3) X̂ n = f (Y n , Z n).

Thanks to the data-processing theorem, R∗(D) ≥ RX n |Y n (D) as

I (X n ; Z n |Y n) ≥ I (X n ; X̂ n |Y n). (2.45)

The equality holds if and only if I (X ; Z |X̂ ,Y n) = 0. For a Gaussian variable, the optimal
choice of variables q(z|x) and f shown in Figure 2.9 will be derived in a more general
scenario in the next subsection.
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2.5.4. REMOTE (NOISY ) SOURCE CODING THEORY WITH SIDE INFORMA-
TION (REMOTE W-Z CODING)

In this section, we explain the final coding scheme, based on the coding schemes which
have been previously explained. It resembles the binaural hearing aid scenario with two
processing nodes.

Figure 2.10 shows the scenario of remote source coding with side information, which
is proposed in [25, 26].

!

Xn

X̂n
m

p(yn1 |xn)

p(yn2 |xn)

Y n
1

Y n
2

Figure 2.10: remote Wyner-Ziv Coding system.

The source X n (n is large enough and realizations are i.i.d) is remotely observed via
two noisy memory-less channels p(yn

2 |xn) and p(yn
1 |xn) at the encoder and decoder, re-

spectively. Based on its observation Y n
2 , the encoder transmits a massage m = fn(Y n

2 )
over a rate-constrained channel to the decoder. The decoder produces X̂ n , an estimate
of the source X n , as a function of m and its side information Y n

1 . This scenario differs
from Wyner-Ziv source coding because X n is not directly observable at the encoder and
it resembles the hearing aid scenario, where the target signal is first filtered by the acous-
tic scene (room) and then the degraded signal is received by the HAs.

We denote the rate-distortion function for this system by R∗
r−W Z (D). Under cer-

tain conditions, the optimal rate can be computed by solving the following optimization
problem

R∗
r−W Z (D) = min

q(zn |yn
2 )

I (Y n
2 ; Z n |Y n

1 ),

subject to E[d(X n , X̂ n)] < D,
(2.46)

where, X̂ n = f (Y n
1 , Z n). The conditions to be satisfied are

1)
∑

zn p(xn , yn
1 , yn

2 , zn) = p(xn , yn
1 , yn

2 ).

2) Y n
1 , Z n are conditionally independent given Y n

2 , i.e., I (Y n
2 ; Z n |Y n

1 ) = I (Y n
2 ; Z n)−

I (Y n
1 ; Z n).

3) X n , Z n are conditionally independent given Y n
1 .

For i.i.d. Gaussian sources, where the observed signals are molded as Y1 = X +N1,
and Y2 = X +N2, the system shown in Figure 2.10 can also be thought of as the model
shown in Figure 2.11.
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X

N1
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X̂

E ∼ N(0,βd∗)

Figure 2.11: Interpretation of remote Wyner-Ziv coding system.

The auxiliary random variable is defined as Z = βY2 + E , where, E ∼ N (0,βd∗) is
independent of Y1 and Y2. The optimal choices for the function f , scaling parameter β,
and the direct quantization distortion value d∗ will be derived later in this section.

The rate-distortion function in this case is derived in [25] as

R(D) =


1
2 log2(

σ2
X |Y1

−σ2
X |Y1,Y2

D−σ2
X |Y1,Y2

), σ2
X |Y1,Y2

≤ D ≤σ2
X |Y1

0, D ≥σ2
X |Y1

(2.47)

where, σ2
X |Y generally is the minimum mean-squared estimation error in X given Y .

Based on the model shown in Figure 2.11, the estimated source X̂ is computed as

X̂ = E [X |Y1, Z ] = f (Y1, Z ) =
d∗+σ2

X |Y1,Y2

σ2
N1

Y1 + (1+
σ2

N2

σ2
X |Y1

)Z (2.48)

where the optimal choices of d∗ and β are

d∗ = D −σ2
X |Y1,Y2

β=
σ2

X |Y1
−D

σ2
X |Y1

+σ2
N2

.
(2.49)
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Hearing aid devices are designed to help hearing-impaired people to compensate
their hearing loss. Among other things, they aim to improve the intelligibility of speech,
captured by one or multiple microphones in the presence of environmental noise. A bin-
aural hearing aid system consists of two hearing aids that potentially collaborate through
a wireless link. Using collaborating hearing aids can help to preserve the spatial binaural
cues, which may be distorted using traditional methods, and may increase the amount of
noise suppression. This can be achieved by means of multi-microphone noise reduction
algorithms, which generally lead to better speech intelligibility than the single-channel
approaches [1]. An example of a binaural multi-microphone noise reduction algorithm
is the binaural minimum variance distortionless response (BMVDR) beamformer [2, 3],
which is a special case of binaural linearly constrained minimum variance (BLCMV)-
based methods [4, 5]. The BMVDR consists of two separate MVDR beamformers which
try to estimate distortionless versions of the desired speech signal at both left-sided and
right-sided hearing aids while suppressing the environmental noise and maintaining the
spatial cues of the target signal.

Using binaural algorithms requires that the signals recorded at one hearing aid are
transmitted to the contralateral hearing aid through a wireless link. Due to the lim-
ited transmission capacity, it is necessary to apply data compression to the signals to be
transmitted [6]. This implies that additional noise due to data compression (quantiza-
tion) is added to the microphone signals before transmission. Typically, binaural beam-
formers do not take this additional compression noise into account. In [7], one binaural
noise reduction scheme based on the generalized sidelobe canceller (GSC) beamformer
under quantization errors was proposed. However, the quantization scheme used in [7]
assumes that the acoustic scene consists of stationary point sources, which is not real-
istic in practice. The target signal typically is a non-stationary speech source. Moreover,
the far field scenario assumed in [7] cannot support the real and practical analysis of the
beamforming performance.

In this chapter, we study the impact of quantization as a data compression approach
on the performance of binaural beamforming, which is from [8]. We use the BMVDR
beamformer as an illustration, but the findings can easily be applied to other binaural
algorithms. Optimal beamformers rely on the statistics of all noise sources, including
the quantization noise (QN). Fortunately, the QN statistics are readily available at the
transmitting hearing aids. We propose a binaural scheme based on a modified noise
cross-power spectral density (CPSD) matrix including that of the QN in order to take
into account the QN. To do so, we introduce two assumptions: i) the QN is uncorrelated
across microphones, and ii) the QN and the environmental noise are uncorrelated. The
validity of these assumptions depends on the used bit-rate as well as the exact scenario.
Under low bit-rate conditions, we show that using subtractive dithering the two assump-
tions always hold. Without dithering, the assumptions hold approximately for higher
bit-rates. However as we show, for many practical scenarios the loss in performance due
to not strict validity of these assumptions is negligible.

Based on the BMVDR as a binaural processor, and the binaural output signal-to-
noise ratio (SNR) as the performance measure, we show that the modified BMVDR tak-
ing into account the QN outperforms significantly the case where the QN is not taken
into account, especially at low bit-rates. In addition, the effect of the above-mentioned
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assumptions on the SNR performance are studied in detail.

3.1. SIGNAL MODEL
Typically, a binaural hearing aid consists of two hearing aids which collaborate through a
wireless link. Let us assume there are ML and MR microphone sensors embedded in the
left-side and right-side hearing aids, respectively, with M = ML +MR. The beamforming
is performed in the short-term Fourier transform (STFT) domain. Each microphone is
assumed to capture the attenuated and delayed version of the target speech signal in the
STFT domain, say S[k, l ], corrupted by r interfering point sources, U j [k, l ], j = 1, ...,r ,
and by the internal microphone noise, V [k, l ]. Indices k and l denote the frequency and
frame index, respectively. The signal model in the STFT domain is then given by

Yi [k, l ] = Ai [k, l ]S[k, l ]+
r∑

j=1
Bi j [k, l ]U j [k, l ]+Vi [k, l ], (3.1)

where i = 1, ..., M is the microphone index, Ai is the acoustic transfer function (ATF)
from the target point source to the i th microphone, and Bi j is the ATF from the j th
interferer to the i th microphone. Using a vector notation by stacking the Yi [k, l ] across
microphones, we get

y = x+
r∑

j=1
n j +v, (3.2)

where, y = [Y1[k, l ], ...,YM [k, l ]]T, v = [V1[k, l ], ...,VM [k, l ]]T (with left side signals stacked
on top), x = aS, and n j = b jU j . Note that a = [A1[k, l ], ..., AM [k, l ]]T, and b j = [B1 j [k, l ], ...
,BM j [k, l ]]T. The superscript "T" represents transpose operator. To simplify the notation,
the frequency and frame indices k and l will be omitted. All point sources, including
the target signal and interferes along with the internal microphone noise, are assumed
to be mutually uncorrelated. Also, the i th internal microphone noise is assumed to be
spatially uncorrelated zero-mean with varianceσ2

i . Without loss of generality we assume
all internal microphone noises have the same constant variance, i.e, σ2

i =σ2. Therefore,
the CPSD matrix of the noisy signal vector y, denoted byΦy, is written as

Φy =Φx +

Φ︷ ︸︸ ︷
r∑

j=1
Φn j +Φv, (3.3)

where,
Φx = E [xxH] =σ2

s aaH,

Φn j = E [n j nH
j ] =σ2

u j
b j bH

j , j = 1, ...,r,
(3.4)

and Φv =σ2I . Note that σ2
s = E [|S|2] is the power spectral density (PSD) of the clean

speech signal S. Similarly, σ2
u j

= E [|U j |2] is PSD of the j th interfering signal U j . E [·]
and the superscript "H" denote the expectation and the conjugate transpose operators,
respectively.

The estimated clean speech signal at the left and right reference microphones is ob-
tained by weighted averaging of all received signals, i.e., X̂L = wH

L y and X̂R = wH
R y, where
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X̂L and X̂R are the estimated clean signals at the left and right reference microphones, re-
spectively, and wL and wR are the applied spatial filters. Notice that the use of wR and wL

implies that y is assumed to be present at both hearing aids, i.e., the noisy microphone
signals are exchanged. Wireless exchange of these signals will introduce additional noise
due to quantization. We focus on a simple quantization scheme and investigate the im-
pact of the additional QN on the beamformer performance as a function of the used
transmission bit-rate.

3.2. BMVDR
The BMVDR beamformer is a special case of the BLCMV beamformer [4, 5], and consists
of two separate MVDR beamformers

w?
L =argmin

wL

wH
LΦwL s.t. wH

L a = AL,

w?
R =argmin

wR

wH
RΦwR s.t. wH

R a = AR,
(3.5)

where Φ is the CPSD matrix of the noise, see (3.3). Solving (3.5), the optimal weight
vectors are computed as

w?
L = Φ−1a

aHΦ−1a
ĀL, w?

R = Φ−1a

aHΦ−1a
ĀR, (3.6)

where Ā is the complex conjugate of a complex number A.

3.3. QUANTIZATION AND DITHERING
For simplicity, we assume that the data compression scheme is simply given by a uni-
form r -bit quantizer. Notice that the data is already finite and quantized at high rate
(16 bits) at the corresponding hearing aid. The symmetric uniform quantizer maps the
actual range of the signal, xmin ≤ x ≤ xmax, to the quantized range xmin ≤ x̂ ≤ xmax,
where xmax = −xmin. The quantized value x̂ can take one out of K = 2r different dis-
crete levels. The amplitude range is subdivided into K = 2r uniform intervals of width
∆= (2xmax)/2r , where xmax is the maximum value of the signal to be quantized [9]. A
well-known quantizer is the midtread quantizer with a staircase mapping function f (x),
defined as f (x) = x̂ = ∆

⌊ x
∆ + 1

2

⌋
, where b c is the "floor" operation. The quantization

error that we refer to as the QN is denoted by e = x̂−x, and is determined by the value of
the stepsize ∆. Under certain conditions [10, 11], e has a uniform distribution, that is,

p(e) =
{
∆−1, −∆

2 ≤ e ≤ ∆
2

0, otherwise,
(3.7)

with variance σ2
e = ∆2

12 , for small values of Del t a. One of the conditions when this hap-
pens, is when the characteristic function (CF), which is the Fourier transform of a prob-
ability density function, of the variable that is quantized is band-limited. In that case,
the quantization noise (QN) is uniform. However, the characteristic functions of many
random variables are not band-limited (e.g., consider the Gaussian random variable). A
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less strict condition is that the characteristic function has zeros at frequencies k∆−1, ∀k
except for k = 0. Alternatively, subtractive dithering can be applied, which can be used
to guarantee that one of the above conditions is met.

In a subtractively dithered topology, the quantizer input is comprised of a quantiza-
tion system input x plus an additive random signal (e.g. uniformly distributed), called
the dither signal, denoted by v which is assumed to be stationary and statistically inde-
pendent of the signal to be quantized [10]. The dither signal is added prior to quantiza-
tion and subtracted after quantization (at the receiver). For the exact requirements on
the dither signal and the consequences on the dithering process, see [10]. In fact, sub-
tractive dither assumes that the same noise process v can be generated at the transmitter
and receiver and guarantees a uniform QN e that is independent of the quantizer input.

3.4. QUANTIZATION AWARE BEAMFORMING
In Section 3.1 we assumed that the received signals at the microphones in one hearing
aid are transmitted without error to the contralateral side and vice versa. This is not
the case in practice. In order to take into account the QN in a beamforming task, we
introduce new noisy signal vectors available at both the left and right hearing aids, say
yL = y+ eL and yR = y+ eR, where y is defined in (3.2) and eL = [0T

ML
, ẽT

L]T with 0ML the
ML-dimensional vector of zeros and ẽL a vector with quantization errors of the signals
transmitted from the right side to the left side . Similarly we define eR = [ẽT

R,0T
MR

]T.
Taking into account the QN, the modified BMVDR beamformer is defined as

w?
L =argmin

wL

wH
LΦnLwL s.t. wH

L a = AL,

w?
R =argmin

wR

wH
RΦnRwR s.t. wH

R a = AR,
(3.8)

where,
ΦnL =Φ+ΦeL , ΦnR =Φ+ΦeR . (3.9)

Here ΦnL and ΦnR are the modified CPSD matrices of the total noise including QN cor-
responding to the left and right beamformer, respectively. Note that ΦeR = E [eReH

R ] and
ΦeL = E [eLeH

L ] such thatΦnL andΦnR can be reformulated as

ΦnL =Φ+
[

0 0
0 Φ′

eL

]
, Φ′

eL
∈ RMR×MR ,

ΦnR =Φ+
[
Φ′

eR
0

0 0

]
, Φ′

eR
∈ RML×ML .

(3.10)

Note that in (3.9) and (3.10) we implicitly assume the QN to be uncorrelated to the en-
vironmental noise. If the quantization error is uniform,Φ′

eR
andΦ′

eL
are block-diagonal

matrices with the elements corresponding to the theoretical variance σ2
e =∆2/12. Note

that the objective functions in the modified optimization problems in (3.8) are functions
of the bit-rate r . For simplicity we assume in this chapter that all signals are quantized
at equal bit-rates. Finally, the beamformed estimates at left and right reference micro-
phones are X̂ ′

L = w?H
L yL and X̂ ′

R = w?H
R yR, respectively.
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3.5. VALIDITY OF ASSUMPTIONS
In (3.9) and (3.10) it is assumed that the QN (eL and eR) is uncorrelated to the environ-
mental noise (

∑r
j=1 n j +v). In addition, by assumingΦ′

eL
andΦ′

eR
to be diagonal, it is also

assumed that the QN is uncorrelated across microphones. In this section we introduce
two measures to verify the validity of these assumptions. For a given choice of quantiz-
ers, we expect the validity to depend on bit-rate and source position. Experiments will
therefore be carried out as a function of source position and bit-rate. For simplicity we
only focus on the left beamformer formulations. A similar analysis can be applied to the
right beamformer.

3.5.1. CORRELATION OF QUANTIZATION NOISE ACROSS MICROPHONES
If the QN is truly uncorrelated across microphones, the noise correlation matrix is di-
agonal. To validate this assumption, we use the following "diagonality measure" of a
matrix,

D =

MR∑
i=1

[|Φ′
eL
|]i i

2 −
MR∑
i=1

MR∑
j=1

[|Φ′
eL
|]i j

2

MR∑
i=1

MR∑
j=1

[|Φ′
eL
|]i j

2
. (3.11)

This measure can be interpreted as a normalized distance between the sum of all en-
tries and the sum of diagonal entries of the matrix Φ′

eL
. In the worst case, where the

signals are highly correlated, all of the entries have the same value (for example value a
for each entry) and the lower bound for this measure is Dmin= MRa2−MR

2 a2

MR
2 a2 = 1

MR
−1. In the best

case where the signals are highly uncorrelated, the value D approaches zero. In general,
( 1

MR
−1) ≤ D ≤ 0, the more negative, the larger off-diagonal entries. The closer to zero,

the more diagonally dominant.

3.5.2. CORRELATION BETWEEN QUANTIZATION NOISE AND ENVIRONMEN-
TAL NOISE

In case the environmental noise and the quantizer noise are uncorrelated, the sum of
the two CPSD matricesΦeL andΦ should be equal to the CPSD matrix of the total noise,
ΦnL according to (3.9). To measure whether this assumption holds, we compare the
normalized difference between the estimated values of the right side and the left side
of the first equation in (3.9) as

E =

M∑
i=1+ML

M∑
j=1+ML

[|ΦnL −Φ−ΦeL |]i j
2

M∑
i=1+ML

M∑
j=1+ML

[|ΦnL|]i j
2

. (3.12)

3.6. EXPERIMENTS
In this section we present experimental results comparing the proposed method with
other traditional beamformers that do not take QN into account. Moreover, we investi-
gate the assumptions on the QN.



3.6. EXPERIMENTS

3

43

3.6.1. SETUP AND SIMULATION PARAMETERS

A typical acoustic scene, which we use in this chapter, is illustrated in Figure 3.1. In
the experiments the exact source positions are not necessarily the same as those in Fig-
ure 3.1. For all experiments there is one target speech, shown by green circle in Fig.1,
recorded at 16 kHz sampling frequency with duration of around 12.5 seconds. Four sta-
tionary interfering signals, shown by black triangles in Fig.1, are present at different an-
gles, say θ = tan−1( y

x ) − π
2 , and different distances form the origin ((x, y) = (0,0)), say

R =
√

x2 + y2. We define θ in a way that zero degree corresponds to the front of the vir-
tual head (like green circle in Figure 3.1). Four "+" symbols denote four virtual omni-
directional microphones, two of them at the left virtual hearing aid and two of them at
the right one. Two microphones at each hearing aid form a linear array in direction of
y-axis having a distance of 1.2 cm. The distance between two hearing aids (two linear ar-
rays) is 20 cm. The beamforming is performed independently on 512 DFT points frame
signals shifted by 256 points (50% overlapping). The output SNR performance is mea-
sured at the left reference microphone position, averaged over all frequency bins and
time frames. The CPSD matrix of the noise is calculated from the known true ATFs of the
interferes and estimated PSDs using Welch’s method.
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Figure 3.1: An example acoustic scene. Note that the exact source positions can be potentially different in the
experiments.

3.6.2. VALIDATION OF ASSUMPTIONS: RESULTS

Based on the two measures, introduced in Section 3.5, we evaluate for which bit-rates the
assumptions hold. Moreover, we apply dithering (Section 3.3) as a decorrelation process
to assure that the assumptions on the QN in (3.9) and (3.10) are valid for all positions
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and bit-rates. All experiments in this sub-section are carried out as a function of the po-
sition of one of the noise sources in terms of angles with respect to the microphone array
with a distance 2m from the origin. All three other fixed interfering sources are located
at {(R,θ)|(0m,0◦), (2m,−90◦), (2m,90◦)} and the target signal is positioned at (2m,90◦).
Note that the source positions are different form those in Figure 3.1. We use this setup
for two reasons

• If four microphones and four interfering signals are present in the acoustic scene,
then the cross-PSD of the noise is full rank and invertible.

• the positions of the three interfering signals are symmetric with respect to that
of each hearing aid, i.e., identical versions of these signals received at each hear-
ing aid microphones such that they have no effect on the diagonality measure in
(3.11). Therefore, we can isolate the effect of position dependency of the noise
source on the total performance.

The results of the D measure in (3.11) in terms of the bit per sample (bps) and the angle,
before and after dithering are shown in Figure 3.2. As shown in Figure 3.2a, at higher rates
the assumption holds and the CPSD matrix of the QN (Φ′

eL
) becomes more-and-more

diagonal (D → 0) with increasing rates. The results show that if the interfering source is
positioned at either ±90 degrees (left or right side of the virtual head), theΦ′

eL
is fully cor-

related even at high rates, i.e., D =−0.5. After applying dithering,Φ′
eL

becomes diagonal
at all rates and angles, as shown in Figure 3.2b.

Similarly, the results of the "correlation measure" (E in (3.12)) are shown in Figure
3.3 in terms of the bps and the angle, before and after dithering, respectively. As shown,
the error E decreases as bit-rate increases. After applying dithering the error decreases
significantly (from the maximum value of 0.109 in Figure 3.3a to the maximum value of
0.0013 in Figure 3.3b), even at low bit-rates. This means that after dithering the QN and
environmental noise become almost uncorrelated at all rates and angles.

3.6.3. PERFORMANCE EVALUATION
We compare the results of the following cases in terms of the output SNR for the left-
sided reference microphone.

• Case 1) monaural beamformer: there is no transmission from one side to the con-
tralateral side, i.e., no wireless link.

• Case 2) full binaural beamformer: All microphone signals are assumed to be avail-
able without error at the contralateral hearing aid.

• Case 3) Proposed method version 1 without dithering: beamforming based on
(3.8), i.e., taking into account the QN by estimating the modified total noise CPSD
ΦnL. Note that in this case as the QN is not assumed to be uncorrelated to the
environmental noise, and extra information (directly estimated ΦnL) should be
transmitted.

• Case 4) Proposed method version 2 without dithering: beamforming based on
(3.8), i.e., taking into account the QN by estimating the modified total noise CPSD
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Figure 3.2: Diagonality measure:(a) without, and (b) with dithering

ΦnL using (3.9). Therefore unlike the case 3, the QN and the environmental noise
is assumed to be uncorrelated and no extra information need be to transmitted.

• Case 5) traditional BMVDR: beamforming based on (3.5), i.e., without taking into
account the QN.

We also evaluate the cases 3 and 4 with dithering. The output SNR performance with
respect to the left reference microphone is shown in Figure 3.4 in terms of bit-rate. Note
that the x-axis is number of bits per samples varying from 1 to 15 integers (15 integer
points). In this experiment Four interferes are located at {(2m,−85◦), (2m,−45◦), (2m,40◦)
, (2m,80◦)}, and the target speech is located at (R,θ) = (2m,0◦) (different positions from
those in Fig. 1). The input SNR at left reference microphone is approximately 20dB (black
dash-dot line). As shown, the cases 3 and 4 in which the QN has been taken into account,
outperforms significantly the case 5 (red dashed line) without taking into account the
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Figure 3.3: Correlation measure:(a) without, and (b) with dithering

QN, especially for low bit-rates. Note that the SNR performance of the cases 3 and 4 with
and without dithering are always in between those of the cases 1 (blue dotted line) and
case 2 (black solid top line). At very low rates the SNR values of those cases are close to
that of the monaural beamforming (case 1). In fact, the modified BMVDR ignores the
noisy low-bit signals so that it is actually acting as a monaural MVDR. As rate increases
the SNR approaches to that of the full binaural beamforming (case 2).

As shown in Figure 3.4, the four lines according to the four cases 3 and 4 with and
without dithering fall almost exactly on top of each other. It means that the SNR gaps
between those cases are negligible (maximum gap is less than 0.1 dB). In fact, at very
low rates (1-3bps) the QN is large which means a smaller contribution of the transmitted
signals to the output beamformed signal. Therefore, although the assumptions might
not hold exactly, the impact of the invalidity of the assumptions on the output signal is
very small. As assumptions tend to be valid at higher rates the gaps between those four
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cases approach zero.
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Figure 3.4: Output SNR performance for the left-sided reference microphone.

3.7. CONCLUSIONS
In this chapter we studied the impact of quantization on binaural multi-microphone
noise reduction algorithms. As an illustration we proposed a new scheme of quantiza-
tion aware BMVDR beamforming. The new approach is based on the modified CPSD
matrix of the noise including the QN. Assumptions on the QN, which are introduced in
sec.6, were investigated experimentally. We conclude that applying dithering as a decor-
relation process can guarantee the validity of the assumptions for all bit-rates and source
positions. Based on the output SNR performance, the proposed speech enhancement
method outperformed significantly the traditional BMVDR, especially for low bit-rates.
In addition, different versions of the proposed method with and without applying dither-
ing were evaluated. Generally speaking, in many practical scenarios the output SNR gaps
between the proposed method with dithering and the one without dithering are negligi-
ble.
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4. ASYMMETRIC CODING FOR RATE-CONSTRAINED NOISE REDUCTION IN BINAURAL

HEARING AIDS

Nowdays hearing aids (HAs) include digital signal processing algorithms to improve
the intelligibility of the signal of interest. The HAs record the acoustic field with one or
multiple microphones and try to improve the intelligibility of the desired speech signal
while reducing environmental noise [1]. Using a wireless link, the two HAs can collab-
orate with each other and construct a binaural HA system to increase noise suppres-
sion and potentially preserve some important binaural (spatial) cues [2]. This leads
to the notion of binaural multi-microphone noise reduction which may have a better
speech intelligibility compared to single-microphone solutions [3], [4]. In addition, un-
like bilateral systems or independent dual-channel systems, where a set of two monau-
ral systems operate independently from each other (no collaboration between the de-
vices), the binaural system exploits the spatial diversity, using more observations, and
interaural information to increase the speech intelligibility [5]. A well known binaural
multi-microphone noise reduction algorithm is the binaural multichannel Wiener fil-
ter (MWF) [6–9]. The binaural MWF includes two separate MWF beamformers for the
two HAs. Each MWF beamformer combines its local observations with those of the con-
tralateral HA to estimate its own version of the target signal such that the mean square
error (MSE) between the target signal and its estimate is minimized. The binaural MWF
allows for more degree of freedom for noise reduction [5], among all the MMSE-based
single-channel or dual-channel speech enhancement methods [10], as it exploits the full
potential of binaural processing by exchanging the signals between the HA devices (more
microphone observations, the better the noise reduction performance) and as it outputs
the best MSE estimate of the target signal. Binaural filters require that noisy observations
from one HA are transmitted to the other one (e.g. through a wireless link) in order to
be combined with local observations. Typically, transmission capacities are limited due
to limited battery life-time [11, 12], which necessitates data compression. Ideally, the al-
gorithm trades off the transmission bit-rate of contralateral HA observations against the
estimation error of the target signal [12, Sec. I], which is remotely (i.e., indirectly after
being filtered by the room channel) observable at the HAs .

From an information theoretic viewpoint, such an estimator can be seen as remote
source coding [13–15]. Since the beamformer needs to decode the transmitted signals
and combine these with its local observations (which are available error-free as "side
information"), the more accurate problem formulation would be that of remote source
coding with side information at the decoder. For directly observable sources this prob-
lem is referred to as Wyner-Ziv (WZ) coding [16] and for remote (i.e., indirectly observ-
able) sources as remote WZ coding [17]. In fact, in remote source coding problems the
(remote) target signals are of interest, and not necessarily the (noisy) direct observations.
In [12, Sec. III-A] this problem is considered, assuming jointly Gaussian random sources,
and an optimal tradeoff between the transmission rate and the MSE between the target
signal and its estimate is derived. The method provides an upper bound on the per-
formance of the minimum MSE (MMSE)-based rate-constrained binaural beamforming
algorithms. However, the requirement of knowing the (joint) statistics severely limits the
application of the method in practice. In fact, the joint statistics between the two HA
observations remain unknown in practice and can only be estimated if realizations are
exchanged between the HAs.

Several sub-optimal approaches are proposed in [12, Sec. III-B], [18–20] in which lo-
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cal functions of the contralateral observations are transmitted, projecting the multiple
signals on to a single signal. These methods provide practical alternatives to the opti-
mal method in [12, Sec. III-A], as they do not need the knowledge of the (joint) statis-
tics. However, the blind projection of the multi-microphone observations to one signal
tends to a significant asymptotic mismatch in the performance even at sufficiently high
rates [18]. An iterative reduced bandwidth MWF-based beamformer is proposed in [20],
where local estimates of the target signal are assumed to be exchanged error-free be-
tween the HAs without any rate constraint. It is shown in [20] that for a single target sig-
nal, the iterative approach converges to the binaural MWF after sufficient transmissions
between HAs. However, when analyzing the rate-constrained scenario [21], the total rate
is distributed over transmissions (iterations) which results in a poor final performance
(after convergence) in terms of bit-rate.

Typically, the aforementioned sub-optimal approaches do not make use of the joint
statistics between the two HA observations. As a result, before exchanging the signals,
some information will be removed which may be necessary for the other side to can-
cel out the noise sources, leading to an asymptotic sub-optimality. By asymptotic sub-
optimality, we mean that the performance does not approach the optimal performance
for increasing rate. Therefore, any knowledge (even incomplete) of the (joint) statistics
between the nodes may be crucial to keep the necessary information when filtering the
information, resolving the asymptotic sub-optimality, and to provide a good tradeoff be-
tween the rate and the distortion. This motivates trying to estimate the joint statistics.

In this chapter, we study the performance of sub-optimal rate-constrained noise re-
duction techniques based on a unified encoding-decoding framework which can eas-
ily be translated to the existing sub-optimal schemes by changing certain parameters.
Moreover, we propose an asymmetric sequential coding approach for the transmission
of the information from one HA to the other HA (which we will refer to as Link 1) and
vice versa (which we will refer to as Link 2 ). In addition, we propose an extension of the
probability distribution preserving quantization method [22], to vector sources, to be
used in Link 1. Using this distribution preserving quantization, the unquantized statis-
tics can be retrieved and used to apply the optimal coding strategy [12, Sec. III-A] in
Link 2. Based on the MSE criteria, the distortion gap between the monaural noise re-
duction approach, in which there is no communication between devices, and different
sub-optimal/optimal noise reduction approaches are compared for both links. The re-
sults show that the proposed methods outperform the sub-optimal approaches in most
practical scenarios and confirm the optimal asymptotic behavior of the proposed meth-
ods.

The chapter is organized as follows. In Sec. 4.1 the binaural HA problem is stated and
the well-known information theoretic rate-distortion tradeoff is introduced. In Sec. 4.2
we state the rate-constrained noise reduction problem in a unified framework and the
optimal and some sub-optimal approaches are explained. The proposed asymmetric 2-
way coding scheme is presented in Sec. 4.3. The performance analysis of the proposed
and existing methods is carried out in Sec. 4.4. Finally, Sec. ?? concludes the chapter.
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4. ASYMMETRIC CODING FOR RATE-CONSTRAINED NOISE REDUCTION IN BINAURAL

HEARING AIDS

4.1. PROBLEM STATEMENT

4.1.1. SIGNAL MODEL

A typical binaural HA system consists of two wireless collaborating HAs. Assume that
the left-side and right-side HAs include M1, and M2 microphones, respectively, with
M = M1 + M2 microphones in total. All microphones record a filtered version of the
target speech signal which is denoted in the frequency domain by S[k], corrupted by
and additive noise N [k], with k the discrete frequency bin index. The frequency-domain
description of the noisy observation captured by the i th microphone is given by

Yi [k] = Ai [k]S[k]+Ni [k], (4.1)

where i = 1, ..., M , Ai is the acoustic transfer function (ATF) between the target signal and
the i th microphone. Stacking all noisy observations across the microphones in a vector,
the signal model can be rewritten as

y = x+n, y ∈CM . (4.2)

where y = [Y1[k], ...,YM1 [k],YM1+1[k], ...,YM [k]]Tdenotes the total M noisy microphone
signals, x = aS, and

a = [A1[k], ..., AM [k]]T,n = [N1[k], ..., NM [k]]T.

Note that the frequency index k is omitted, when defining the signal vectors, for ease
of notation. To distinguish between the left-side and the right-side noisy microphone
observations, vectors y1 ∈CM1 and y2 ∈CM2 are defined, respectively, as y1 = [Y1[k], ...,
YM1 [k]]T and y2 = [YM1+1[k], ...,YM [k]]T. The superscripts (·)T and (·)H denote transpose
and conjugate transpose operators, respectively. All sources are assumed to be zero-
mean and mutually uncorrelated. The cross-power spectral density (CPSD) matrix of the
noisy signal vector y, denoted by Φy, can then be written as Φy =Φx +Φn,Φ(·) ∈ CM×M ,
withΦx =ΦS aaH. Here,ΦS is the power spectral density (PSD) of the clean speech signal
S andΦn = E [nnH], where E [·] denotes the expectation.

The goal of the multi-microphone noise reduction algorithms is to estimate the clean
speech signal while suppressing the environmental noise power. The binaural MWF
[7, 8] consists of two filters (the left-side and the right-side filters). Let the left and
right reference microphone indices be denoted by 1 and M1 + 1, respectively. The fil-
ters estimate the target signal at the left-side and the right-side reference microphones,
say S1 = A1S and S2 = AM1+1S, respectively, by minimizing the MSE between the target
signal and its estimates, say Ŝ1 and Ŝ2, respectively. Scalars A1 and AM1+1 denote the
ATFs with respect to the corresponding reference microphones. Finally, the estimates
are given by Ŝ?1 = E [S1|y] and Ŝ?2 = E [S2|y].

Computing each of these MWF outputs requires the availability of the error-free con-
tralateral noisy signal realizations. In practice, only a compressed/quantized version of
the contralateral noisy signals are available. These signals are compressed at a certain
rate. Therefore, the problem can be viewed as a rate-constrained estimation task which
will be described in the next section.
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4.1.2. RATE-DISTORTION FUNCTION (RDF) [13, CH. 4]
Let sN = {s[i ]}N

i=1 be a sequence of discrete stationary Gaussian source samples, where
s[i ] ∈C and N is the number of samples. The sequence sN can be thought of as a single
microphone observation along the time-axis. Assume that the encoder maps the se-
quence with R bits per sample to a bit sequence. The decoder receives the bit sequence
and produces the quantized sequence ŝN = {ŝ[i ]}N

i=1.
The direct rate-distortion problem is to find the minimum asymptotic achievable

rate at which the sequence can be encoded such that the reconstruction error does not
exceed a certain value D , as N →∞ [13]. The problem is solved in [13, Ch. 4] and a
parametric rate-distortion tradeoff is found, analytically. To achieve the optimal tradeoff
[13, Ch. 4], for a stationary Gaussian source, the optimal forward test channel interpre-
tation is presented in [13, Ch. 4] and [18, Sec. 3], which is illustrated in Fig. 4.1, where
the quantization procedure in the frequency domain can be thought of as a test channel
with input s(Ω) and output ŝ(Ω). The channel noise e(Ω) is uncorrelated to the input
source s(Ω). The quantization parameters are computed as [13]

β(Ω)=max(0,1− θ

Φs (Ω)
), Φe (Ω)=max(0,θ(1− θ

Φs (Ω)
)), (4.3)

whereΦs is the PSD of the sequence sN , N →∞, and θ ∈ (0,supΦs ] denotes the "reverse
water filling" threshold parameter [13, 23].

4.2. RATE-CONSTRAINED NOISE REDUCTION
Binaural rate-constrained noise reduction (RCNR) aims at estimating the target signal
at the reference microphones, given some local observations and the quantized con-
tralateral observations, such that the communication rate between HAs is minimized,
satisfying a certain constraint. For the right-side beamformer, the local observation vec-
tor y2 acts as the "side information" and y1 as the contralateral observations. A similar
argument holds for the left-side beamformer.

Most approaches like [12, 18] use the following structure of three stages. First, the
contralateral observations are filtered prior to being quantized, as we are interested in
information about the target source (S1 or S2) and not necessarily in those of the con-
tralateral noisy observations themselves (filtering stage). Second, the filtered signals are
quantized and transmitted to the other side (quantization stage). Finally, the target sig-
nal is estimated given the side information and the filtered-quantized contralateral ob-
servations (estimation stage). Existing approaches differ in how different operators for
these three processing stages of filtering, quantization, and final estimation are chosen,
which we will explain using the above-mentioned unified description.

4.2.1. OPTIMAL RATE-CONSTRAINED NOISE REDUCTION
Encoding the sources for a decoder which has access to the side information is known
as the Wyner-Ziv (WZ) problem [16]. Based on the WZ coding, In [12, Sec. III-A] the
problem is optimally solved for the multiple microphones per HA setup (binaural setup)
and the optimal rate-distortion tradeoff is found analytically. For stationary Gaussian
sources, the interpretation of the optimal RCNR system is illustrated in Fig. 4.2 [12, Sec.
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s(Ω) β(Ω) +

e(Ω) ∼ N (0,Φe (Ω))

ŝ(Ω)

Figure 4.1: Forward test channel representation of lossy source coding.

III-A]. From the right-side beamformer’s perspective, first, the left-side noisy signals (y1)
are filtered as Y12 = (wo

1 )Hy1, using the joint statistics between the HA observations, with
the optimal coefficients wo

1 computed as

wo
1 =Φ−1

ȳ1
Φȳ1S2 , wo

1 ∈CM1×1 (4.4)

where Φȳ1 is the CPSD matrix of the direct innovation process ȳ1 defined as ȳ1 = y1 −
E [y1|y2] andΦȳ1S2 is the CPSD vector between S2 and ȳ1.

Second, using the WZ coding philosophy [16], the filtered signal Y12 will be optimally
encoded, knowing the joint statistics and that the decoder has access to y2. The WZ-
based decoder (Fig. 4.2) consists of an MMSE estimator, which estimates S2, the target
signal at the right-side reference microphone, given y2 and the quantized version of Y12.
See [12, Sec. III-A] for more details.

4.2.2. SUB-OPTIMAL RATE-CONSTRAINED NOISE REDUCTION

Achieving the optimal rate-distortion tradeoff as in [12, Sec. III-A] requires knowledge of
the joint statistics between the noisy signals from both HAs, which are not available in
practice. In [12, Sec. III-B] a sub-optimal method is presented in which a local estimate
of the target signal, without using the correlation between the two HA observations, is
transmitted to the contralateral device. However, in the presence of point noise sources,
the performance does not approach the ideal binaural performance, not even asymptot-
ically (at infinite bit-rate) and a significant loss will occur at high rates, as confirmed by
experiments in Sec. 4.4. Two alternatives to the method presented in [12, Sec. III-B] were
proposed in [18, 19]. We briefly explain these sub-optimal methods based on a unified
communication scheme illustrated in Fig. 4.3.

Unlike [12, Sec. III-A], the sub-optimal filter ws
1, shown in Fig. 4.3, is only a function

of the local observations. The above-mentioned sub-optimal methods differ from each
other in how the filter ws

1 is chosen. For example, in [12, Sec. III-B], ws
1 denotes a filter

which locally estimates the target signal, without any access to the side information.
The quantization stage in Fig. 4.3 can be represented by the forward test channel

(Fig. 4.1) with input Y12 and output Ỹ12. The final MMSE estimate of the desired signal
S2 is given by Ŝ2 = f (y2, Ỹ12) and the corresponding MMSE by [18]

D2(θ) = 1

2π

∫ 2π

0
[ΦS2 (Ω)−ΦS2ỹ(Ω)Φ−1

ỹ (Ω)ΦỹS2 (Ω)]dΩ, (4.5)

where ỹ = [yT
2 , Ỹ12]T. Note that Ỹ12 depends on the rate of transmission.
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y1 wo
1 ENC DEC

y2

Ŝ2

WZ-based quantizer

Y12 m

Figure 4.2: Optimal Rate-Constrained Beamforming.

y1 wo
1 ENC DEC f (·)

y2

Ŝ2

Direct quantizer

Estimator

Y12 m Ỹ12

Figure 4.3: Sub-Optimal Rate-Constrained Beamforming.

4.3. ASYMMETRIC CODING FOR RCNR
As described in Sec. 4.2.2, the main limitation of the sub-optimal methods is that they
are not even asymptotically optimal, because of the blind filtering stage at the start of
the communication chain. This results in a significant performance loss, as shown in
Sec. 4.4.

Our proposed idea is to leave all contralateral observations active, at least in one
direction (for example, in the transmission from left-to-right) in order to exploit some
statistics which will be helpful for informed coding in the other direction. This brings
the notion of vector source quantization into the estimation process in one link. Assum-
ing stationarity in the time domain and sufficiently large sample sequences, the quan-
tization can be performed in the frequency domain assuming independent frequency
bins. However, it is noteworthy that microphones at different spatial positions generally
capture the sources with different powers, resulting in spatially non-stationary signals.
Therefore the optimal quantization for microphone signals is done in the frequency do-
main along the time axis and in the eigenvalue domain of the CPSDs along the space
axes. This will become more clear in Sec. 4.3.1.

We propose a 2-way sequential coding scheme for communication between two HAs.
This scheme is asymmetric in the sense that the quantization in one link is different from
the other link. The proposed coding scheme is sequential meaning that some informa-
tion is exploited in one link to be used in coding in another link. The scheme is illustrated
in Fig. 4.4. The link where the communication starts is referred to as "Link 1" and vice
versa as "Link 2". Let us assume the communication starts from the left HA to the right
HA. In the following, we explain the proposed architecture.
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y1

A B +

e1 ∼ N (0,Φe1 )

A−1 f2(·)

y2

Ŝ2

Vector Quantizer (VQ)

(a) Link 1: from the left HA to the right HA.

Ŝ1 f1(·)

y1

DEC ENC w2

y2
VQ

ỹ1

l

(b) Link 2: from the right HA to the left HA.

Figure 4.4: Proposed Asymmetric 2-way Coding scheme.

4.3.1. Link 1: FROM LEFT-TO-RIGHT

Unlike the common RCNR techniques, in this method, the observation vector y1 is not
projected onto a scalar signal (i.e., without filtering) for two reasons. First, we wish to
resolve the asymptotic sub-optimality problem at high rates, and secondly, we wish to
exploit the joint statistics at the right-side HA to reduce the redundancy in information
transmission in Link 2. We introduce two methods based on the architecture in Fig. 4.4a.

Method 1: RDF FOR VECTOR SOURCES WITH MEMORY

In Sec. 4.1.2 we explained the RDF for a time-stationary Gaussian source which accounts
for one sensor observation in time. In order to quantize more than one observation, an
extension to vector sources is required, which is presented in [24]. Recall that in the
scalar case (Sec. 4.1.2), the correlation matrix Φs is (for N → ∞) diagonalizable by the
Fourier transform and, hence, the RDF can be written in terms of the PSD of the station-
ary source, i.e.,Φs [13]. Different from the scalar case in Sec. 4.1.2, the correlation matri-
ces involving multiple microphone observations are not diagonalizable by the (spatial)
Fourier transform. Therefore, the resulting RDF for vector sources of such (spatially)
non-stationary sources is different from that of the scalar case in Sec. 4.1.2, and will be
explained in the following.

Given a discrete-time sequence of zero-mean time-stationary vector Gaussian sources,
say {s[n]}N−1

n=0 , where s[·] ∈RM×1 can be any vector source (like the noisy observations),
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the cross correlation matrix is given by

Σs =


Σ0 Σ−1 . . . Σ−(N−1)

Σ1
. . .

. . . Σ−(N−2)
...

. . .
. . .

...
Σ(N−1) Σ(N−2) . . . Σ0

 (4.6)

whereΣs ∈RN M×N M is a block-Toeplitz matrix. MatricesΣi ∈RM×M , i =−(N−1), . . . , (N−
1) are of entries [Σi ]uv = E [su[n + i ]sv [n]], for all 0 ≤ n ≤ N − 1. The scalars su[·] is the
uth entry in s[·] and [Σi ]uv is the (statistical) cross correlation, u, v = 1, . . . , M . Stack-
ing {s[n]}N−1

n=0 into a vector, say svec = [sT [0]...sT [N −1]]T , the rate-distortion tradeoff for
stationary vector svec is given by [13]

RM N (θ) =
M N∑
i=1

max(0,
1

2
log

λi (Σs)

θ
)

DM N (θ) =
M N∑
i=1

min(θ,λi (Σs)), (4.7)

where λi (Σ) is the i th eigenvalue of a matrix Σ. From Szego’s theorem [25], the asymp-
totic eigenvalue distribution of Toeplitz matrices corresponds to those of the PSD values
in the frequency domain. The extensions to the Szego’s theorem are proposed in [26]
and [27] which state that for any Hermitian block-Toeplitz matrix (here Σs) the asymp-
totic behavior of an arbitrary function of eigenvalues follows that of corresponding CPSD
matrices in the frequency domain, i.e.,

lim
N→∞

1

N

M N∑
i=1

F (λi (Σs)) = 1

2π

∫ π

−π

M∑
u=1

F (λu(Φs(Ω)))dΩ, (4.8)

whereΦs is the CPSD matrix with respect to the vector sequence {s[n]}N−1
n=0 with elements

[Φs]uv = ∑∞
k=−∞[Σk ]u,v e− jΩk . F (·) is an arbitrary function applied on the eigenvalues.

Based on (4.8), asymptotically as N →∞, the RDF in (4.7) can be rewritten as

R∗(θ) = lim
N→∞

1

N
RM N

= 1

2π

∫ π

−π

M∑
u=1

max(0,
1

2
log

λu(Φs(Ω))

θ
)dΩ

D∗(θ)= lim
N→∞

1

N
DM N = 1

2π

∫ π

−π

M∑
u=1

min(θ,λu(Φs(Ω)))dΩ,

(4.9)

where the rate R∗(θ) is per source vector s[n] ∈ RM×1. The entries of the vector s[n]
can be thought of as spatial samples captured by M microphones. Microphone sam-
ples usually have different powers. In other words, matrices Σi , which can be thought of
as the cross correlation matrix across microphone samples, are not necessarily Toeplitz.
Therefore Φs will not be spatially diagonalizable by the spatial Fourier transform, not
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even asymptotically, as the number of the microphones increases (M → ∞) and the
Karhunen-Loève transform (KLT) matrix is in need for optimal coding in (4.9).

Note that the distortion D∗(θ) is the MSE between the vector source s[n] and its
quantized version, say s̃[n]. We use this RDF for vector source quantization (the dashed
box in Fig. 4.4a). In Link 1, we are interested in estimating S2. Therefore, with appro-
priate translation of the RDF in (4.9), the following procedure is described based on Fig.
4.4a.

First, the observations y1 are spatially decorrelated as

z1 = Ay1, A ∈CM1×M1 (4.10)

where A is a matrix whose rows are the eigenvectors of the CPSD matrixΦy1 . The CPSD
matrix Φz1 of the decorrelated vector z1 is diagonal with diagonal elements [Φz1 ]uu =
λu(Φy1 ), where λ(·) is the eigenvalue operator. Second, z1 is quantized, achieving the
RDF presented in (4.9) by replacingΦs in (4.9) withΦy1 . It can be shown that the follow-
ing quantization model is obtained

z̃1 = Bz1 +e1, (4.11)

where z̃1 is interpreted as a transformed-quantized left-side noisy observation. As the el-
ements of z1 are uncorrelated, the vector quantizer in (4.9) can be interpreted as M1 test
channels corresponding to Fig. 4.1. The Vector e1 can be thought of as M1 test channel
noises. Therefore matrices B,Φe1 ∈ RM1×M1 will be diagonal and the diagonal elements
are computed based on (4.3), replacing Φs (Ω) by [Φz1 ]uu(Ω), respectively. Applying the
inverse-decorrelation matrix A−1 to reproduce quantized left-side observations, we ob-
tain

ỹ1 = A−1(Bz1 +e1) = Cy1 +A−1e1, (4.12)

where C = A−1BA. Finally, the estimator f2 estimates the target signal S2 as Ŝ2 = f2(y2, ỹ1) =
E [S2|y2, ỹ1]. The direct distortion per frequency between y1 and its quantized version ỹ1

is given by tr{Φd1 (Ω)}, where Φd1 is the CPSD matrix of the direct error process d1 =
y1 − ỹ1, and tr{·} denotes the trace operator on a matrix. We have

tr{Φd1 (Ω)} =
M∑

u=1
min(θ, [Φz1 ]uu(Ω)). (4.13)

As [Φz1 (Ω)]uu =λu(Φy1 (Ω)), the overall MSE over all frequencies corresponds to the dis-
tortion in (4.9) with λu(Φs) replaced by λu(Φy1 ) = [Φz1 ]uu . The final (remote) distortion
corresponds to (4.5) with ỹ = [yT

2 ỹT
1 ]T .

( JOINT ) STATISTICS ESTIMATION

Based on the quantized left-side signal model in (4.12), the second order statistics in the
frequency domain can be written as

Φỹ1 = CΦy1 CH +A−1Φe1 A−H

Φy1 = C−1(Φỹ1 −A−1Φe1 A−H )C−H .
(4.14)

To retrieve Φy1 we need to know B,A, and Φe1 . The elements of the diagonal matrix B
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depend on the reverse water-filling parameter θ and the diagonal elements of Φz1 . The
scalar value θ is chosen by fixing the transmission bit-rate or the distortion. Moreover,
using the backward test channel interpretation in [13, 23], for θ < [Φz1 ]uu(Ω) we have

[Φz1 ]uu(Ω) = [Φz̃1 ]uu(Ω)+θ. (4.15)

Equation (4.15) shows that at high rates (small θ) it is possible to retrieve the unquantized
statistics of the transformed signal z1 from the quantized signal z̃1. Using the property in
(4.15),Φz1 can be retrieved, estimating the quantized PSDs [Φz̃1 ]uu given the quantized
realizations in the frequency domain, for a sufficiently small θ. Therefore, the matrix
B can be computed at the decoder. Following a similar procedure, the diagonal matrix
Φe1 = E [e1eH

1 ] can be computed. Computing A requires the data dependent KLT. As we
often do not know this, we test in Sec. 4.4 the algorithm, next to the true A based on
the KLT, also with an A based on the fixed discrete cosine transform (DCT). Finally, com-
puting B and fixing A, the matrix C is known and the local statistics Φy1 = E [y1yH

1 ] are
retrieved at the decoder. Moreover, the joint statistics between the two side observations
are retrieved as

E [y1yH
2 ] = C−1E [ỹ1yH

2 ]. (4.16)

Note that the statistics (joint or local) at a certain frequency Ω can be retrieved only
if the matrix C(Ω) is invertible and the PSD of the source at that frequency is positive.
This implies that B(Ω) should be invertible, as A(Ω) is an orthogonal and invertible ma-
trix. Since B(Ω) is a diagonal matrix, all elements should be positive, implying that
θ < min

u
[Φz1 ]uu(Ω), for a particular frequency. For B to be invertible in all frequencies,

the condition is rewritten as θ<min
Ω

min
u

[Φz1 ]uu(Ω). This condition is satisfied only at
sufficiently high rates. In fact, at lower rates, the reverse-water filling algorithm tries to
allocate more bit-rate to the frequency components with greater PSD values and zero bit
rate to those with smaller (than the threshold θ) PSD values. In this case B becomes sin-
gular and, as a result, smaller PSDs cannot be retrieved at the decoder. In the next part
of this section, another quantization method is proposed to address this limitation and
guarantee the invertible B matrix for all frequencies.

Method 2: PDF PRESERVING SOURCE CODING FOR SOURCES WITH MEMORY

Reverse-water filling for vector sources (Method 1) cannot guarantee positive bit-rates
for strictly positive PSDs. To keep all frequency components of the signal active after the
quantization, a constrained source coding approach was proposed in [28]. This method
imposes an extra constraint to the original lossy source coding problem such that the
probability distribution of the signal is preserved after the quantization process. The
distribution preserving RDF (DP-RDF) is given in [22, Proposition 1] for a time-stationary
Gaussian process, which can be thought of as a single microphone observation. As there
are multiple microphones per HA, we extend this result to multiple observations and
find the DP-RDF for vector sources with memory. Moreover, we propose a conceptual
test channel interpretation to achieve such a rate-distortion tradeoff.

Proposition 1: The DP-RDF for a discrete-time sequence of zero-mean time-stationary
vector Gaussian sources, say {s[n]}N−1

n=0 , where s[·] ∈RM×1 with the corresponding block-
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Toeplitz cross correlation matrix Σs, and the Hermitian CPSD matrixΦs is given by

RDP (µ) =
1

2π

∫ π

−π

M∑
u=1

log2
λu(Φs(Ω))

(λu(Φs(Ω))Du(µ,Ω)− D2
u (µ,Ω)

4 )
1
2

dΩ

DDP (µ) = 1

2π

∫ π

−π

M∑
u=1

Du(µ,Ω)dΩ,

(4.17)

where

Du(µ,Ω) = 2λu(Φs(Ω))+µ− (4λ2
u(Φs(Ω))+µ2)

1
2 , (4.18)

for Du(µ,Ω) < 2λu(Φs(Ω)). The variable µ denotes a Lagrange parameter [22], which re-
lates the rate to the distortion and satisfies the constraint on the distortion. Similar to
"reverse water-filling" problems [13] with parameter θ, µ can be found by either fixing
the total rate RDP or the total distortion DDP . The rate is per vector source s[·] ∈ RM×1.
The distortion DDP (µ) is the averaged MSE between the vector source s[·] and the quan-
tized source ŝ[·]. See App. 4-A for derivations.

Equation (4.17) represents the proposed extension to the DP-RDF for vector sources.
Note that (4.17) is only valid for strictly positive CPSD eigenvalues (λu(Φ(Ω)) > 0). For
λu(Φ(Ω)) = 0 the rate allocated to such frequency component will be zero. Unlike Method
1 (reverse water filling), here all frequency components with strictly positive CPSD eigen-
values are allocated with positive rates. Therefore, the PSDs can be retrieved from the
quantized signal vector at the decoder. Comparing the direct distortions in (4.17) and
(4.9), the gap in distortions is 3 dB at zero bit-rate and it vanishes asymptotically [28].
However, as we are interested in estimating the source S2, it is not clear if Method 1 is
better than Method 2 with respect to the final distortion, as the joint statistics are not
available at the encoder in both methods.

App. 4-B shows that the conceptual test channel interpretation, shown in the dashed
box in Fig. 4.4a, achieves the DP-RDF in (4.17), but with different quantization parame-
ters from those in Method 1. First y1, is spatially decorrelated (z1 = Ay1). Then the decor-
related signals are quantized using the proposed distribution preserving quantization,
z̃1 = Bz1 +e1 with quantization parameters given as (see App. 4-B):

B(Ω) = diag{β1(Ω), ...,βM1 (Ω)} =

diag{1− D1(µ,Ω)

2λ1(Φy1 (Ω))
, ...,1− DM (µ,Ω)

2λM (ΦyM1
(Ω))

}

Φe1(Ω)=diag{
β1(Ω)+1

2
D1(µ,Ω), ...,

βM (Ω)+1

2
DM (µ,Ω)}.

(4.19)

The quantized signal ỹ1 is computed by applying the inverse transform matrix A−1 as
ỹ1 = A−1z̃1. Finally the target signal is estimated as Ŝ2 = E [S2|ỹ1,y2].

The procedure to retrieve (joint) statistics is as follows. As the second order statistics
of y1 are preserved, Φy1 = Φỹ1 holds. Φỹ1 can be estimated using realizations in the
frequency domain. By informing the decoder of the scalar parameter µ, the invertible
matrices B and Φe1 in (4.19) are known at the decoder. Knowing B and fixing A, C is
known. Therefore, based on (4.16) the joint statistics are retrieved.
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4.3.2. Link 2: FROM RIGHT-TO-LEFT
The goal in Link 2 is to transmit the filtered-quantized right-side observations in order
to estimate the target signal at the left-side reference microphone S1. As the lossy (quan-
tized) version of the left-side observation (ỹ1) is available at the right-side, it acts as a
(lossy) side information at the right-side encoder. We use this information to reduce the
redundancy in the transmission of the information. This is done by the proposed cod-
ing architecture, illustrated in Fig. 4.4b. As shown, different coding algorithms can be
obtained by changing the switch l and by using different methods in Link 1. Note that if
for example, the switch l is open, i.e., l = 0, the realization of y1 will not be used at the
decoder. The side information at the left-side decoder is y1. We describe some possible
scenarios.

CASE A: CODING WITH QUANTIZED STATISTICS AND WITH l = 0
In this case we assume the Method 1 is chosen in Link 1. The idea is to pre-filter the
right-side observations y2 using quantized statistics retrieved from Link 1 and directly
quantize and transmit them to the other side. The sub-optimal filter coefficients wa

2
(compared to the optimal filter in (4.4)) are computed as wa

2 =Φ−1
ȳa

2
Φȳa

2 S1 , where Φȳa
2

is

the CPSD matrix of the innovation process ȳa
2 = y2 −E [y2|ỹ1]. The filter coefficients are

computed in a similar fashion to the one in optimal RCNR approach, described in Sec.
4.2.1, except that here only the lossy side information ỹ1 is available and not the lossless
y1. In this way, we try to reduce some information redundancy in estimating S1 of y2

given ỹ1.
The filtered scalar signal Y a

21 = (wa
2 )Hy2 is encoded for a decoder that has no access

to the side information y1 (the switch l is open). This means that Y a
21 is directly (blindly)

quantized, i.e., Ỹ a
21 = βa

2 Y a
21 +E a

2 . The quantization parameters correspond to (4.3) with
replacing Φs with ΦY a

21
= (wa

2 )HΦy2 wa
2 . In fact, ỹ1 is used for estimating the filter coeffi-

cients wa
2 , but not used in the coding process. Finally the MWF filter is applied to the total

observations ỹ = [yT
1 Ỹ a

21]T and the target signal S1 is estimated as Ŝ1 = f1(ỹ) = E [S1|ỹ].

CASE B: CODING WITH UNQUANTIZED STATISTICS AND WITH l = 0
In the previous case, we estimated the (joint) statistics based on the lossy side informa-
tion ỹ1 (Method 1). Therefore, the filtering coefficients are not estimated in an optimal
manner as some frequency components are truncated, especially at lower rates. To es-
timate the optimal filter we do not need the actual realizations of the lossless side infor-
mation y1. Instead, we only need to estimate the (joint) unquantized statistics from ỹ1.
To do so, Method 2 is chosen in Link 1. The use of DP quantization enables retrieving
the unquantized statistics E [y1yH

2 ] and E [y1yH
1 ] at all frequencies. The procedure to esti-

mate the statistics is described in the Sec. 4.3.1. The optimal right-side filter coefficients
wo

2 are computed, similar to (4.4), as wo
2 =Φ−1

ȳ2
Φȳ2S1 , where Φȳ2 =Φy2 −Φy2y1Φ

−1
y1
Φy1y2

is the CPSD matrix of the innovation process ȳ2 = y2 −E [y2|y1]. The direct quantiza-
tion and final estimation stages resembles those of case a with a different filtered signal
Y21 = (wo

2 )Hy2.

CASE C: OPTIMAL CODING WITH UNQUANTIZED STATISTICS AND WITH l = 1
Like the Case b, in this case, again we use Method 2 in Link 1 since we want to preserve
the statistics to compute optimal filter for Link 2. Following the optimal RCNR (when the
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switch l is closed) the right-side processor encodes the filtered signal Y21 = (wo
2 )Hy2 for

a decoder which has access to the side information y1. Therefore unlike case a and case
b, here the quantization stage is a side information informed process (remote Wyner-
Ziv quantizer). The filtered-quantized signal is given by Ỹ21 = βo

2 Y21 +E o
2 . The optimal

(remote Wyner-Ziv) quantization parameters βo
2 andΦE o

2
correspond to (4.3) withΦs re-

placed by (wo
2 )HΦȳ2 wo

2 . It is important to note that here the quantization scaling factor
βo

2 is now a function of the side information y1 (only a function of the statistics, not the
realizations). This necessitates some extra information to be available at the decoder in
order to decode indices which are computed knowing the fact that y1 would be available
at the decoder. This extra information includes the joint entropy between y1 and Ỹ21.
Knowing this information at the decoder, we can touch the performance bound of the
optimal RCNR at least in one link (Link 2) in our proposed 2-way communication sys-
tem. The final conditional mean estimator, which was included in the decoder box in
the optimal RCNR architecture in Fig. 4.2, resembles that of the Case a, except with the
different filtered-quantized signal Ỹ21.

4.4. PERFORMANCE EVALUATION
In this section, we compare the performance of the approaches, described in the previ-
ous sections, as a function of transmission bit-rate. We evaluate the methods based on
two performance measures. The first performance measure presented in [12] and [18],
is defined as the ratio of the MSE when there is no communication between the HAs to
the one when the data is quantized before transmission. The output gains with respect
to the two beamformers are given by

G1(R1) = D1(0)

D1(R1)
, G2(R2) = D2(0)

D2(R2)
, (4.20)

where Di (·), i = 1,2 are defined in (4.5) but with different outputs Ŝi for different ap-
proaches. Note that the final outputs Ŝi , i = 1,2 are functions of the corresponding
bit-rates as the data is quantized. For example, D1(R1) denotes the MSE between the
target source at the left-side reference microphone S1 and its estimate Ŝ1 when the data
is quantized and transmitted at R1 bit-rate from the right-side HA to the left one (Link
2). D1(0) denotes the left-side MSE when there is no communication between HAs. i.e.,
R1 = 0.

Another performance measure which we refer to as "binaural gain" is proposed in
[12] and is defined as the ratio of the sum of the MSEs with respect to the two HA refer-
ence microphones, when there is no communication between HAs to the one when the
data is quantized and transmitted in both links at certain bit-rates, i.e.,

GB (RT ) = D1(0)+D2(0)

D1(R1)+D2(R2)
, (4.21)

where RT = R1+R2 is the total rate budget for two links. The performance of the following
approaches are compared throughout this section

• B-MWF: The full binaural MWF from [7], without quantization.
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• OPT: Optimal approach from [12, Sec. III-A] (Sec. 4.2.1)

• SIG: Sub-optimal approach from [12]: An estimate of the target signal is transmit-
ted to the contralateral processor (Sec. 4.2.2)

• INT: Sub-optimal approach from [18]: An estimate of the undesired (interfering)
signal is transmitted to the contralateral processor (Sec. 4.2.2)

• RAW: Sub-optimal approach from [18]: A raw reference microphone signal is trans-
mitted to the contralateral processor, without any pre-filtering (Sec. 4.2.2)

• M1: Method 1 in Link 1 (Sec. 4.3.1 )

• M2: Method 2 in Link 1 (Sec. 4.3.1)

• L2a: Proposed sequential sub-optimal approach for Link 2 using Method 1 in Link
1 (Case a, Sec. 4.3.2)

• L2b: Proposed sequential sub-optimal approach for Link 2 using Method 2 in Link
1 (Case b, Sec. 4.3.2)

• L2c: Proposed sequential optimal approach for Link 2 using Method 2 in Link 1
(Case c, Sec. 4.3.2)

The acoustic scene used for the experiments is illustrated in Fig. 4.5.
The four black "+" symbols indicate the microphones mounted on the virtual head.

The planar distance between the two microphones per HA is 0.76 cm. The radius of the
virtual head is set to 8.2 cm [29]. The Green circle denotes the desired (target) speech
signal which is assumed to be fixed 0.8 m from the origin in front of the head for all
experiments. The black triangles denote the interferers. The number and the position of
the interferers vary in different experiments. Interferers are located randomly at different
angles, say α = tan−1( y

x )− π
2 and different distances from the origin ((x, y) = (0,0)), say

r =
√

x2 + y2. In this chapter zero degrees corresponds to the direction straight ahead
of the HA user and the angles are computed counterclockwise. All point noise sources
have flat PSDs Φ(.)(Ω) over the interval Ω ∈ [−πFs ,πFs ] where Fs = 16 kHz. ATFs in (4.1)
are found via head-related transfer functions (HRTF)s from the database in [29]. The
PSD of the target speech signal is estimated based on the Welch’s method using 12.5
seconds of the recorded speech at 16 kHz sampling frequency from the "CMU-ARCTIC"
[30] database, without considering voice activity detection (VAD) errors. We used 512-
point frames with 50% overlap and discrete Fourier transform (DFT) size of 1024 for the
PSD estimation process.

4.4.1. UNCORRELATED NOISE
In this scenario, per microphone, the target signal is degraded by additive white Gaus-
sian noise (AWGN), uncorrelated to the signal as well as across microphones, having the
same variance among all microphones. Note that there is no point noise source (inter-
ferer) here. The uncorrelated noise power is set such that the input signal to noise ratio
(SNR) at the corresponding left-side and right-side reference microphones, say SNR1
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Figure 4.5: Typical acoustic scene. The Target signal, interferers, and microphones are denoted by the Green
circle, the black triangles, and the black "+" symbols, respectively.

and SNR2, respectively, be approximately 30 dB. Based on the performance measures
in (4.20), the output gains (in dB) in terms of bit per sample (bps) are shown in Fig. 4.6
for Link 1 and Link 2, for the above-mentioned approaches. By M1-DCT we mean that
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(a) Link 1: from left to right. The gain is com-
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Figure 4.6: Output Gains in the presence of uncorrelated noise only.

the method M1 uses the fixed discrete cosine transform (DCT) matrix for the matrix A
in (4.10), when spatially decorrelating the signals in the frequency domain. The similar
explanation holds for M1-KLT, M2-KLT, and M2-DCT. Note that the method L2a-KLT in
Link 2 is sequentially related to the Method 1 (M1-KLT) in Link 1 as it uses the signal
statistics quantized by Method 1. The similar relation holds between L2a-DCT and M1-
DCT. L2b and L2c are related to the Method 2 in Link 1. Their performances remain the
same using KLT or DCT matrices in Method 2, as they use the retrieved (unquantized)
statistics. These explanations hold also for other experiments in this section.

Based on Fig. 4.6 we can make the following observations
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• Method SIG is asymptotically optimal as argued in [18] in the presence of uncor-
related noise only. As the noise components at the two sides are independent, no
necessary information will be removed by estimating the desired part of the signal
and sending it to the other side.

• Method INT has no gain compared the monaural setup. With a similar argument,
estimating the noise on one side has no added information for the other side, re-
sulting in no increase in the performance.

• M1 and M2 outperform methods RAW and INT since they are not even asymptot-
ically optimal. In the presence of only uncorrelated noise, any extra observation
(extra microphone signal) can help to increase the performance. Method RAW in
[18] chooses only one microphone signal (out of two), which degrades the perfor-
mance.

• L2a and L2b have almost the same performance as the SIG method since almost
no redundancy in information is remained after locally estimating the target signal
itself.

• L2c is an optimal coding scheme in Link 2. It takes the correlation between the
filtered observation and the side information into account and encodes the filtered
signals knowing the fact that the decoder can revive the correlated information
which is reduced during the encoding process. This approach assumes the joint
entropy between the filtered-encoded signals and the side information is available
at the decoder.

4.4.2. CORRELATED AND UNCORRELATED NOISE

Two scenarios are considered in this section. First, one point noise source is added to
the previous scenario at 30◦ and 0.8 m from the origin. The interfering signal power is
set such that the input signal-to-interferer ratios (SIRs) with respect to the left and right
reference microphones are approximately SIR1 ≈ 0 dB, and SIR2 ≈ 5 dB, respectively.

In the second scenario, four interferers are added at degrees [−50◦,−30◦,30◦,70◦].
The input SIRs at the corresponding reference microphones are SIR1 ≈ 0 dB and SIR2 ≈
0 dB. The simulation results are shown in Fig. 4.7.

Based on Fig. 4.7 we can make the following observations

• As shown in Fig.s 4.7a and 4.7b, in the presence of one spatially correlated point
noise source, the SIG method is not asymptotically optimal anymore. Some neces-
sary (spatial) information about the interferer will be eliminated after the filtering
stage before transmission. This information would be helpful for the left-side pro-
cessor to cancel out the interferer [18]. In general, the loss in performance at high
rates is significant.

• In Link 1 for highly correlated signals (one interferer), the methods M1-KLT and
M2-KLT outperform all other approaches (when using the optimal KLT matrix).
Using the DCT matrix also results in a good performance, especially at high rates.
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(a) One interferer: Link 1, from left to right.
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(b) One interferer: Link 2, from right to left.
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(c) Four interferers: Link 1, from left to right.
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(d) Four interferers: Link 2, from right to left.

Figure 4.7: Output gains for observations with correlated noise sources.
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• L2a uses the quantized left-side signals from Link 1 (Method 1) to reduce the re-
dundancy in information transmission, and hence, outperforms almost all exist-
ing sub-optimal approaches, especially at high rates. However, the use of quan-
tized statistics results in a non-optimal filter in Link 2 and degrades the perfor-
mance, especially in the four interferers scenario, in comparison with the L2b and
the L2c methods.

• L2b outperforms L2a, especially in the four interferers scenario. The use of Method
2 in Link 1 enables retrieval of the unquantized statistics (rather than quantized
statistics), which helps to compute the optimal filter on the right side, and hence,
results in a better estimation of the informative signal for the left-side beamformer.
However, the filtered signal in both the L2a and the L2b methods is still correlated
to the (left) side information y1 and the direct (blind) quantization of such a fil-
tered signal does not take this correlation into account. As a result, the perfor-
mance of both cases a and b are always worse than that of the case c. L2c touches
the optimal performance as the side-information-aware quantization is used.

• The gap between M1 and the distribution preserving vector quantization method
M2 is negligible in most scenarios and bit-rates. As the target estimation error is
of interest (and not the direct estimation error between the noisy vector source
yi , i = 1,2 and its corresponding quantized version ỹi ), it is not clear if the M2 per-
formance should always be worse than that of M1. In fact, as the blind quantiza-
tion process in Link 1 does not use the joint information, both quantizers are not
aware that which frequency components are more important and not predictable
on the other side. However, M2 preserves the statistics of the contralateral obser-
vations which include spatial cues of sources and perceptually may help to get a
more natural impression of the sound field.

• For all MWF-based methods, the performance is a function of the correlation be-
tween the observations. Therefore, it is clear that the performance will change
by changing the source position, as the correlation between the observations will
change. However, this does not affect the generality of the proposed method. as
well as that of the optimal method. The proposed method tries to estimate the
joint statistics, without any assumption on the source positions, and use it in an-
other link to reduce the redundancy in information transmission.

4.4.3. BINAURAL GAIN
In this section, we evaluate the methods based on the binaural gain measure in (4.21).
We compute GB (RT ) for scenarios with correlated interferers, introduced in Sec. 4.4.2.
In fact, the same distortions as those computed for the results in Fig. 4.7 are used for
computing GB (RT ). Fig. 4.8 shows the binaural gain in terms of the total bit-rate bud-
get RT = R1 +R2, for the scenario in which there is one interferer (left: Fig. 4.8a), and
the scenario in which there are four interferers (right: Fig. 4.8b), along with the target
signal and the uncorrelated noise. For example, when computing the binaural gain of
"M2-KLT+L2c", the MSE of M2-KLT in Link 1 is added to the MSE for the method L2c.
The sequential-asymmetric method M2-KLT+L2c has the best performance among all
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other methods as it touches the optimal performance, at least in Link 2. However con-
sidering the loss in the performance of M2-KLT in Link 1, the binaural performance of
M2-KLT+L2c is worse than that of the optimal performance [12, Sec. III-A] (which is op-
timal in both links). All proposed methods resolve the asymptotic sub-optimality issue
of the existing sub-optimal methods and outperform them, especially at middle rates
and high rates. The sequential nature of the proposed methods enables a smart use of
the information at hand to reduce the bandwidth.
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Figure 4.8: Binaural output gains for observations with correlated noise sources.

4.5. CONCLUSION
In this chapter, we studied the performance of the optimal/sub-optimal binaural rate-
constrained noise reduction (beamforming) approaches based on the unified frame-
work which can be interpreted as filtering, quantization, and final estimation stages.
Moreover, we proposed a two-way asymmetric coding scheme which retrieves the statis-
tics between two HA observations from quantized signals in one link (Link 1) to be used
in another link (Link 2) and addresses two main limitations of existing methods. The
first limitation is the strict requirement of the complete knowledge of the joint statistics
in the optimal approach. The second limitation is the asymptotic sub-optimality of the
existing sub-optimal approaches. Based on two performance measures, the proposed
results outperform those of sub-optimal approaches. Moreover, the results confirm the
asymptotic optimality of the proposed method.
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APPENDICES

4-A:DP-RDF FOR VECTOR SOURCES WITH MEMORY

We show the derivations that result in the proposed DP-RDF in (4.17) for vector sources
with memory (multi-sensor observations) based on DP-RDF for a discrete-time inde-
pendent scalar (one sensor) observation samples.

We are given a sequence of discrete-time zero-mean stationary vector Gaussian sour
ces, denoted by {s[n]}N−1

n=0 , where s[n] ∈ RM×1, n = 0, . . . , N − 1 , with the corresponding
block-Toeplitz cross correlation matrix Σs ∈ RM N×M N , defined in (4.6), and the Hermi-
tian CPSD matrix Φs ∈ CM×M . The sequence {s[n]}N−1

n=0 is stacked into the vector svec =
[sT [0]...sT [N −1]]T . We define the following DP optimization problem based on the DP-
RDF defined in [28]

inf
f (s̃vec|svec)

I (svec; s̃vec)

subject to E [|svec − s̃vec|2] ≤ DDP ,

f (svec) = f (s̃vec),

(4.22)

where I (x;y) is generally the mutual information between the random vector variables
x and y. The conditional distribution function of a random vector variable x, given a
random vector variable y is denoted by f (x|y). The problem in (4.22) tries to find the
minimum rate RDP at which the vector svec can be quantized such that the probabilty
distribution of the source, say f (svec), is preserved after the quantization, i.e., f (svec) =
f (s̃vec), and the MSE between svec and its quantized output s̃vec does not exceed a certain
value DDP . Mutual information is invariant under unitary transformations [13] and the
objective mutual information function I (svec; s̃vec) can be rewritten as a summation of
separable functions [13, 23]

I (svec; s̃vec) = I (sdec; s̃dec) =
M N∑
i=1

I (sdec[i ]; s̃dec[i ]), (4.23)

where sdec[i ] is the i th element of the transformed vector sdec = VHsvec. Matrix V is
derived by eigenvalue decomposition of the correlation matrix, i.e., Σs = VΛVH, where
Λ= diag{λ1(Σs), ...,λM N (Σs)}. The second equality in (4.23) holds as the elements of sdec

are statistically independent. Note that as V−1 = VH, we have s̃vec = Vs̃dec, where s̃dec

denotes the transformed-quantized vector signal. Using the unitary transformation, the
reformulated problem is given by

inf
f (s̃dec|sdec)

M N∑
i=1

I (sdec[i ]; s̃dec[i ])

subject to
M N∑
i=1

Di ≤ DDP ,

f (sdec[i ]) = f (s̃dec[i ]),

(4.24)

where Di = E [|sdec[i ] − s̃dec[i ]|2]. Note that the unitary transformation preserves the
MSE, i.e., E [|svec − s̃vec|2] = E [|sdec − s̃dec|2] =∑M N

i=1 E [|sdec[i ]− s̃dec[i ]|2].
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As the elements of sdec are statistically independent, based on Lemma 3 in [22], the
problem in (4.24) for a decorrelated vector sdec, can be solved as

RDP
M N (µ) =
M N∑
i=1

log2
E [|sdec[i ]|2]

(E [|sdec[i ]|2]Di (µ)− D2
i (µ)
4 )

1
2

DDP
M N (µ) < 2σ2

0 DDP
M N (µ) ≥ 2σ2

DDP
M N (µ) =

M N∑
i=1

Di (µ),

(4.25)

where
Di (µ) = 2 E [|sdec[i ]|2]+µ− (4E [|sdec[i ]|2]+µ2)

1
2 , (4.26)

with E [|sdec[i ]|2] = λi (Σs), σ2 = ∑M N
i=1 E [|sdec[i ]|2] and µ a Lagrange variable relating the

rate to the distortion [22]. The equation (4.26) is valid for Di (µ) ≤ 2 E [|sdec[i ]|2]. In (4.25)
RDP

M N (µ) is the minimum achievable rate at which the source svec can be encoded and de-
coded with distortion not exceeding a certain value DDP

M N such that its PDF is preserved
after quantization. Note that the rate is per vector source svec. Di (·) is the corresponding
MSE with respect to the i th element of the decorrelated vector source sdec.

For a given µ, RDP
M N can be represented as a sum of non-linear functions of the eigen-

values of the block-Toeplitz matrixΣs (not a Toeplitz matrix as in [22]). Let the non-linear
function be

FR (λi (Σs),µ) = log2
λi (Σs)

(λi (Σs)Di (µ)− D2
i (µ)
4 )

1
2

, (4.27)

where Di (·) is also a non-linear function of λi (Σs), as shown in (4.26). We define RDP (µ)
as an asymptotic (N →∞) average of non-linear functions FR (λi (Σs),µ), which is given
by

RDP (µ) = lim
N→∞

1

N
RDP

M N (µ) = lim
N→∞

1

N

M N∑
i=1

FR (λi (Σs),µ) (4.28)

With a similar argument, DDP (µ) is defined as

DDP (µ) = lim
N→∞

1

N
DDP

M N (µ) = lim
N→∞

1

N

M N∑
i=1

Di (µ) (4.29)

We use (4.8), the extension of the Szego’s theorem, to find the corresponding rate-
distortion tradeoff in the frequency domain. Substituting non-linear functions in (4.27)
and (4.26) into (4.8), the corresponding equivalences of (4.28) and (4.29) are derived in
the frequency domain, respectively, and consequently, the asymptotic DP-RDF for time-
stationary Gaussian vector sources is given by

RDP (µ) =

= 1

2π

∫ π

−π

M∑
u=1

log2
λu(Φs(Ω))

(λu(Φs(Ω))Du(µ,Ω)− D2
u (µ,Ω)

4 )
1
2

dΩ

DDP (µ) = 1

2π

∫ π

−π

M∑
u=1

Du(µ,Ω)dΩ,

(4.30)
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where

Du(µ,Ω) = 2λu(Φs(Ω))+µ− (4λ2
u(Φs(Ω))+µ2)

1
2 , (4.31)

for Du(µ,Ω) < 2λu(Φs(Ω)). The asymptotic rate RDP (µ) in (4.30) is assumed to be set to

zero for DDP (µ) > 1
π

∫ π

−π

M∑
u=1

λu(Φs(Ω))dΩ.
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4-B: A TEST CHANNEL ACHIEVING DP-RDF
We show that the conceptual test channel achieving (4.17) is based on the vector quan-
tizer model shown in Fig. 4.4a. We derive the respected quantization parameters B and
Φe1 for Method 2. We introduce the following lemma.

Lemma 1- Let z̃(Ω) ∈C and z(Ω) ∈Cbe zero-mean Gaussian random variables repre-
senting frequency domain signals. Then there exist a real-valued linear operator (scaling
factor) β and a zero-mean Gaussian random variable e(Ω), uncorrelated to z(Ω), such
that

z̃ =βz +e, (4.32)

and E [|z̃|2] = E [|z|2], i.e., variables z̃ and z(Ω) have the same PSDs.
Proof- Denote the cross PSDs between z̃ and z byΦz̃z = E [z̃z∗] andΦzz̃ = E [zz̃∗] and

PSD of e by Φe , where (·)∗ denotes the conjugate operator. Based on (4.32), the (cross)
PSD relations are given by

Φz̃ =β2Φz +Φe , (4.33a)

Φz̃z =Φzz̃ =βΦz , (4.33b)

where we used the fact that z and e are uncorrelated, and that β is real. We define D ,
E [|z − z̃|2] ,Φe ′ where e ′ can be thought of as the error variable e ′ = z − z̃. As Φz̃ =Φz ,
the distortion function D can be written as

D =Φz +Φz −2Re{Φzz̃ } = 2Φz −2Φzz̃ . (4.34)

Solving (4.34) and (4.33b) for β we have

β= 1− D

2Φz
, (4.35)

and substituting (4.35) into (4.33a) forΦe , we have

Φe = (
1+β

2
)D. (4.36)

The proof is complete.
Using Lemma 1, we derive the following distribution preserving quantization proce-

dure for vector sources in the frequency domain, which achieves the DP-RDF in (4.30).
First, the left-side observations y1 are decorrelated as z1 = Ay1, using a unitary trans-

formation matrix A. Second, each element of the decorrelated vector z1, denoted by
Zu(Ω), ; u = 1, .., M1, can be quantized in a probability distribution preserving manner
based on the test channel model presented in Lemma 1 as Z̃u(Ω) =βu(Ω)Zu(Ω)+Eu(Ω).
Let us denote the MSE E [|Zu(Ω)− Z̃u(Ω)|2] by Du(Ω). Therefore, the distribution pre-
serving quantization parameters βu(Ω) and ΦEu (Ω) correspond to (4.35) and (4.36), by
replacing D andΦz with Du(Ω) andΦZu (Ω), respectively. Note that here the PSD of each
element is preserved after the quantization, i.e., E [|Z̃u(Ω)|2] = E [|Zu(Ω)|2] = [Φz1 ]uu . We
know from [22] and App. 4-A that the optimal choices for the distortions Du(Ω) are de-
rived by minimizing the sum-rate with respect to the constraint on total distortion, i.e.,
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∑M1
u=1 Du(Ω) ≤ DDP (Ω). Therefore the optimal values for Du(Ω), which are derived based

on (4.31) by replacing λu(Φs(Ω)) with [Φz1 ]uu , i.e.,

Du(µ,Ω) = 2 [Φz1 ]uu +µ− (4[Φz1 ]uu +µ2)
1
2 , (4.37)

and hence, the optimal distribution preserving (DP) quantization of the decorrelated
vector z1 is modeled by z̃1 = Bz1+e1, where B is a diagonal matrix and the elements cor-
respond to (4.35), replacing D and Φz with the optimal DP-MSE Du(µ,Ω) and [Φz1 ]uu ,
respectively. The vector e1 = [E1(Ω), ...,EM1 (Ω)]T will have the diagonal PSD matrix Φe1

which correspond to (4.36) with similar substitutions to those for B. Finally, the decorrelated-
quantized vector z̃1 will be transformed back to the original quantized vector ỹ1 applying
inverse-transform matrix A−1 (ỹ1 = A−1z̃1).

Following the above-mentioned procedure, we summarize the achievability proof of
the distortion given in (4.17) by defining two error variables d1 = y1 − ỹ1 and e′1 = z1 − z̃1.
The direct distribution preserving MSE between y1 and ỹ1 is denoted by DDP (µ). We
have

DDP (µ) = 1

2π

∫ π

−π
tr{Φd1 }dΩ= 1

2π

∫ π

−π
tr{Φe′1 }dΩ (4.38a)

= 1

2π

∫ π

−π
tr{(I−B)Φz1 (I−B)H +Φe1 }dΩ (4.38b)

= 1

2π

∫ π

−π

M1∑
u=1

(1−β(µ,Ω))2[Φz1 ]uu+

(1+β(µ,Ω))

2
Du(µ,Ω)dΩ (4.38c)

= 1

2π

∫ π

−π

M1∑
u=1

Du(µ,Ω)dΩ, (4.38d)

which corresponds to the distortion function in (4.17), for the different vector source y1

(and not s in (4.17)). Du(µ,Ω) here corresponds to (4.37). Similar argument holds for the
achievability proof of the parametric distribution preserving rate RDP (µ).
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Hearing aid (HA) devices are designed to increase the speech intelligibility. A typical
way to improve the speech intelligibility is by means of multi-microphone noise reduc-
tion [1][2]. Modern HAs can collaborate through a wireless link to construct a binaural
HA system. This considerably improves the potential of noise reduction, as effectively
a larger microphone array can be used [3][4]. In addition, binaural HAs can collaborate
with other assistive devices, and form a small wireless acoustic sensor network (WASN).

In such a small WASN, microphone recordings are received at the fusion center (FC),
which estimates the target sources and suppresses the interferers. In this work, one of
the two HAs is considered as an FC. A well-known binaural filter is the binaural mul-
tichannel Wiener filter (MWF) [5], which is based on constructing two monaural MWF
beamformers. Each MWF tries to estimate the source of interest by linearly combining
its locally recorded signals with those from the contralateral device such that the mean
square error (MSE) between the target source and its estimate is minimized. Other bin-
aural beamforming approaches, including [6] and [7], try to preserve some important
spatial information of the target and interfering sources when minimizing the MSE.

To perform such binaural processing, the noisy observations need to be transmit-
ted through wireless links to the FC. As the transmission capacities of such links are
limited, the data must be quantized at a certain bit-rate [8]. This brings the notion
of rate-constrained beamforming into the noise reduction problem. In [9] a binaural
rate-constrained beamforming problem is introduced, assuming jointly Gaussian ran-
dom sources, where an efficient trade-off between the transmission rate and the MSE
between the target signal and its estimate is derived. However, this optimal framework is
limited to only two processing nodes and is less practical due to the strong requirement
that joint statistics are known at all processors and (infinitely) long-block vector quantiz-
ers are used. Transmission between binaural HAs and other assistive devices is thus not
considered, nor how more practical implementations affect the performance. Different
(sub-optimal) binaural rate-constrained approaches are proposed in [8] and [10], which
provide more practical alternatives to the method in [9]. However, the performance of
such methods depends heavily on the acoustic scene (e.g. target source location, spatial
noise distributions, etc.) and it is typically far from optimal, even asymptotically, i.e., at
sufficiently high rates.

In this work, the binaural HA problem is approached from a more general perspec-
tive. The general setup of a (small) WASN is considered here, where joint statistics are
only assumed to be known at the FC, instead of at every node as in [9]. The binaural noise
reduction problem is solved by minimizing a fidelity criterion, while satisfying a bit-rate
constraint. To overcome the acoustic scene dependency, we consider a discrete set of
processing candidates and a (discrete) set of operating resources (in this case bit-rates).
This problem formulation of optimizing among a set of strategies under a rate constraint
is related to operational rate-distortion optimization [11][12]. In [11] an elegant opera-
tional rate-distortion optimization method was proposed for rate allocation among an
arbitrary set of quantizers. Most related approaches were inspired by the method in [11]
for different applications such as optimal time segmentation of speech [13] or finding
optimal time-varying wavelet packet bases for signal expansion [14].

We propose a new operational rate-constrained beamforming algorithm based on
both strategy selection and rate allocation in the frequency domain. The Lagrange multi-
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plier (LM) based technique [11] is used to allocate the rates and select the best strategies
over frequency, while minimizing the sum of estimation error power spectral densities
(PSDs). Unlike the theoretical approaches [8][9], the proposed method allows an arbi-
trary range of operating rates in each frequency bin. Moreover, it enables forming the set
of processing candidates from existing algorithms and optimally choosing between dif-
ferent strategies in different frequency bins. The proposed method is evaluated based on
the output MSE gap between the monaural (i.e., no communication) setup and the (rate-
constrained) generalized binaural setup. The results show significant improvements in
comparison with naive strategy selection and equal rate allocation across frequencies.

5.1. PROBLEM STATEMENT
The generalized binaural HA system that we consider consists of two wireless collab-
orating HAs with M1 and M2 microphones, respectively, and MA assistive processors,
which can collaborate with the HAs. The total number of microphones is thus M =
M1 +M2 +MA . In general, each assistive device can be equipped with multiple micro-
phones. However, in this work, it is assumed for simplicity that each assistive processor
is equipped with a single microphone. The clocks of the devices are assumed to be syn-
chronized. All microphones receive a filtered version of the target speech signal, which is
indicated in the short-time frequency transform (STFT) domain by S[k], with [k] denot-
ing the frequency bin index. Notice that the time-frame index is neglected for notational
convenience. The target speech is degraded by interfering noise, which might originate
from, e.g., interfering point sources, diffuse noise, and microphone self-noise. The inter-
fering noise observed at a particular microphone is indicated by Ni [k], with i = 1, . . . , M
the microphone index. The signals S[k] and Ni [k], for i = 1, . . . , M are assumed additive
and mutually uncorrelated. Altogether we then have

Yi [k] = Ai [k]S[k]+Ni [k], (5.1)

where Ai is the acoustic transfer function (ATF) between the target signal and the i th
microphone. The signal model can be rewritten in vector notation by stacking all noisy
microphone coefficients in a vector, as

y = x+n, (5.2)

where x = aS, y = [Y1[k], ...,YM [k]]T, and similarly for n and a. Notice that we have left
out the frequency bin index in (5.2) for notational convenience. The superscripts (·)T

and (·)H denote transpose and conjugate transpose operators, respectively. The cross-
power spectral density (CPSD) matrixΦy of the vector y is given byΦy =Φx +Φn, where
Φx =ΦS aaH,Φn = E [nnH] with ΦS = E [|S|2] the PSD of the clean speech S, and with E [·]
the expectation operator.

In this paper, our goal is to estimate the clean speech target signal at the FC. However,
apart from the microphone signals acquired at the FC, the additional microphone sig-
nals are only available in quantized form. These signals are compressed at a certain op-
erating rate, say R bits per sample (bps), which is considered as a (constrained) resource.
Depending on this resource and the actual acoustic scene, different algorithm selections
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are optimal. Therefore, we address the problem of operational rate-constrained beam-
forming in order to find the optimal beamforming strategy, given a set of candidate al-
gorithms, satisfying the bit-rate as a resource constraint.

5.2. OPERATIONAL RATE-CONSTRAINED BEAMFOMRMING
Inspired by [11], in this section we propose operational rate-distortion optimization for
beamforming based on both rate allocation and strategy selection across frequencies.

We are given a set A = {A1, A2, . . . , ANA } of strategy candidates (could be different
microphone configurations, different beamforming algorithms, and/or different coding
schemes on the microphone signals) with cardinality |A | = NA . The goal is to optimally
select the candidates and allocate the resources (bit-rates) in order to minimize a dis-
tortion, in this case, the MSE between the remote-source S and its estimate Ŝ in the fre-
quency domain, while satisfying the constraints on the total rate budget, say Rmax. The
proposed optimization problem is given by

min
α∈A ′ min

r∈Q
D(α,r)

subject to R(r) ≤ Rmax,
(5.3)

where α = [α1, . . . ,αN f ]T denotes a vector variable for possible choices of strategies for

all N f frequency bins. Similarly, r = [r1, . . . ,rN f ]T indicates a vector variable for possi-
ble operating rates to be allocated to the frequency components. The set of all possible
strategy choices is given by A ′ = {α |αk ∈ A }, for k = 1, . . . , N f . The set Q = {r | rk ∈ Qk }
consists of possible operating rates, where Qk = {pk , . . . , qk }, qk > pk ≥ 0, with represen-
tative cardinality Nr = max{|Q1|, . . . , |QN f |}, for all frequency bins. Note that pk and qk

are the minimum and the maximum operating rates, respectively, for a particular fre-
quency. D(α,r) is the averaged PSD of the estimation error, given the algorithm choices
and rate allocation across frequencies and is given by

D(α,r) = 1

N f

N f∑
k=1

d(αk ,rk ), (5.4)

where
d(αk ,rk ) = E [|S[k]− Ŝ[k]|2|αk ,rk ], (5.5)

which denotes the PSD of the estimation error in the kth discrete frequency bin, given
the algorithm αk and the quantization rate rk . The cost function R(r) is simply defined
as the averaged rate over all bins and is given by

R(r) = 1

N f

N f∑
k=1

rk . (5.6)

The original problem in (5.3) is a (discrete) combinatorial optimization problem. Ev-
ery possible solution is an operating point located in the 2-dimensional D-R coordinate
system (D-R characteristics). Figure 5.1 illustrates an example D-R characteristic. The
problem of finding the optimal operating point which satisfies the constraint in (5.3) is
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untractable. One way to make the search problem tractable is to approximate the con-
vex hull of the set of all possible solutions and select a point on the convex hull which
satisfies the constraints [12]. Using the LM technique [11], the original problem in (5.3)
is reformulated to the following Lagrangian form as

min
α∈A ′ min

r∈Q
D(α,r)+λR(r), (5.7)

where λ is known as the Lagrange multiplier which satisfies R(r∗(λ)) ≤ Rmax. Substitut-
ing (5.4) and (5.6) into (5.7), we have

min
α∈A ′ min

r∈Q

1

N f

N f∑
k=1

d(αk ,rk )+λ 1

N f

N f∑
k=1

rk . (5.8)

As the optimization objective function is separable across frequency, the problem can
be further simplified to

1

N f

N f∑
k=1

( min
rk∈Qk

min
αk∈A

(d(αk ,rk ))+λ rk ). (5.9)

After optimizing over αk the problem can finally be reformulated as

1

N f

N f∑
k=1

( min
rk∈Qk

d?(rk )+λ rk ), (5.10)

where d?(rk ) is the minimum distortion per frequency with respect to the best strategy
candidate choices, for a given rate rk . Notice that for small NA , d?(rk ) can be found with
exhaustive search. The final minimization problem can be solved by finding the operat-
ing point in the D-R curve which intersects first by the constant slope line dk +λ rk = b
with b > 0, for each frequency bin k [12]. This is illustrated in Figure 5.1. Alternatively, for
small Nr , the best ri values can be found by exhaustive search. The final step is to find
a "good" λ satisfying the total rate budget constraint by iterating the same procedure in
(5.10). For convex D-R relations, finding the optimal λ can be done using bisection algo-
rithms [12][14]. However, as the D-R relations are not always convex, we use the method
described in [11] (Variant 2) with a modified initialization formula, which is given by

λ0= 1

N f

N f∑
k=1

[d?(min(Rmax, qk −1))−d?(min(Rmax, qk −1)+1)], (5.11)

where λ0 is the initial LM value, given a total rate budget Rmax and qk is the maximum
operating rate at a particular frequency. More details about the method can be found in
[11].

5.3. QUANTIZATION AWARE MWF BEAMFORMING
In this section, we describe an application of the presented theory to rate-constrained
MWF beamforming using uniform quantizers in a small WASN.
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Figure 5.1: Geometric interpretation of the problem in (5.10)

Let us assume the left side HA acts as an FC. The goal is to estimate the target sig-
nal S at the left reference microphone, given local (left-side) information and remote
quantized signals from other microphones. The remote signals are quantized through
uniform quantization as follows. The signal x is quantized, and the quantized signal
is denoted by x̃. Therefore, under certain assumptions [15][16], the quantization error

e = x − x̃ is uniformly distributed with variance σ2
e = ∆2

12 , where ∆ = 2xmax
2R is a step size,

which depends on the range of the signal (maximum value xmax) and the quantization
rate R.

Let ỹrem denote the concatenation of the STFT coefficients obtained from the quan-
tized and transmitted remote microphone signals. The vector ỹrem is then combined
with the local information yloc to construct the total observation vector ytot = [yT

locỹT
rem]T.

Finally, using the MWF beamformer, the estimated signal per frequency is given by Ŝ =
wHytot, where w denotes the vector of optimal Wiener filter coefficients. The PSD of the
MWF estimation error (for a particular frequency bin) is then given by

d(S, Ŝ) = E [|S − Ŝ|2] =ΦS −ΦSytotΦ
−1
ytot
ΦytotS , (5.12)

where ΦSytot = ΦH
ytotS denotes the cross PSD vector between the target signal S and

ytot, andΦytot denotes the cross PSD matrix of the vector ytot. The quantized signal vector
ỹrem is actually a function of the chosen strategy. Based on (5.12), distortions for different
strategies and rates are computed. In this chapter, we consider a particular application
of the presented theory, where the possible strategies consist of selection of local/remote
signals and different bit-rate allocation schemes among these signals.

5.4. EXPERIMENTS
In this section we apply the method proposed in Section 5.2 to an example acoustic
scene and perform simulations to evaluate the performance.



5.4. EXPERIMENTS

5

83

-3 -2 -1 0 1 2 3
x(m)

-1

-0.5

0

0.5

1

1.5

2

2.5

3

y
(m

)

Target Signal
Interferer
Left-sided Mic
Right-sided Mic
Assistive Mic

Figure 5.2: Generalized binuaral HA setup

5.4.1. SETUP
The experimental setup is shown in Figure 5.2. Two red "+" symbols denote two micro-
phones (one microphone per HA) located along the horizontal x-axis at a distance 10 cm
from the origin ((x, y) = (0,0)). The target speech signal, shown by the green circle, is lo-
cated in front of the binaural HA system (at zero degrees) with a distance of 3 m from
the origin. In this chapter, the angles are computed counter-clockwise and the straight
looking direction corresponds to zero degrees. The blue "+" symbol shows the assistive
wireless microphone located closer to the target speech signal, at θ = 10◦ and a distance
of 3 m from the origin, where θ = arctan( y

x )− π
2 . The interfering signal, which is de-

noted by the black triangle, is located at −60◦ with a distance of 3 m from the origin. The
point noise source (interfering signal) has a flat PSDΦn1 (Ω) over the intervalΩ ∈ [−π,π].
Arround 10 s of the Fs = 16 kHz sampled speech of the "CMU-ARCTIC" [17] database
are used for the PSD estimation (ΦS ) based on Welch’s method. 512 discrete Fourier
transform (DFT) coefficients, computed frame-by-frame from 50% overlapping speech
frames, are used in the PSD estimation process. The cross PSD matrices are calculated
using true ATFs [18] and corresponding estimated PSDs.

The reference microphone is chosen to be the microphone in the left-side HA (the
FC). In addition to the target speech signal and the interferer, internal microphone noise
is simulated and added, which is assumed to be uncorrelated between microphones.
The signal-to-noise ratio (SNR) for the internal noise with respect to the target at the
reference microphone is 40 dB. Similarly, the signal-to-interferer ratio (SIR) for the inter-
ferer is 0 dB.

5.4.2. STRATEGY CANDIDATE SET FOR SIMULATIONS
Based on the acoustic scene shown in Figure 5.2, we design the following strategy candi-
date set:

• 2CH: Rate-constrained MWF beamforming with two microphone signals, i.e., the
left side (FC) and the right side microphone signals.

• 2CHa: Rate-constrained MWF beamforming with two microphone signals, i.e., the
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left side and the assistive microphone signals.

• 3CH: Rate-constrained MWF beamforming with all three microphone signals. Note
that opposed to the first two strategies, in this strategy multiple remote signals are
selected. This implies that the total rate-budget now has to be allocated not only
over frequency, but also over the two microphone signals.

When it happens that in one strategy (e.g., the candidate 3CH) there is more than one
WASN node for which data needs to be quantized, then the candidate set is extended to
cover all relevant rate allocations across microphones.

The number of all possible rate allocations across M microphones given Nr different
operating rates (0 ≤ r ≤ Nr −1) are computed as

|A |+ =
(

M −1

M −1

)
+

(
M

M −1

)
+ . . .+

(
Nr +M −2

M −1

)
. (5.13)

The final set will be the union of the initial strategy set and the set which consists of all
combinations across microphones. For example, in the candidate 3CH two quantized
signals are transmitted to the FC, i.e., M = 2 in (5.13). In the experiments the same rate
range 0 ≤ rk ≤ 32 is chosen for all frequencies, i.e., Nr = 33. Therefore the total number
of combinations (strategy choices) will be 561.

5.4.3. EVALUATION
In this section, we compare variants of the proposed method with methods proposed in
the literature. The following methods are compared:

• Full generalized binaural MWF: The MWF with all three microphone signals. This
method serves as a performance bound assuming the signals are available at the
infinite rate.

• Full binaural MWF: The MWF with both the left and right microphone signals.
Similarly, this method serves as a performance bound for the binaural setup.

• Equal 2CH: The candidate 2CH. The rates are equally allocated over all frequen-
cies.

• Equal 2CHa: The candidate 2CHa. The rates are equally allocated over all frequen-
cies.

• Equal 3CH: The candidate 3CH. The rates are assumed to be equally allocated over
all frequencies as well as across microphones.

• Proposed LM: The proposed method described in Section 5.2. The distortions are
computed based on (5.12), for different algorithm choices and rates. Note that
this method optimally allocates the rates over all frequencies, but equally across
microphones, when a strategy is selected that involves multiple microphones.

• Proposed LM-modified (LM-M): This method is based on the Proposed LM, and
optimally allocates the rates over all frequencies and across microphones, using
the extended strategy set described in Section 5.4.2.
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Figure 5.3: Output Gain (dB) versus total rate (bit per sample)

• Remote-Wyner-Ziv (WZ) [9]: The binaural rate-constrained beamforming presented
in [9]. Note that only two HA microphones can be used in this method, joint statis-
tics are needed at all processors (nodes) and long-block vector quantizers are im-
practical.

The performance measure is defined as the ratio of the MSE for the monaural configu-
ration, i.e. when there is no communication with the FC, and the MSE achieved by the
above-mentioned methods, and is given by

G = D(0)

D(α,r)
. (5.14)

The vectorsα and r are optimally chosen for the methods "proposed LM" and "proposed
LM-M". For the other (reference) methods, α is fixed as no selection is possible. Figure
5.3 shows the output gains G in dB as a function of the total bit-rate budget (Rmax). The
performance of the 2CH-based methods saturates to that of full binaural MWF, as ex-
pected. The performance of the remote-WZ method is computed based on the theoret-
ical upper bound, described in [9]. As shown, the performance curve of the remote-WZ
method saturates as the assistive microphone is not considered in this method.

The proposed methods select the best microphone configurations and find opti-
mal rate allocations over frequency. The performance curves of the proposed methods
LM and LM-M almost coincide, for this specific scenario, as the proposed optimization
problem mostly chooses the 2CH-based candidates at low and middle rates. However,
at middle and high rates the proposed methods tend to select the 3CH or 2CHa candi-
dates, and the proposed LM-M method performs slightly better than the LM method,
as unequal (efficient) rate allocations are chosen across the right-side and the assistive
microphone signals.

5.5. CONCLUSION
In this chapter, we proposed an operational rate-distortion based optimization problem
for both strategy selection and rate allocation over frequency in (small) WASNs. Unlike
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existing binaural beamforming algorithms, we considered a potential collaboration be-
tween the binaural HAs and some assistive wireless processors in a rate-distortion sense.
The sensitivity of existing methods to the acoustic scene is addressed by introducing the
strategy candidate set. The proposed framework was applied to the rate-constrained
MWF beamforming problem. Assuming uniform quantizers efficient microphone con-
figurations and rate allocations were found, meaning that the proposed algorithm can
find an optimal rate allocation across frequency and microphones. The proposed meth-
ods were evaluated based on the MSE performance gap between the monaural con-
figuration and the rate-constrained generalized binaural setup. The efficiency of the
proposed method is demonstrated in simulation experiments with an example acous-
tic scene.
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Wireless acoustic sensor networks (WASNs) can provide increased spatial diversity
[1, 2], leading to better noise reduction performance compared to single-microphone
noise reduction systems. As a realistic example, consider binaural hearing aids (HAs),
potentially extended with additional assistive devices, collaborating with each other thro
ugh a wireless link [3]. Thanks to the increased number of microphones as well as the
increased spatial diversity, they can enhance the speech intelligibility and quality for
hearing-impaired listeners [4, 5]. This can be achieved by performing the noise reduc-
tion (estimation) process in a distributed way, e.g., [6–8] or by aggregating the micro-
phone observations of the network nodes at a fusion center (FC) followed by estimation
of the source of interest and suppression of the environmental noise. In the case of an
FC, in practice, one of the nodes in the network (e.g., one of the HAs) could be selected
as the FC.

One common approach for noise reduction is the multi-channel Wiener filter (MWF)
[9], which is the linear minimum mean square error (MMSE) estimator [10, 11]. Although
the original typical MWF considers situations where all microphones are integrated into
the same device, many examples exist, where the microphones are distributed over mul-
tiple wirelessly connected devices. A well-known example is the binaural MWF [11–14],
where the microphone recordings of both HAs are combined to calculate two target sig-
nal estimates, one for each ear of the user. Another more general example can be found
in [15] where an MWF-based filter is proposed for spatially distributed microphones.
Note that in all these methods, the microphone signals are assumed to be available error
free at the fusion center.

To limit the scope of this work, we consider the situation where the processing of the
microphone signals in the WASN is performed in an FC. To combine the observations at
the FC, the actual (realization of the) microphone signals must be transmitted to the FC.
As the transmission powers of the devices may be limited due to limited battery life-time,
the data needs to be compressed/quantized at a certain data rate. The process of quanti-
zation, however, introduces errors in the representation of the microphone signals, and
therefore errors in the final target signal estimation. This introduces a trade-off between
the data rate and the estimation accuracy (or error) [16], which links the noise reduction
problem to the data compression problem.

Several rate-constrained beamforming (noise reduction) algorithms have been intro-
duced in the literature to consider the rate of transmission as a resource constraint in the
beamforming process, e.g., [16–19]. Assuming all sources to be jointly Gaussian random
processes and using Wyner-Ziv coding [20, 21], a binaural rate-constrained beamformer
has been proposed in [17, Sec. III-A]. This beamformer is limited to two devices (i.e., two
HAs), which efficiently trades off the data rate against the beamforming performance.
The method inevitably assumes that the joint statistics (for example cross-correlations)
between the two HAs are known in both devices, which is limiting in practice. Moreover,
an infinitely long sequence with a sophisticated decoder is needed to implement the
proposed framework, which essentially provides a bound on the possible performance.
Finally, this method is limited to the case of only two processing nodes (potentially with
multiple microphones per node). The more generalized setup, which may include as-
sistive devices is not considered in this method. Unlike [17, Sec. III-A], sub-optimal
rate-constrained beamformers have been proposed in [17, Sec. III-B], [16, 18, 19], which
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do not suffer from the requirement that the joint statistics should be known. Typically,
these approaches also only consider two collaborating devices. Although these meth-
ods are simpler and computationally less expensive than [17, Sec. III-A], they combine
all the observations from one device (HA), say, device A, into a single-channel observa-
tion, without considering the correlation of the HA observations with the observations
from the other HA, say device B, and transmit it to the other device (which serves as
an FC). With such a sub-optimal combination, important information may get lost and
the performance does not approach the optimal performance, not even asymptotically,
at infinitely high data rates [16]. In fact, due to the local combination of the multiple
realizations into a single realization, the acoustic scene dependency is not taken into
account in the existing sub-optimal approaches.

Assuming the WASN consists of more than two devices (e.g., two hearing aids and
multiple additional assistive devices), in this work, we obtain a generalized rate- con-
strained noise reduction formulation, which can be interpreted as a chief executive of-
ficer (CEO) problem (as in information theory), first introduced in [22]. The FC can be
thought of as a CEO and the microphones as agents. Each agent records a version of the
signal of interest to be transmitted to the FC. As the devices in the WASN have limited
battery life-time, and that the power usage is proportional to the data rate (measured in
bits) [23], there will be a limited bit rate available for transmitting/receiving the informa-
tion to/from the agents. Agents should be prioritized (for the estimation task) based on
the importance of the information they may have about the target signal. In addition, in
our setup, as microphone signals may have generally non-flat power spectral densities,
the rate-constrained estimation problem should be frequency dependent. Therefore,
depending on the acoustic scene, it is reasonable to share the total data rate across dif-
ferent agents and different frequency components. In [24] a similar problem is studied
for rate allocation and strategy selection in an operational rate-constrained beamform-
ing task, given discrete sets of strategy candidates and operating rates. The method uses
a discrete optimization algorithm, based on the Lagrange multiplier technique [25], to
select the best candidates and operating rates in different frequencies. However, because
of the discrete nature of the optimization problem, an exhaustive search is necessary for
the rate allocation across agents, which is practically affordable only for a small-size mi-
crophone array.

In this chapter, we propose a joint quantization-estimation algorithm for the rate-
constrained noise reduction task. We consider a linear estimation task at the FC and
propose an optimization problem to both, allocate the total bit rate budget to differ-
ent microphones in different frequencies (i.e., the quantization part), as well as to find
the best filter weights (i.e., the estimation part), minimizing a rate-constrained estima-
tion error. Unlike [24] which treated the problem sequentially with separate quantiza-
tion and estimation tasks, in this work we consider the joint quantization-estimation
problem. Moreover, unlike the exhaustive search for rate allocation across microphones
proposed in [24], which is only good for small microphone arrays, we propose to opti-
mize the rate allocations across frequency and space (i.e., devices). The proposed solu-
tion is scalable to arbitrarily big microphone arrays. For an MSE criterion, under certain
assumptions, the optimal weights are found to be rate-constrained Wiener filter coeffi-
cients and the optimal rate allocation is the solution to a reverse "water-filling" problem.
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An MSE-based performance measure and an instrumental speech intelligibility measure
are used to evaluate the proposed framework and the proposed method outperforms
equal/random rate allocation strategies. Moreover, the proposed method performs al-
most as good as the optimal non-polynomial discrete optimization that involves the in-
feasible exhaustive search [24], in most practical scenarios.

The chapter is organized as follows. In Sec. 6.1.1 the acoustical signal model is stated
and the linear estimation task is introduced in Sec. 6.1.2. The quantization aware beam-
forming problem is introduced in Sec. 6.1.3. In Sec. 6.1.4 the proposed rate-constrained
noise reduction problem formulation is presented in a unified framework and the pro-
posed solution is described in Sec. 6.2. The performance analysis of the proposed and
existing methods is carried out in Sec. 6.3. Finally, Sec. 6.4 concludes the chapter.

6.1. PROBLEM STATEMENT

6.1.1. SIGNAL MODEL
We consider a microphone array consisting of M microphones, assumed to be embed-
ded in different devices (i.e., HAs and/or assistive devices) placed at potentially different
locations in space. Devices (agents) only communicate with an FC (and not with each
other). Only the FC has access to the joint statistics. Each device can be equipped with
more than one microphone. In this chapter, it is assumed that for each device, the un-
processed microphone signals will be transmitted to the FC without pre-filtering stages,
i.e., the microphone signals per device are not combined (pre-filtered) to a single signal.
All microphones capture, in addition to the interferers, their version of the target speech
signal, filtered by the acoustic channel, which is characterized by the room impulse re-
sponse. In the short-time frequency transform (STFT) domain, we denote the target
signal by Si ∈C, with i the discrete frequency bin index. For notational convenience, the
time-frame index is left out. The target speech is degraded by interfering noise, which
might originate from, e.g., interfering point sources, diffuse noise, and/or microphone
self-noise. The interfering noise observed at a particular microphone and at a particular
frequency is indicated by Ni j ∈C, with j = 1, . . . , M being the microphone index. The sig-
nals Si and Ni j , are assumed to be additive and mutually uncorrelated. Therefore, the
microphone signal model can be written as

Yi j = Ai j Si +Ni j ∈C, (6.1)

where Ai j ∈ C is the acoustic transfer function (ATF) between the target signal and the
j th microphone. The signal model can be rewritten in vector notation by stacking all
microphone signals in a vector, as

yi = ai Si +ni = xi +ni ∈CM , (6.2)

where
yi = [Yi 1, ...,Yi M ]T,

and similarly for ai and ni , where the superscript (·)T denotes the transpose operator
on vectors/matrices. Since the signals Si and Ni j are assumed to be uncorrelated, the
power spectral density (PSD) matrixΦyi = E[yi yH

i ] of the vector yi is given by

Φyi =Φxi +Φni ∈CM×M , (6.3)
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where
Φxi = E[xi xH

i ] =ΦSi ai aH
i , Φni = E[ni nH

i ], (6.4)

with ΦSi = E[|Si |2] ∈ R the PSD of the clean speech, and E[·] the expectation operator.
The conjugate transpose operator on complex vectors/matrices is indicated by the su-
perscript (·)H.

6.1.2. LINEAR ESTIMATION TASK
One way to increase speech intelligibility and quality of noisy signals is spatial filtering.
The goal is to estimate the signal of interest at the FC by combining all the noisy obser-
vations into one single signal, such that a fidelity criterion is satisfied. In this chapter, we
consider linear estimation, i.e., Si is estimated as Ŝi = wH

i yi ∈C, with wi ∈CM the weight
vector. Minimizing the MSE, the best linear MSE estimator weights, say w?

i , are given by
the MWF [10]

w?
i =Φ−1

yi
Φyi Si , i = 1, . . . ,F, (6.5)

where F is the number of frequency bins andΦyi Si ∈CM is the CPSD vector between the
observation vector yi and the source Si , which is given by E[yi S∗

i ] = ai E[|Si |2]. The su-
perscript (·)∗ denotes the conjugate operator. Therefore, the optimal estimate, denoted
by Ŝ?i , is given by Ŝ?i = w?H

i yi . Finally, the minimum MSE is computed as

D = 1

F

F∑
i=1

E[|Si − Ŝ?i |2] = 1

F

F∑
i=1

Φdi , (6.6)

with
Φdi =E[|Si − Ŝ?i |2]

=E[|Si −w?H
i yi |2]

=ΦSi −ΦH
yi Si
Φ−1

yi
Φyi Si , i = 1, . . . ,F.

To compute the MWF output Ŝ?i , the noisy signal realizations should be available error-
free at the FC. In practice, only a compressed/quantized version of the contralateral
noisy signals are available. These signals are compressed at a certain rate, say ri j bits
per sample (bps). This leads to a modified signal model including quantization noise, as
explained in the next subsection.

6.1.3. QUANTIZATION AWARE BEAMFORMING
As mentioned in the previous part of this section, the microphone signals are com-
pressed prior to transmission to the FC. In this chapter, we assume that the signals are
being quantized using a uniform quantizer, which will be briefly explained in the follow-
ing.

Let us consider an arbitrary signal x that is quantized, and the quantized version is
denoted by x̃, with quantization noise e = x − x̃. Under high bit rate assumptions or by
applying subtractive dithering to the signal to be quantized (at lower rates) [26, 27], the
quantization error (noise) e will be uncorrelated to the signal x and will be uniformly

distributed with variance σ2
e = ∆2

12 . Here ∆ = 2xmax
2r is a step size, which depends on the

range of the signal (maximum absolute value xmax) and the quantization rate r . Applying
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this to the beamforming task, the quantization noise is taken into account and the signal
model in (6.1) can be modified as

Ỹi j = Yi j +Ei j = Ai j Si +Ni j +Ei j ∈C, (6.7)

where Ỹi j is the quantized noisy signal and Ei j is the quantization noise. Similar to (6.2),
using vector notation, we then have

ỹi = yi +ei = ai Si +ni +ei ∈CM , (6.8)

where the quantization noise vector ei = [Ei 1,Ei 2, · · · ,Ei M ]T is assumed to be uncorre-
lated to the microphone signal vector yi , which is valid under the above-mentioned as-
sumptions [26, 27]. Therefore, the CPSD matrix of the quantization noise vector ei will
be diagonal with elements

ΦEi j =
∆2

12
=

(Y max
i j )2

322ri j
= ki j

22ri j
, (6.9)

where ki j =
(Y max

i j )2

3 . At the FC, the signal of interest Si is estimated, given the compressed
noisy microphone signals ỹi , as

Ŝi = wH
i ỹi . (6.10)

The estimator Ŝi is a function of the estimation parameters wi and the rates ri j . In the
next part of this section, we will propose a problem formulation to address the problem
of finding the above-mentioned parameters, by minimizing the estimation error.

6.1.4. RATE-DISTORTION TRADE-OFF IN NOISE REDUCTION PROBLEMS
As argued in the previous part of this section, at the FC, signals are available at a certain
operating rate, say ri j (bps). In fact, the receiver at the FC has a limited total capacity,
say Rtot, due to limitations on transmission capabilities, to communicate with its agents
[22] (here, microphones). Depending on this resource Rtot and the actual acoustic scene,
different rate allocations across frequency and space are optimal [24]. In this work, we
address the problem of rate-constrained noise reduction in order to find the optimal
rate allocation to each microphone signal at each specific frequency bin. We propose
the following joint quantization-estimation problem.

PROPOSED PROBLEM FORMULATION

We are given a set of operating rates Q = {R |0 ≤ ri j ≤∞}, where the matrix

R =


r11 r12 . . . r1M

r21 r22 . . . r2M
...

...
. . .

...
rF 1 rF 2 . . . rF M

 ∈RF×M .

includes rates ri j to be allocated to each frequency bin i and microphone j . Let the dis-
tortion function D(R) be defined as the averaged (over frequency) power spectral density
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of the estimation error, given the rates, that is

D(R) = 1

F

F∑
i=1

d(ri ), (6.11)

where
d(ri ) = E[|Si − Ŝi |2|ri ], ri ∈RM ,

denotes the PSD of the estimation error at the i th discrete frequency bin, given the rate
vector ri = [ri 1, . . . ,ri M ]T, which is the i th row of the matrix R and includes the rates
allocated to the different microphones for the specific frequency i . Furthermore, let R(R)
simply be defined as the sum-rate over all bins and microphones, given by

R(R) =
F∑

i=1

M∑
j=1

ri j . (6.12)

Then, the problem is defined as minimizing the estimation error, while satisfying the
total budget Rtot on the rates. That is

min
R∈Q

D(R)

subject to R(R) ≤ Rtot.
(6.13)

Assuming that the joint statistics are known only at the FC, and using (6.8) and (6.10),
the distortion function d(ri ) can be further parameterized as a function of the estimator
weights wi as

d(ri ,wi ) = E[|Si − Ŝi |2|ri ]

= E[|Si −wH
i ỹi |2|ri ]

= E[|Si −wH
i ai Si −wH

i ni −wH
i ei |2|ri ]

= |1−wH
i ai |2ΦSi +wH

i Φni wi +wH
i Φei (ri )wi .

(6.14)

The diagonal matrixΦei (ri ) is the CPSD matrix of the quantization noise with elements
given by (6.9). Based on (6.9) and the fact thatΦei (ri ) is diagonal, the distortion function
d(ri ,wi ) can be rewritten as

d(ri ,wi ) = |1−wH
i ai |2ΦSi +wH

i Φni wi +
M∑

j=1

|wi j |2 ki j

22 ri j
. (6.15)

We define the weight matrix W ∈CF×M as

W =


wT

1
wT

2
...

wT
F

=


w11 w12 . . . w1M

w21 w22 . . . w2M
...

...
. . .

...
wF 1 wF 2 . . . wF M

 ∈CF×M ,

i.e., the i th row of W contains the beamformer coefficients for frequency bin i . Sub-
stituting (6.15) into (6.11), and then into the original problem formulation (6.13), the
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reformulated problem can be rewritten as

min
R,W

1

F

F∑
i=1

(
|1−wH

i ai |2ΦSi +wH
i Φni wi +

M∑
j=1

|wi j |2 ki j

22 ri j

)

s.t.
F∑

i=1

M∑
j=1

ri j ≤ Rtot,

ri j ≥ 0.

(6.16)

Note that the estimation error function in (6.15) includes three terms: 1) the target sig-
nal distortion, i.e., |1−wH

i ai |2ΦSi 2) the residual noise power, i.e., wH
i Φni wi and 3) the

residual quantization noise, i.e.,
∑M

j=1
|wi j |2 ki j

2
2 ri j

. The first two terms are only functions of

the weights and the last term is jointly a function of both the weights and the quantiza-
tion rates. In fact, as the last term in (6.15) is a summation of "quadratic-over-nonlinear"
functions, which are non-convex functions, the problem in (6.16) is a non-convex opti-
mization problem. However, fixing W or R, the problem will be convex in the remaining
variable (component-wise convex).

6.2. PROPOSED SOLUTION

In the following, we propose a solution to the non-convex problem in (6.16), presented in
the previous section. The third term in (6.15), which is a summation of "quadratic-over-
nonlinear" functions, causes the non-convexity in the objective function. Nevertheless,
we can write the necessary Karush-Kuhn-Tucker (KKT) conditions [28] for the problem
in (6.16) to find the necessary optimality conditions. It can be shown (see Appendix 6-
A) that the solution to (6.16) lies on the boundary of the feasibility set defined by the
global budget constraint (first constraint in (6.16)). As a consequence, we can replace
the inequality constraint on the total bit budget by an equality constraint. With this, the
Lagrangian function is given by

L(R,W,λ,V) = 1

F

F∑
i=1

[ |1−wH
i ai |2ΦSi +wH

i Φni wi

+
M∑

j=1

|wi j |2 ki j

22 ri j
]+λ(

F∑
i=1

M∑
j=1

ri j −Rtot)−
F∑

i=1

M∑
j=1

vi j ri j ,

(6.17)

where the matrix V ∈ RF×M consists of non-negative entries vi j which denote the La-
grangian multipliers, responsible for the element-wise non-negativity constraints, i.e.,
ri j ≥ 0. The Lagrangian multiplier λ is to assure the total rate constraint is met with
equality.

In the following proposition, the solution to the KKT conditions w.r.t. the problem in
(6.16) and the Lagrangian equation (6.17) is given as a system of equations.

Proposition. Minimizing the constrained problem in (6.16) based on the Lagrangian
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function in (6.17), the parametric optimal weights and the optimal rates are given as
1) w?

i (r?i ) =Φ−1
ỹi
Φỹi Si (r?i ),

2) r?i j (λ′?, w?
i j ) = max( 1

2 log2(
|w?

i j |2 ki j

λ′? ),0),

(6.18)

where i = 1, . . . ,F, j = 1, . . . , M, and λ′? = λ?

2 ln2 is a parameter, which satisfies the equality
constraint

F∑
i=1

M∑
j=1

ri j (λ′?) = Rtot.

Proof. See Appendix 6-A.

Note that the rates are zero-valued for λ′? ≥ |w?
i j |2 ki j . The operator max(·,0) as-

sures that the rates are non-negative, satisfying the second set of inequality constraints
in (6.16).

Looking at the system of equations in (6.18), the optimal weights w?
i are the rate-

dependent multi-channel Wiener filter coefficients (first set of equations) and the op-
timal rates r?i j are the solution to the weighted reverse water-filling problem. In fact,

the set of Wiener equations are responsible for the target estimation part and the rate
equation for the quantization part (rate allocation). It is clear from (6.18) that the rate
allocation is done across both frequencies and microphones, depending on both the
microphone signal power (which is related to ki j ) and the contribution of components
to the estimation process (which is related to |w?

i j |2). The frequencies and devices that

contribute most to the target estimation will be allocated more bits. Similar to the clas-
sical water-filling problems [23, 29], the components for which |w?

i j |2 ki j ≤ λ′? will be

allocated zero bits.
One way to solve (6.18) is to apply alternating optimization [30]. First, the rates are

initialized as R0, for example by an equal rate allocation where all components start to
be allocated equal rates. Second, the optimal weight functions are computed, given R0,
to find the updated weight matrix W1, where Wn denotes the updated matrix variable
at nth iteration. Then the updated weights W1 are used to compute the updated rates
R1. In this way, the equations are computed iteratively until a certain stopping criterion
is met. As explained in Sec. 6.1.4, since the objective function in (6.16) is component-
wise convex in the variables W and R, as argued in [30, 31], any limit point (solution after
sufficient iterations) is a critical point. Note that since the objective function is not jointly
convex in W and R, this critical point is not necessarily globally optimal. However, as
confirmed by the simulation experiments in Sec. 6.3, the performance of the proposed
method is almost as good as the (non-tractable) exhaustive search (for rate allocation
across microphones) [24], for some representative example acoustic scenarios.

6.3. PERFORMANCE EVALUATION
In this section, we perform simulations in several example acoustical scenarios to eval-
uate the performance of the proposed and existing approaches, as a function of the total
communication rate Rtot.
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In addition to predicted intelligibility by means of the short-time objective intelligi-
bility (STOI) measure [32], we use the performance measure introduced in [17] and [16],
which is defined as the ratio of the target signal estimation MSE, when there is no com-
munication between the agents and the FC, say D(0), to the MSE when the data is quan-
tized before transmission, say D(R). The output gain with respect to the beamformer
(FC) is given by

GFC(R) = D(0)

D(R)
, (6.19)

where D(·) is the MSE introduced in (6.11). D(0) denotes the distortion when the devices
do not communicate with the FC (Rtot = 0). In this case, the distortion is computed based
on the local observations at the FC only.

6.3.1. EXAMPLE GENERALIZED BINAURAL HA SETUP

The first example acoustic scene is illustrated in Fig. 6.1. The binaural HA system in-
cludes two HA microphones (one per HA), denoted by the black "+" symbols, and are
located with a distance of 10 cm w.r.t. the origin ((xo, yo) = (0,0)), along the horizontal
x-axis. The green circle indicates the target speech source, located in front of the HA
system (θ = 0◦), at a distance of 3m from the origin. In this work, the location angles are
computed counter-clockwise starting from the look direction. There is an assistive wire-
less microphone in this setup which is denoted by the blue "×" symbol, placed closer to
the target speech at an angle θ = 15◦ and a distance of 2.8m from the origin. The black
triangle indicates the interfering signal, located at a distance of 3m from the origin at
an angle θ = −80◦, with a signal-to-interferer ratio (SIR) of 0 dB. In addition, simulated
internal microphone noise is added to the microphone signals. The internal noise is as-
sumed to be uncorrelated across microphones and is added with a signal-to-noise ratio
(SNR) of 40 dB w.r.t. the target signal at the reference point.

In this experiment, without loss of generality, the FC is chosen to be the left side
HA. Therefore, the left side microphone signal is considered as the reference local ob-
servation and the two other microphone signals as the agents’ observations. The PSD
of the target speech ΦS is estimated based on Welch’s method, using a 512-points dis-
crete Fourier transform (DFT), computed frame-by-frame from 50% overlapping speech
frames, using around 10 s of the Fs = 16kHz sampled speech signals taken from the
"CMU-ARCTIC" database [33]. A flat PSDΦn1 (ω) over the intervalω ∈ [−π,π] is assumed
for the point noise source (interfering signal). Under the free-field assumption, the ATFs
are generated using Habets’ model [34], in a non-reverberant environment. The non-
reverberant environment is chosen to get a more clear understanding of the effect of the
number and location of the point noise sources on rate allocation behavior. Finally, the
generated ATFs and the estimated PSDs are used to calculate the corresponding cross
PSD matrices.

Based on the setup, the performance of the following approaches are compared in
this section:

• Equal Rate Allocation (2 Mics): Only the left-side and the right-side microphones
(two microphones in total) are selected in this case (and thus not the assistive mi-
crophone). Therefore, there is only one microphone signal (from the right HA)
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Figure 6.1: Typical acoustic scene. The two HA microphones, the assistive microphone, the target signal, and
the interferer are indicated by the black "+", the blue "×", the green circle, and the black triangle, respectively.

which needs to be quantized before transmission. In this case, the rates are equally
allocated over all frequencies.

• Equal Rate Allocation (3 Mics): All three microphones are selected in this case.
The rates are assumed to be equally allocated over all frequencies as well as across
all microphones.

• Discrete Optimization OPT [24]: This method is based on discrete optimization,
and optimally allocates the rates over all frequencies and across microphones.
Note that, in this method, an exhaustive search is done to find the best alloca-
tions across the microphones, which is computationally very expensive and not
tractable for big microphone arrays.

• Proposed (2 Mics): The proposed method described in Sec. 6.2. In this case, only
the binaural setup (2-Microphone setup) is considered, meaning that the assistive
microphone signal is not used. Therefore, the rate allocation is optimized only
across frequency.

• Proposed (3 Mics): The proposed method described in Sec. 6.2. In this case, all
microphones are used. Therefore, the rate allocation is optimized across both fre-
quency and across microphones.

• Remote Wyner Ziv (WZ)[17]: The binaural rate-constrained beamforming pre-
sented in [17, Sec. III-A]. Note that only two processing nodes, i.e., in this setup
two HAs, can be used in this method, joint statistics are needed at all processors
(nodes) and impractical long-block vector quantizers are assumed.

OUTPUT GAINS

In this part, we compare the above-mentioned approaches based on the performance
measure in (6.19). Fig. 6.2 shows the output gain GFC in dB as a function of the nor-
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malized (over frequency) total bit rate budget. The horizontal dash-dotted line denotes
the performance of the 2-microphone MWF [11, 13], based on both the left and right
microphone signals. It is assumed here that the right side observation is available (at
an infinite rate) at the FC, i.e., without quantization noise. This method serves as a per-
formance bound for the binaural setup. Similarly, the horizontal dashed line denotes
the performance of the 3-microphone MWF [11, 13], where all microphone signals are
used at an infinite rate. As shown, the performance of all methods approaches to the
corresponding horizontal lines, at sufficiently high rates. The proposed method outper-
forms significantly the equal allocation strategies, as the rate allocation is optimized over
frequency. The performance of the remote WZ method is computed based on the theo-
retical upper bound, described in [17]. As shown, the performance curve of the remote
WZ method is upper-bounded by the 2-microphone MWF, as the assistive microphone
is not considered in this method.

In this example setup, the proposed (3 Mics) method performs almost as good as
the optimal discrete optimization method, which uses an exhaustive search to find the
best allocations across microphones. Please note that, based on the complexity analy-
sis which will be explained in Sec. 6.3.3, the computational complexity of the optimal
discrete optimization method grows dramatically by increasing the number of the mi-
crophones. However, for the setup in Fig. 6.1 (with only three microphones) we could
perform the exhaustive search for comparison. On average, the proposed alternating
optimization approach needs less than 10 iterations to converge to a solution.

RATE ALLOCATIONS ACROSS FREQUENCY

Based on the results, shown in Fig. 6.2, the rate distribution for each agent as a function
of frequency and total bit rate is shown in Fig. 6.3. As shown in Fig. 6.3b, with a very small
total rate, only lower frequency components are allocated non-zero rates. The effect of
very high-frequency components on the final target estimation is negligible compared to
the low-frequency components, as they have small PSD values, and therefore less rate is
allocated. As the total rate increases, more high-frequency components can contribute
to the estimation process.

Comparing Fig. 6.3a and Fig. 6.3b, for a small total rate, the right side microphone
is barely used as the assistive microphone signal contains more information about the
target signal (since it is located closer to the target source, based on Fig. 6.1). There-
fore, more rate is allocated to the assistive microphone. As the total rate (total budget)
increases, the right side microphone starts to contribute to the estimation process on its
most important frequency components. The sinusoidal behavior of the rate distribution
in Fig. 6.3a (at middle total rate values) is related to the shape of the squared value of the
filtering weights (|wi j |2) over frequency.

6.3.2. EXAMPLE GENERAL WASN CONFIGURATION

In this simulation experiment, we consider the second example acoustic scene, illus-
trated in Fig. 6.4. Five microphones are randomly located in space. The black trian-
gles denote the interferers of which the number and location vary in different scenarios,
which will be described later in this section. There is one target speech signal (Green
circle) at (2m,30◦). In this section, we consider the following three scenarios.
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Figure 6.2: Output Gain [dB] versus total rate [bit per sample] based on a generalized binaural setup in Fig. 6.1.
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(a) Right-side microphone contribution.
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(b) Assistive microphone contribution.

Figure 6.3: Rate distributions as a function of frequency and normalized total budget.

• Scenario 1: Only one interferer (point noise source).

• Scenario 2: Four interferers (point noise sources).

• Scenario 3: Four interferers along with diffuse noise.

The FC is assumed to be located at the origin as a reference point (no local observations).
For all scenarios, the interfering signals’ power is chosen such that the SIR w.r.t. the target
signal at the FC is 0 dB. In all experiments, uncorrelated internal noise is added to the
microphone signals at 40 dB SNR w.r.t. the FC. For all sources, the ATFs and the power
spectral densities are estimated/computed in a similar way as in the previous setup, in a
non-reverberant environment.

Based on the setup, shown in Fig. 6.4, the following methods are compared:

• Discrete Optimization SUB [24]: This method is based on discrete optimization,
and optimally allocates the rates over all frequencies. However, it assumes an
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Figure 6.4: An example acoustic scene: a general microphone array is shown by the black "+" symbols.

equal rate allocation across microphones, as the optimal exhaustive search is very
expensive and not tractable for big microphone arrays.

• Discrete Optimization OPT [24]: This method is based on discrete optimization,
and optimally allocates the rates over all frequencies and across microphones.
Based on our experiments and the complexity analysis, described in the Sec. 6.3.3,
the exhaustive search used in this approach becomes intractable for more than
five microphones.

• Proposed: The proposed method described in Sec. 6.2.

CORRELATED POINT NOISE SOURCES

In this case, the scenarios 1 and 2 are considered. Scenario 1 contains only one interferer
located at (2m,−60◦). Scenario 2 contains four interferers located at (2m,{−80◦,−60◦,40◦,
85◦}). Similar to Fig. 6.2, the output gains GFC in dB as a function of total bit rate budget,
are shown Fig. 6.5. Please note that at each normalized total bit budget, the budget will
be distributed (maximally) across five microphones. For example, if the normalized to-
tal budget is 30 bps, it means that on average 30 bps may be allocated across five agents,
and not necessarily six bps per agent. The dashed line denotes the performance of the
5-microphone MWF (which is an upper bound on the performance of the MSE-based
methods), assuming all microphone signals are available at the FC, without quantiza-
tion noise.

The proposed algorithm is based on alternating optimization which needs to be ini-
tialized. In the proposed-OneInit method, the algorithm is initialized based on reverse
water filling on the power of the signals, assuming equal weights for all components.
As we are not (theoretically) necessarily guaranteed to converge to the globally optimal
solution, in the proposed-MultiInit method, we also test the algorithm with multiple ini-
tializations. Initially, the total rate is randomly distributed to the components and the
alternating optimization is carried out for each random initializations. The procedure is
repeated and the allocation which results in a minimum distortion among all random
initializations is selected. The proposed method with multiple initializations is very
close, in performance, to the optimal discrete optimization approach. However, even
with single initialization (proposed-OneInit) the performance of the proposed-OneInit
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Figure 6.5: Output Gain [dB] versus total rate [bit per sample] based on the second setup in Fig. 6.4.

method is not far from the optimal method. As shown in Fig. 6.5a, the proposed method
performs significantly better than the sub-optimal discrete optimization method, as the
optimal rates are also optimized across the agents. The remote Wyner Ziv approach is
not included in the comparison, as it cannot consider more than two nodes, and there-
fore, it is not suitable for a general WASN setup.

In scenario 2, in Fig. 6.5b, instead of one point source, the scenario contains four
interfering point sources. Increasing the number point sources has an interesting effect
compared to the case of a single point source as in Fig. 5a. The performance gap between
the sub-optimal approach, where the equal rate allocation is done across microphones,
and the optimal methods is reduced. This can be explained as follows. Under mild
differences in target signal powers captured by microphones, increasing the number of
point sources, will reduce the spatial correlation (coherence) factor and makes the mi-
crophone signals more equally important in the target estimation process. Furthermore,
in this case, all proposed and optimal curves are almost on top of each other, meaning
that the proposed method managed to nearly achieve the optimal performance.

DIFFUSE NOISE

In this scenario, there is a simulated diffuse noise along with four interferers. The dif-
fuse noise is simulated as a cylindrical source array around the microphone array, for
which the estimated spatial coherence function reasonably resembles the theoretical
spatial coherence function between the microphone signals. Four interferers are located
at (2m,{−80◦,−60◦,40◦,85◦}). The powers of the sources are chosen such that the input
signal to point noise and diffuse noise ratio (SIDR) is approximately 0 dB at the FC.

Fig. 6.6 shows the output gains GFC in dB as a function the total bit rate. The results
show little difference between all competing methods, as almost the same (power-wise)
impression of the environmental noise is received by each agent, and the observations
become spatially less correlated. The sub-optimal discrete optimization, which is simple
and fast, is therefore a suitable approach in this scenario. All proposed methods and
the optimal method are almost on top of each other, and are asymptotically optimal
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meaning that the performance approaches that of the 5-microphone MWF method at a
sufficiently high rate.

As mentioned in Sec. 6.1.4, the joint statistics need to be known only at the FC. As-
suming that the statistics do not change rapidly over the number of consecutive frames,
a piece of over-head information, which is needed to inform the agents about their allo-
cated rates, can be averaged out over the frames, and hence, does not affect the proposed
solution.

6.3.3. COMPUTATIONAL COMPLEXITY

In this part, we compare the methods from a complexity point of view. The computa-
tional complexity of the competing methods in the previous part is listed in Table 6.1, for
a given total rate Rtot. Variable q denotes the number of all possible choices for the inte-
ger bit rate assigned to each frequency. Note that q generally may depend on the num-
ber of microphones M so that it may increase by increasing the number of microphones.
The set A includes all possible allocations of the rate across microphones, for each fre-
quency. When computing the cardinality |A |, it is assumed that the rate (per frequency)
can vary from zero bit to (q−1) bits. In the optimal discrete optimization method (Dis-
crete Optimization OPT), the exhaustive search is done over the set A to find the best bit
allocation across microphones. In the sub-optimal discrete optimization method (Dis-
crete Optimization SUB), the total bit rate (for each frequency) is distributed equally
across microphones, therefore, the exhaustive search is not necessary. The computa-
tional complexity of the proposed method is based on (6.18) for K iterations. As shown,
the proposed and sub-optimal methods have polynomial complexity order w.r.t. M and
F . For the proposed method, for log(MF ) À M 2 the second term in the complexity order
is dominant, therefore, the complexity will be of order O(MF log(MF )) for one iteration
(K = 1). For a small M , the complexity is comparable to that of an FFT (complexity of
order F logF ). In this case, the proposed method does not have a significant extra com-
plexity, compared to FFT computations, which are unavoidable in frequency-domain
noise reduction algorithms.

The complexity (in logarithmic scale) as a function of the number of microphones
(M) is shown in Fig. 6.7, for F = 512, q = 32M , and K = 15 iterations over (6.18). As
shown, the optimal method is computationally much more expensive than the other two
methods. As shown in the simulations in the previous subsections, the proposed method
is very close to the optimal method in terms of performance, although with much lower
complexity.

In scenarios with highly correlated microphone signals (for example, scenario 1),
there is a big performance gain in optimizing rate allocation across microphones (com-
pared to the sub-optimal method). However, in scenarios with multiple sources and
diffuse noise, the microphone signals become less correlated implying that the sub-
optimal discrete optimization method becomes closer to the optimal discrete optimiza-
tion method in terms of performance, with lower complexity.

6.3.4. SPEECH INTELLIGIBILITY

In this section, we compare the competing methods in terms of speech intelligibility. Al-
though all competing methods are based on optimizing the MSE criteria (and not based
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Figure 6.6: Scenario 3: Diffuse noise + four interferers.

Table 6.1: Computational complexity order

Method Complexity

Discrete Optimization OPT [24] O(M3 F |A |)
Discrete Optimization SUB [24] O(M3 F q)
Proposed O(M3 F K +MF log(MF )K )

|A |=(M−1
M−1

)+( M
M−1

)+. . .+ (q+M−2
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Figure 6.7: Computational Complexity as a function of number of microphones [M].

on speech intelligibility criteria) it is reasonable to see how they affect the speech intelli-
gibility as a function of the bit rate.

In this chapter, we choose the STOI measure [32] to evaluate the proposed method.
Scenario 3 (as in the Sec. 6.3.2) is chosen here based on the example acoustic scene
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shown in Fig. 6.4, which includes a simulated diffuse noise along with four interferers
located at (2m,{−80◦,−60◦,40◦,85◦}). The SIDR w.r.t. the FC is set to 0 dB and the SNR
is set to 40 dB. Uniformly distributed random realizations are added to the microphone
signals as quantization noises. The variances of the quantization noises are computed
using the corresponding optimized rate allocations for different methods.

The STOI measure as a function of the total rate is shown in Fig. 6.8. As shown, all
curves approach (at high total rates) to the black dashed line which is the asymptotic
STOI value when there is no quantization noise. Comparing Fig. 6.8 with Fig. 6.6, in this
specific scenario, the STOI gaps between the sub-optimal discrete optimization method
and the optimal methods are very low. In fact, under uniform quantization assumptions,
small output gain differences between the competing methods at different total rates
may not cause significant speech intelligibility gaps. As shown in Fig. 6.8, the proposed
method performs as good as the optimal discrete optimization method in terms of the
STOI objective measure, at much lower complexity.

6.4. CONCLUSION
In this chapter, we proposed an MMSE-based rate-constrained noise reduction frame-
work in wireless acoustic sensor networks (WASN) to jointly weight the contribution of
the remote-microphone signals to the linear estimation task and allocate the bit rates
across both frequency and spatial components (microphones). We introduced a joint
estimation-compression optimization problem based on a rate-distortion trade-off to
constrain the total rate at the fusion center. We proposed a solution to the component-
wise convex estimation-compression problem based on alternating optimization. We
found that the optimal estimation weights are actually the rate-constrained Wiener coef-
ficients and the optimal rates are solutions to a filter-dependent reverse watering-filling
problem. Based on the MSE criterion and the STOI intelligibility criterion, the perfor-
mance of the proposed method is in most scenarios almost as good as the exhaustive
search-based method, with lower complexity.
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Figure 6.8: STOI as a function of the total rate [bps] for Scenario 3: diffuse noise + four interferers.
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APPENDICES

6-A:DERIVATIONS OF THE SOLUTION PROPOSED IN SEC. 6.2 (6.18)
In this section, we derive the necessary equations to solve the optimization problem,
introduced in (6.16). Given the Lagrangian objective function in (6.17), the necessary
KKT conditions for optimality are then given by

Lw∗
i
=Φxi wi −ΦSi ai +Φni wi +Φei wi = 0, (6.20a)

Lpi j =
−|wi j |2 ki j 2ln2

22ri j
+λ− vi j = 0, (6.20b)

F∑
i=1

M∑
j=1

ri j ≤ Rtot, (6.20c)

(
F∑

i=1

M∑
j=1

ri j −Rtot)λ= 0, (6.20d)

λ≥ 0, (6.20e)

ri j ≥ 0, (6.20f)

ri j vi j = 0, (6.20g)

vi j ≥ 0. (6.20h)

We state that the optimal solution to this problem lies on the boundary of the budget
constraint (6.20c). The proof of this statement is straightforward. Let us assume that an
optimal solution, say (W?,R?), is found such that R? lies strictly inside the feasibility set
(and not on the boundary), with the corresponding objective distortion D1. As the rates
are constrained to be non-negative, one can increase the rates by a constant matrix, say
C, with non-negative entries to reach R2 = R?+C such that the new solution, say (W?,R2)
with a corresponding distortion D2, still lies inside the set. As the distortion is a mono-
tonically decreasing function over the rates, this implies D2 < D1. This shows that it is
possible to increase rates until the full budget is used. Therefore, the third equation in
the KKT conditions (6.20c) will be an equality constraint, and the fourth equation (com-
plementary slackness over λ (6.20d)) and the fifth equation (6.20e) will be redundant.

We solve the KKT equations and find the optimal Lagrangian multiplier (λ) as a func-
tion of optimal weights. The first equation (6.20a) is actually the partial derivative with
respect to the complex conjugate vector w∗

i [35], i.e.,

Lw∗
i
=Φxi wi −ΦSi ai +Φni wi +Φei wi

= (Φxi +Φni +Φei ) wi −ΦSi ai

=Φỹi wi −ΦSi ai

=Φỹi wi −Φỹi Si = 0,

(6.21)

where the superscript {·}∗ denotes the complex conjugate operator on matrices/vectors.
The solution to (6.21) are, in fact, the multi-channel Wiener filter coefficients, given the
optimal rate vector r?i = [r?i 1, . . . ,r?i M ]T, given by

w?
i (r?i ) =Φ−1

ỹi
Φỹi Si (r?i ) ∈CM×1, ..i = 1, . . . ,F. (6.22)
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To find the optimal rates, we solve (6.20b) for vi j and substitute it into (6.20g) (comple-
mentary slackness), i.e.

ri j (
−|wi j |2 ki j 2ln2

22ri j
+λ) = 0, ....i = 1, . . . ,F. (6.23)

Equality in (6.23) holds either by setting ri j or vi j =λ− |wi j |2 ki j 2ln2

2
2ri j

to be zero. Consider-

ing the last three equations in (6.20) together with (6.23), the optimal rate value is zero,
i.e., ri j = 0 when vi j > 0, which implies λ

2 ln2 > |wi j |2 ki j . Otherwise, the optimal ri j will

be strictly positive when vi j = 0, which implies λ
2 ln2 ≤ |wi j |2 ki j , and we have

r?i j (λ′?, w?
i j ) =

 1
2 log2(

|w?
i j |2 ki j

λ′? ) λ′? ≤ |w?
i j |2 ki j ,

0 λ′? > |w?
i j |2 ki j ,

(6.24)

which simply can be rewritten as

r?i j (λ′?, w?
i j )=max(

1

2
log2(

|w?
i j |2 ki j

λ′? ),0), .............. (6.25)

where i = 1, . . . ,F, j = 1, . . . , M with λ′? = λ?

2 ln2 a rate reverse water filling parameter [23,
29]. In other words, the solution in (6.24) can be interpreted as if the equation (6.20b) is
solved for ri j , setting vi j = 0, and the result is projected onto the non-negative orthant,
i.e., ri j ≥ 0. Finally, to find an optimal λ′? which satisfies the equality budget constraint
(the equation (6.20c) with equality), i.e.,

F∑
i=1

M∑
j=1

r?i j (λ′?, w?
i j ) = Rtot, ......i = 1, . . . ,F. (6.26)

we start by introducing a set S that contains the indices of components which are as-
sumed to be allocated with positive rates

S = {(i , j )|
|w?

i j |2 ki j

λ′? > 0}, ...i = 1, . . . ,F, (6.27)

where i = 1, . . . ,F, j = 1, . . . , M . Given the set S, the budget constraint can be rewritten as

∑
(i , j )∈S

(
1

2
log2(

|w?
i j |2 ki j

λ′? )) = Rtot, i = 1, . . . ,F. (6.28)

Taking the logarithm of both sides of (6.28) and solving for λ′ we have

λ′? =
(
∏

(i , j )∈S |w?
i j |2 ki j )

1
|S |

2( 2 Rtot
|S | )

, i = 1, . . . ,F. (6.29)

To find the set S , we use the water-filling procedure [23] as follows.
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Algorithm 1: Linear Water-filling for optimal λ′

1 Sort the coefficients |w?
i j |2 ki j in descending order into set P .

2 Initialize an empty set S =;, λ′
opt =−∞:

3 Pick the first element in P .
4 If λ′

opt is less than the picked value

5 Add the corresponding index into S ;
6 Compute (6.29) and update λ′

opt;

7 Else
8 Stop and return S and λ′

opt (Optimal value is found).

9 Repeat 3-8 until all members of P are picked.
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Multi-microphone noise reduction techniques, e.g., [1, 2], can be used to increase the
speech quality and intelligibility of hearing aids (HAs). One way to use multi-microphone
noise reduction techniques in modern HAs is to enable the left-ear and right-ear mounted
HAs to collaborate through a wireless link, leading to a binaural HA setup. The binaural
HA system provides increased spatial diversity and may result in better noise suppres-
sion, compared to the case where the monaural HAs perform noise reduction indepen-
dently [3, 4]. In addition to better noise suppression, multi-microphone processing in
the binaural HA setup can preserve binaural spatial information if taken care of, see e.g.,
[5–7]. These spatial information preserving noise reduction algorithms typically aim to
preserve the interaural level differences (ILDs) and the interaural time differences (ITDs)
of the relevant signal components. ILDs and ITDs are known to help humans determine
the perceived location of the sound sources [6].

A common approach to achieve multi-microphone noise reduction is to combine
the spatial observations captured by the microphones at a fusion center (FC) to estimate
the sources of interest, while reducing the amount of environmental noise [2]. In the
binaural HA setup, it is often considered that there are two FCs, one at each HA. Over the
last decade, several binaural multi-microphone noise reduction algorithms have been
proposed (see e.g., [6, 8] for overview). Typically they differ in the objective function they
optimize and whether they can preserve the spatial cues of the target source, interferers,
and the diffuse noise component. They can also differ in the types of constraints used
to preserve the spatial cues. Equality constraints (see e.g., [5, 9–11]) are used to preserve
exactly the spatial cues of the sources, while inequality constraints (see e.g., [12, 13]) are
used to approximately preserve the spatial cues of the sources. The latter category can
typically achieve a larger amount of noise suppression. In this chapter, we will focus on
equality-constrained binaural multi-channel noise reduction filters.

A well known binaural minimum mean square error (MMSE)-based noise reduction
algorithm is the binaural multi-channel Wiener filter (MWF) [14], which aims at mini-
mizing the MSE of the target signal estimated at the reference microphones of the two
FCs without imposing any source preserving constraints. This may result in significant
noise reduction, but a distorted target signal. In contrast to the binaural MWF, the bin-
aural minimum variance distortionless response (BMVDR) beamformer [8] minimizes
the output noise power under two linear distortionless constraints that preserve the tar-
get signal at the two reference microphones leading to preservation of the binaural cues
of the target source. These two constraints, however, reduce the noise reduction per-
formance of the BMVDR, compared to the binaural MWF. Another example is the bin-
aural linearly constrained minimum variance (BLCMV) beamformer [5, 15], which can
preserve the ILDs and ITDs of the source of interest and multiple interferers. As an-
other example, the optimal BLCMV (OBLCMV)[9] can achieve better noise reduction,
compared to the BLCMV, however, can only preserve the ILD and ITD of one interferer.
An LCMV-based approach is proposed in [10, 11] which tries to increase the degree of
freedom of the optimization problem by introducing a set of linear equality constraints
(firstly introduced in [16]) to enable preserving more interferers, for a given number of
microphones, compared to the BLCMV and the optimal BLCMV. Most of the binaural
LCMV-based methods differ in how the set of linear constraints is designed.

In all the above-mentioned methods, the two FCs of the binaural beamformers each
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estimate the target source with respect to their corresponding reference microphone. To
calculate these estimates, both FCs are in need of the microphone recordings from all
sensors. This means that observations from the contralateral devices, and potentially
any other device included in the setup, should be transmitted to the FCs. As the devices
have a limited amount of resources (here transmission bandwidth) due to the limited
battery lifetime, the total bit-rate used for transmission should be constrained. Several
methods have been proposed in the literature to cope with this problem [17–20]. In [19]
a binaural rate-constrained noise reduction approach is proposed which finds the opti-
mal trade-off between the rate of transmission and the amount of noise reduction. The
method finds the bound on the performance in case there are only two processing nodes.
In the present context, these two processing nodes are the HAs. Scenarios with more
than two nodes are not considered in [19]. Besides this, the inevitable requirement of the
knowledge of the, generally time varying, joint statistics of all microphone signals at both
HAs and using impractical infinitely long vector quantization limit the application of the
method in practice. As alternatives to the optimal solution, several sub-optimal meth-
ods have been presented [21–23]. In [24], such algorithms were described in a unified
framework. These sub-optimal methods try to pre-filter the observation before quanti-
zation without knowing the joint statistics, which enables the process to be faster and
simpler. For example, this pre-filtering could be done to obtain a local estimate of the
target or the interferer by combining the local microphone signals at the corresponding
device. However, the pre-filtering stage combines the multi-microphone observations
into a single observation, which may lead to a loss of some important information that
needs to be known to retrieve the signals at high rates. As a result, even at an infinitely
high rate of transmission, some important information may be lost and the performance
will not approach that of the optimal algorithm presented in [19], not even asymptoti-
cally.

To address the aforementioned limitations, an operational rate-constrained noise re-
duction framework was proposed in [25], which estimates the optimal rate allocation
across different frequencies and sensors using an operational rate-distortion trade-off
[26]. Unlike [19], it allows considering scenarios with some additional assistive devices
along with the binaural HA setup , thereby forming a small-size wireless acoustic sensor
network (WASN) with more than two nodes. Furthermore, for the two-node case, the
performance of the algorithm in [25] approaches that of the optimal algorithm in [19] at
high rates without any mismatch, as the observations are not pre-filtered before quanti-
zation and necessary information will not be removed. However, the exhaustive search,
which is used in [25] to find the optimal allocation across sensors, becomes intractable
when the size of the WASN grows. Therefore, this method is suitable for small-size net-
works only. To address this scalability issue, another approach based on non-convex
optimization was proposed in [27]. This method jointly finds the best rate allocation
and the best estimation (beamforming) weights across all frequencies and sensors for
arbitrary sized WASNs. Based on the MSE criterion, the optimal estimation weights are
found to be rate-dependent Wiener filters and the optimal rates are the solution to a
filter-dependent “water filling" problem. An alternating optimization approach which
is used in this method avoids an exhaustive search to find the best allocations and per-
forms almost as good as the exhaustive search-based approach, in most practical sce-
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narios, at the benefit of a much lower computational complexity [27].

The above-mentioned methods deal with the rate-distortion trade-off in the noise
reduction problem based on the MSE criterion. However, these methods do not take
into account the preservation of spatial information (cues) when dealing with rate- con-
strained noise reduction problems. The noise reduction performance is optimal when
minimizing the MSE, but the spatial information may be destroyed and the estimated
signals may sound unnatural and spatially incorrect. Therefore, this raises the question
of how to incorporate spatial information preservation into the rate-constrained noise
reduction problem proposed in [27].

In this chapter, inspired by [27], we propose and solve a multi fusion-center spatially
correct rate-constrained noise reduction problem, to find the best rate allocation and
the best estimation (beamforming) weights across all sensors and frequencies such that
the spatial information of the sources is preserved. The method links the LCMV-based
beamformers to data compression by including a set of linear constraints to the origi-
nal rate-distortion problem. Unlike [27], here, there are two FCs, therefore, the objective
function is to minimize the sum of the distortions of the target estimation at both hearing
aids, while considering the total rate budget and simultaneously preserving the spatial
information of the sources. Using an alternating optimization approach, the optimal es-
timation weights are found to be the rate-dependent LCMV filters, and the rates for both
fusion centers are the solutions to two water-filling problems. The performance of the
proposed method is evaluated using output signal-to-noise ratio (SNR) gain measures,
and ILD and ITD error measures. Simulation results show that the proposed method
outperforms the methods with equal/random rate allocation strategies.

7.1. PROBLEM STATEMENT

7.1.1. SIGNAL MODEL

In this chapter, a generalized binaural hearing aid system is considered, which consists
of two collaborating hearing aids along with a number of additional assistive devices.
We assume that these assistive devices can only communicate with the two HAs and not
with each other. In total M = M L + M R + M A microphones are assumed to be embed-
ded in the HAs and the assistive devices, including M L microphones for the left HA, M R

microphones for the right HA, and M A microphones for additional assistive devices. It
is assumed here that no pre-filtering is applied to the unprocessed microphone signals
to be transmitted to the FC, i.e., the microphone signals per device are not combined
(pre-filtered) to a single signal.

Each microphone records a version of the target speech signal filtered by the position
dependent room impulse response. The recorded target signal is degraded by a number
of interfering point sources present in the room, diffuse noise and/or microphone self
noise. The target signal, in the short-time Fourier transform (STFT) domain, is denoted
by Sk ∈ C, where k denotes the discrete frequency index. The interfering point sources
are indicated by Iki ∈C, where i denotes the point noise source index. All other sources
of noise captured at a particular microphone are indicated by Ukm ∈ C, with m the mi-
crophone index. All sources are assumed to be additive and mutually uncorrelated.

Let the subscript (·)m denote the microphone index. The signal model can then be
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written as

Ykm = AkmSk +

Nkm︷ ︸︸ ︷
b∑

i=1
Bkmi Iki +Ukm , (7.1)

where Akm ∈ C is the acoustic transfer function (ATF) between the target signal and the
mth microphone, and Bkmi ∈ C is the acoustic transfer function (ATF) between the i th
point noise source and the mth microphone. The number of interferers is denoted by b.

Stacking all microphone signals in a vector, the signal model can be rewritten in vec-
tor notation as

yk =
xk︷ ︸︸ ︷

ak Sk +

nk︷ ︸︸ ︷
b∑

i=1
bki Iki +uk = xk +nk , (7.2)

where
yk =[(yL

k )T, (yA
k )T, (yR

k )T]T,

yL
k =[Yk1, . . . ,YkM L ]T,

yA
k =[Yk(M L+1), . . . ,Yk(M L+M A)]

T,

yR
k =[Yk(M L+M A+1), . . . ,YkM ]T,

and similarly for ak , bki and nk . Let yL
k , yA

k , and yR
k denote the microphone signal vec-

tors captured by the left side HA microphones, assistive microphones, and the right side
microphones, respectively. The superscript (·)T denotes the transpose operator on vec-
tors/matrices, and the power spectral density (PSD) matrixΦyk = E[yk yH

k ] of vector yk is
given by

Φyk =Φxk +Φnk , (7.3)

where
Φxk =E[xk xH

k ] =ΦSk ak aH
k ,

Φnk =
b∑

i=1
ΦIki bki bH

ki +E[uk uH
k ],

(7.4)

and where ΦIki = E[|Iki |2] ∈ R is the PSD of the i th interferer, ΦSk = E[|Sk |2] ∈ R is the
PSD of the clean target speech, and E[·] denotes the expectation operator. The conjugate
transpose operator on complex vectors/matrices is denoted by the superscript (·)H.

7.1.2. LINEARLY CONSTRAINED ESTIMATION
A binaural beamformer estimates the signal of interest at both left side and right side
reference positions by combining all the available noisy observations into a single esti-
mate for each HA. Notice that in this chapter we do not only consider the presence of
the two HAs, but also the presence of additional assistive microphones. The two result-
ing beamformer outputs are constructed such that a fidelity criterion is satisfied and the
binaural information is preserved. The target signals at the left and right HA, i.e., SL

k and

SR
k , respectively, are estimated as

ŜL
k = (wL

k )Hyk , , ŜR
k = (wR

k )Hyk , (7.5)
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where wL
k ∈CM and wR

k ∈CM are the filter coefficients of the left and right beamformers,
respectively. Minimizing the sum of the output noise powers, for both beamformers, the
binaural linearly constrained beamforming problem can be formulated as [5]

min
wi

wH
k Φk wk

subject to ΛH
k wk = fk ,

(7.6)

where

wk = [wL
k

T
wR

k
T

]T ∈C2M×1,

Φk =
[
Φnk 0

0 Φnk

]
∈C2M×2M ,

andΛk ∈C2M×d is the constraint matrix, with d the number of linear constraints. Differ-
ent binaural LCMV-based beamformers can be constructed by changing the entries of
Λk . In this chapter, we use the methodology from [10, 11], having an increased amount
of degrees of freedom compared to [9]. These additional degrees of freedom can then be
used to cancel more interferers, given a fixed number of microphones. Following [10, 11]
matrixΛk and vector fk are given by

Λk =
[

ak 0 b1B R
k1 . . . bbB R

kb
0 ak −b1B L

k1 . . . −bbB L
kb

]
∈C2M×(b+2),

fH
k =[AL

k AR
k 0 . . . 0] ∈C1×(b+2),

(7.7)

respectively. Solving the problem in (7.6), the optimal weights are computed as [10]

w?
k =Φ−1

k Λk (ΛH
k Φ

−1
k Λk )−1fk , (7.8)

and the optimal beamformer outputs are given by

ŜL?
k = (wL?

k )Hyk , , ŜR?
i = (wR?

k )Hyk . (7.9)

In order to compute the binaural outputs ŜL?
k and ŜR?

k , the actual signal realizations yk

should be available error-free at both HAs. However, due to limited battery power, and
therefore, limited transmission power, in practice, the bit-rate, denoted by rkm bits per
sample (bps), which is used to represent the transmitted signals must be constrained.
Using a fixed bit-rate over frequencies and microphones can be shown to be sub-optimal,
see e.g., [27]. Instead, the bit-rate dependent quantization noise should be included in
the signal model, and optimized for.

7.1.3. QUANTIZATION AWARE ESTIMATION
In this sub-section, we introduce bit-rate dependent quantization noise in the signal
model in (7.1). In this chapter, we assume that the microphone signals from all nodes
in the WASN are being quantized using a uniform quantizer before transmission to the
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corresponding FC (HA). Note that for each FC, the local observations at the FC are as-
sumed to be quantized at the highest possible resolution, such that additional quanti-
zation noise on microphone signals at the FC can be neglected. In other words, only
quantization noise with respect to the observations from other nodes in the WASN will
be considered.

Consider an arbitrary signal denoted by x and its quantized version denoted by x̃,
with quantization noise q = x − x̃. If subtractive dithering is applied to the signal to be
quantized at lower rates or under high bit rate assumptions [28, 29], the quantization er-
ror q will be uniformly distributed and uncorrelated to signal x. In this case, the variance

of the quantization noise is given by [28] σ2
q = ∆2

12 , where ∆ = 2xmax
2r is the quantization

step size, which depends on the range of the signal (maximum absolute value xmax) and
the quantization rate r .

Taking into account the quantization noise, the signal model for each side can be
modified as

Ỹ L
km =Ykm +QL

km = AkmSk +

Nkm︷ ︸︸ ︷
b∑

i=1
Bkmi Iki +Ukm +QL

km ,

Ỹ R
km =Ykm +QR

km = AkmSk +

Nkm︷ ︸︸ ︷
b∑

i=1
Bkmi Iki +Ukm +QR

km ,

(7.10)

where QL
km and QR

km denote the quantization noise w.r.t. the left and right side FCs, with

Ỹ L
km and Ỹ R

km being the quantized microphone signals for the left and right side FCs,
respectively. Using vector notation, we have

ỹL
k =yk +qL

k = xk +nk +qL
k ,

ỹR
k =yk +qR

k = xk +nk +qR
k ,

(7.11)

where the quantization noise vector qL
k = [QL

k1,QL
k2, · · · ,QL

kM ]T is uncorrelated to the mi-
crophone signal vector yk , under the above-mentioned assumptions [28, 29], and sim-
ilarly for qR

k . Note that the bit-rates at which the left side signals are quantized are not
necessarily the same as those at which the right side signals are quantized and transmit-

ted to the left side FC. Under the above assumptions, and using ∆ = 2Y L,max
km

2
r L

km
, the CPSD

matrix of the quantization noise vector qL
k will be diagonal with elements

ΦQL
km

= ∆2

12
=

(Y L,max
km )2

322r L
km

= kL
km

22r L
km

, (7.12)

where kkm = (Y L,max
km )2

3 . Similar expressions can be derived for the right side beamformer.
Applying the above mentioned quantization approach to the beamforming task, ver-

sions of the signal of interest SL
k and SR

k are estimated, given the quantized noisy micro-

phone signals ỹL
k and ỹR

k , as

ŜL
k = (wL

k )HỹL
k , , ŜR

k = (wR
k )HỹR

k . (7.13)
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The beamformer outputs ŜL
k and ŜR

k depend on wL
k , wR

k , and on the rates r L
km and r R

km ,
respectively.

7.2. PROPOSED SPATIALLY CORRECT RATE-CONSTRAINED NOISE

REDUCTION
In this sub-section, we propose and solve an optimization problem to jointly optimize
the rates and the estimation weights across the sensors and frequencies. The FCs at the
left and right HA have a limited total channel capacity of RL

tot and RR
tot bps, respectively, to

receive information from the other nodes in the network, as argued in [30]. In addition to
the transmission rate, in this chapter, we also take into account the preservation of spa-
tial information, beneficial for binaural hearing aids. Altogether, in this chapter, we ad-
dress the problem of joint rate-constrained noise reduction and spatial cue preservation
to find the optimal filter coefficients and rate allocation for all sensors and frequencies.

7.2.1. PROBLEM FORMULATION

Let K indicate the number of frequency bins. Let the rate matrix RL be defined as

RL =


rL

1
T

rL
2

T

...

rL
K

T

=


r L

11 r L
12 . . . r L

1M
r L

21 r L
22 . . . r L

2M
...

...
. . .

...
r L

K 1 r L
K 2 . . . r L

K M

 ,

which includes rates r L
km to be allocated to frequency bin k and microphone signal m,

for the left side FC. Please note that, here, the kth row of the matrix RL is defined as
rL

k
T = [(rLL

k )T, (rLA
k )T, (rLR

k )T]T, where (rLA
k )T includes the rates at which the assistive mi-

crophones must be quantized and transmitted to the left side FC, and (rLR
k )T includes

the rates at which the right-side HA microphone signals must be quantized and trans-
mitted to the left side FC, at kth frequency. A similar definition holds for the right side
rate matrix RR.

The weight matrix WL is similarly defined as

WL =


wL

1
T

wL
2

T

...

wL
K

T

=


wL

11 wL
12 . . . wL

1M
wL

21 wL
22 . . . wL

2M
...

...
. . .

...
wL

K 1 wL
K 2 . . . wL

K M

 ,

which includes the left side beamformer coefficients wL
km . A similar definition holds for

the the right side beamformer coefficient matrix WR.
Inspired by [27], we propose to formulate a spatially correct noise reduction problem,

which tries to minimize a sum-distortion function given by

D(RL,RR,WL,WR) = D(RL,WL)+D(RR,WR), (7.14)
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where

D(RL,WL)= 1

K

K∑
k=1

d(rL
k ,wL

k )= 1

K

K∑
k=1

E[|SL
k − ŜL

k |2|rL
k ,wL

k ],

D(RR,WR)= 1

K

K∑
k=1

d(rR
k ,wR

k )= 1

K

K∑
k=1

E[|SR
k − ŜR

k |2|rR
k ,wR

k ].

Here, d(rL
k ,wL

k ) denotes the PSD of the estimation error at the kth discrete frequency bin

for the left side fusion center, and similarly for d(rR
k ,wR

k ).
To address the rate-constrained noise reduction problem, we need constraint func-

tions over the rates. Let R(RL) simply be defined as the sum-rate over all frequency bins
and microphones with respect to the left HA, given by

R(RL) =
K∑

k=1

M∑
m=M L+1

r L
km . (7.15)

and similarly for R(RR).
To address the spatially correct noise reduction problem, we use the set of linear

equality constraints defined in the previous section as

ΛH
k wk = fk , k = 1, · · · ,K , (7.16)

where,
wk = [(wL

k )T, (wL
k )T]T.

Then, the proposed problem is defined as minimizing the estimation error, while
satisfying the above-mentioned constraints. That is

min
RL,RR,WL,WR

D(RL,WL)+D(RR,WR)

subject to R(RL) ≤ RL
tot,

R(RR) ≤ RR
tot,

ΛH
k wk = fk , k = 1, · · · ,K .

(7.17)

The distortion function D(RL,WL) = 1
K

∑K
k=1 d(rL

k ,wL
k ) is parameterized as a function of

the estimator weights and allocated rates with d(rL
k ,wL

k ) defined as

d(rL
k ,wL

k ) = E[|SL
k − ŜL

k |2|rL
k ,wL

k ]

= E[|SL
k − (wL

k )HỹL
k |2]

= E[|SL
k − (wL

k )Hak Sk − (wL
k )Hnk − (wL

k )HqL
k |2]

=|AL
k−(wL

k )Hak |2ΦSk+(wL
k )H

ΦL
k (rL

k )︷ ︸︸ ︷
[Φnk+ΦqL

k
(rL

k )]wL
k ,

(7.18)

and similarly for the right side distortion function D(RR,WR). Assuming a distortion-less
response in the target signal direction, i.e., using the constraint (wL

k )Hak = AL
k , which is
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included in the linear equality constraints in (7.16), (7.17), and the fact that ΦqL
k

(rL
k ) is

diagonal (see (7.12)), the distortion function d(rL
k ,wL

k ) can be rewritten as

d(rL
k ,wL

k ) = (wL
k )HΦnk wL

k +
M∑

m=M L+1

|wL
km |2 kL

km

22 r L
km

. (7.19)

A similar expression can be written for the right side beamformer. Stacking both the
variables for the left and the right FCs into matrices, we have

wk = [(wL
k )T, (wR

k )T]T ∈C2M×1,

Φk =
[
ΦL

k 0
0 ΦR

k

]
∈C2M×2M .

It is natural to assume positive rates, rkm ≥ 0 (e.g. rmin = 0 and rmax =∞). Therefore, the
reformulated problem can further be written as

min
RL,RR,W

1

K

K∑
k=1

[wH
k Φk (rL

k ,rR
k )wk ]

s.t.
K∑

k=1

M∑
m=M L+1

r L
km ≤ RL

tot,

K∑
k=1

M L+M A∑
m=1

r R
km ≤ RR

tot,

r L
km ≥ 0, r R

km ≥ 0,

ΛH
k wk = fk ,

(7.20)

where the objective function includes the distortion function in (7.19), and also, includes
a similar distortion function for the right-side FC. The function in (7.19) includes two
terms: 1) the residual noise power (wL

k )HΦnk wL
k , which is a quadratic (convex) function

of the weights and 2) the residual quantization noise
∑M

m=M L+1

|wL
km |2 kL

km

2
2 r L

km
, which is a sum-

mation of “quadratic-over-nonlinear" functions, which are non-convex. Therefore the
problem in (7.20) is a non-convex optimization problem. However, fixing either W or R,
the problem will be convex in the remaining variable.

7.2.2. PROPOSED SOLUTION
Although the problem formulated in (7.20) is non-convex, we can still find the neces-
sary optimality conditions by writing the Karush-Kuhn-Tucker (KKT) conditions [31].
Considering the first and second inequality rate constraint functions in (7.20), it can be
shown that the rate solutions actually lie on the boundary of the feasibility sets defined
by the global rate budget constraints which are the first and the second constraints in
(7.20) [27].

We solve the KKT conditions and the solution will be given in the following proposi-
tion.
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Proposition. The solution to the problem in (7.20) is given by

1) w?
k (rL?

k ,rR?
k ) =Φ−1

k Λk (ΛH
k Φ

−1
k Λk )−1fk ,

2) r L?
km(λ′?

L , wL?
km) = [ 1

2 log2(
|wL?

km |2 kL
km

λ′?L
)]+,

3) r R?
km(λ′?

R , wR?
km) = [ 1

2 log2(
|wR?

km |2 kR
km

λ′?R
)]+,

(7.21)

where λ′?
L = Kλ?L

2 ln2 and λ′?
R = Kλ?R

2 ln2 are parameters, which satisfy the following equality con-
straints, respectively

K∑
k=1

M∑
m=M L+1

r L
km(λ′?

L ) = RL
tot,

K∑
k=1

M L+M A∑
m=1

r R
km(λ′?

R ) = RR
tot.

Proof. See Appendix 7-A.

The rates are non-zero valued for λ′?
L ≤ |wL?

km |2 kL
km and λ′?

R ≤ |wR?
km |2 kR

km and are
zero-valued otherwise. The non-linear operator [·]+ projects all negative valued rates to
zero and the positive valued rates will remain unchanged, satisfying the set of inequality
constraints in (7.20) (r L

km ≥ 0, r R
km ≥ 0,).

As shown in the proposition, the optimal weights w?
k are the rate-constrained BLCMV

coefficients, which, as a special case of the BLCMV coefficients, can be expressed as the
BMVDR solutions. Note that, in general, Φ−1

k is a function of the bit-rates rL?
k and rR?

k .

The optimal rates r L
km and r R

km are the solution to the weighted reverse water filling prob-
lem. In other words, looking at the system of equations in (7.21), it turns out that to
allocate the rates, we need to follow the reverse water filling approach while using the
BLCMV filter coefficients. As explained, the BLCMV filters, when there is no quantiza-
tion, can guarantee the preservation of the spatial cues of the target signal. Also here in
(7.21), it is possible to preserve the spatial cues of the target signal, even when imper-
fect data, which is quantized at finite rate, is received by the corresponding beamformer
and used to computeΦ−1

k . Unlike the original water filling problem, where the rate allo-
cation depends only on the microphone signal power, here, the rate allocation not only
depends on the microphone signal power but also on the importance of the correspond-
ing frequency component of the microphone signal to the estimation process. That is,
the frequency bins which are more important in the target estimation stage, i.e., more
informative, will be allocated more bits.

To solve the system of equations in (7.21), a similar approach as in [27] is used. The
approach is based on alternating optimization, where the system is initialized with, for
example, equal rate allocation across all components for both the left and right FCs, say
RL

0 and RR
0 , respectively. Then the weight equation is computed based on the equal rates

and the weight matrix W1 is updated. Then, the rates will be updated based on the com-
puted weights to RL

1 and RR
1 . This process will be repeated until a certain stopping crite-

rion is met. As the problem in (7.20) is component-wise convex, it is shown in [32] that
any limit point, which is the solution after sufficient iterations. is a critical point. This
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means that the obtained critical point is not necessarily globally optimal. However, as
shown in [27], based on MSE and STOI measures, for certain types of noise reduction
methods, the performance is almost as good as the method which uses an exhaustive
search, but at the benefit of much lower computational complexity.

SPECIAL CASES OF THE PROPOSED SOLUTION

In Table 7.1, we highlight several special cases of the proposed solution in (7.21). As
shown, (A) if the rate budgets go to infinity, then the solution will be equal to the joint
BLCMV (JBLCM) filters [10, 11], using (7.7). (B) If the rate budgets go to infinity, and the
matrixΛk is given by

Λk =
[

ak 0
0 ak

]
∈C2M×2,

fH
k =[AL

k AR
k ] ∈C1×2.

(7.22)

then the solution will become equal to the BMVDR filters [8]. (C) If the rate budgets are
finite numbers, and the above-mentioned Λk in (7.22) is used, then the weight solution
will be the rate-constrained BMVDR filters, which we refer to as “Proposed alternating
optimization (AO)-BMVDR” in the next section. (D) Finally, when the rate budgets are
finite, solving the equations in (7.21) and using (7.7) will lead to the proposed method,
which we refer to as “ProposedAO-JBLCMV".

7.3. PERFORMANCE EVALUATION
In this section, we evaluate the proposed method as a function of the total bit rate budget
by carrying out simulations in different acoustic scenarios. The proposed method will be
compared to some existing methods using the binaural output SNR, and the ILD and ITD
error measures, which will be defined in the next part of this section. In the evaluation,
we will consider two different acoustic scenarios discussed in Sections 7.3.2 and 7.3.3,
respectively.

7.3.1. PERFORMANCE MEASURES

We use the definitions presented in [6, 9, 10] for binaural input and output SNRs and ITD
and ILD errors.

BINAURAL SNRS

The binaural input SNR and the binaural output SNR are defined as [9]

SNRin(k) =10log10(
eT

LΦxk eL +eT
RΦxk eR

eT
LΦ

L
k eL +eT

RΦ
R
k eR

),

SNRout(k) =10log10(
(wL

k )HΦxk wL
k + (wR

k )HΦxk wR
k

(wL
k )HΦL

k wL
k + (wR

k )HΦR
k wR

k

),

(7.23)

where k denotes the frequency index, and
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Table 7.1: Special cases of the proposed solution in (7.21).

Method Total Rate Constraint MatrixΛ

(A): JBLCMV [10, 11]
RL

tot →∞
RR

tot →∞ Λk as in (7.7)

(B): BMVDR [8]
RL

tot →∞
RR

tot →∞ Λk as in (7.22)

(C): ProposedAO-BMVDR
RL

tot is finite
RR

tot is finite
Λk as in (7.22)

(D): ProposedAO-JBLCMV
RL

tot is finite
RR

tot is finite
Λk as in (7.7)

eT
L =[1,0, . . . ,0] ∈RM ,

eT
R =[0, . . . ,0︸ ︷︷ ︸

M L+M A

,1,0 . . . ,0] ∈RM .

The performance measure we use is defined as the binaural SNR gain, SNRgain(k), and is
given by

SNRgain(k) =SNRout(k)−SNRin(k). (7.24)

ILD AND ITD ERRORS

To define the ILD and ITD errors, we first define the input and output interaural transfer
functions (ITFs) w.r.t. the source of interest as [6, 10]

ITFin
X (k) = X L

k

X R
k

= AL
k

AR
k

,

ITFout
X (k) =wL

k
H

xk

wR
k

H
xk

= wL
k

H
ak

wR
k

H
ak

.

(7.25)

Note that to find the ITFs for the interferers, the signal Xk and the transfer function Ak

should be replaced by Iki and Bki , respectively, in (7.25). With this, the input and output
ILDs are defined as the squared magnitudes of the input and output ITFs. That is

ILDin
X (k) = |ITFin

X (k)|2, ILDout
X (k) = |ITFout

X (k)|2, (7.26)

and the input and output ITDs defined as the phase of the input and output ITFs. That
is

ITDin
X (k) =∠ITFin

X (k), ITDout
X (k) =∠ITFout

X (k). (7.27)

The ILD and ITD errors are then defined as
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ERILDout
X

(k) = |ILDout
X (k)− ILDin

X (k)|,

ERITDout
X

(k) = |ITDout
X (k)− ITDin

X (k)|
π

.
(7.28)

Note that 0 ≤ ERITDout
X

(k) ≤ 1. Please note that, in this chapter, all defined measures

will be rate-constrained, meaning that the measures are computed for a given total bit
budgets RL

tot and RR
tot, which will become more clear in the simulation results.

7.3.2. EXAMPLE BINAURAL HA SETUP USING HEAD-RELATED TRANSFER

FUNCTIONS

ACOUSTIC SCENE 1
The first acoustic scene is based on the setup described in [33] and depicted in Fig. 7.1.
The green circle in Fig. 7.1 denotes the target speech source, which is positioned at 3 m
distance from the origin ((0,0)), in front of the binaural HA system. The binaural HA sys-
tem consists of two HAs with two microphones per HA, with thus M = 4 microphones
in total, mounted on a virtual head and denoted by the red “+" symbol. The zero degree
corresponds to the looking direction of the virtual head and the angles are computed
counterclockwise. The planar distance between the two microphones per HA is 0.76 cm
and the radius of the typical head is 8.2 cm [33]. Interferers are indicated by the black tri-
angles, assumed to be located at different positions in space, with a spatial resolution of
5◦. The number and location of the interferers may vary in different experiments. Uncor-
related flat PSD noise is also added to the microphone signals at an SNR of 40 dB with
respect to the corresponding reference microphones to simulate internal microphone
noise.

The left and right side HAs are considered as two FCs. For example, for the left
side FC, the observations recorded at its microphones are thought as the local obser-
vations and the contralateral right side microphone signals are quantized and transmit-
ted to the left side FC. A similar explanation holds for the right side FC. Welch’s method
is used to estimate the PSD of the target speech, using 512-discrete Fourier transform
(DFT) points, which is computed frame-by-frame using 50% overlapping speech frames.
Around 12s of recorded sampled speech (at Fs = 16 KHz) from the “CMU-ARCTIC" data
base [34] is used for the PSD estimation process. The head-related transfer functions
(HRTFs) from the database in [33], with a spatial resolution of 5◦, are used in this ex-
periment. For the point noise sources, flat PSDs ΦIk (ω) over the interval ω ∈ [−π,π] are
considered. The cross-PSD matrices with respect to the target signal and the noises are
computed using the estimated/computed PSDs and the HRTFs.

COMPETING METHODS

The following methods are chosen as reference methods: a) EQ-BMVDR: the rate- con-
strained BMVDR. In this approach, we assume equal rate allocation across all sensors
and frequencies, i.e., no optimization is done here. Note that when there is no quan-
tization noise, this approach is equal to the BMVDR beamformer [8]. b) EQ-JBLCMV:
The rate-constrained variation of the method proposed in [10, 11]. The equal rate allo-
cation across all sensors and frequencies is considered in this approach. Note that when
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Figure 7.1: Example acoustic scene. The target signal, the interferers, and the four HA microphones (two
microphones per HA) are denoted by the green circle, the black triangles , and the red “+", respectively.

there is no quantization noise, which happens at infinitely high rates, this method will
be the same as the one proposed in [10, 11]. c) ProposedAO-BMVDR: In this approach,
the special case of the proposed alternating optimization (AO) method described in Sec.
7.2.2 will be used to allocate the rates in the BMVDR beamforming setup. The constraint
matrixΛwill simply have two columns, taking into account the distortion-less response
constraints with respect to the target signal. d) ProposedAO-JBLCMV: In this approach,
the proposed method described in Sec. 7.2.2 will be used to allocate the rates with the
constraint matrix Λ mentioned in (7.7). Please note that to run the proposed algorithm,
as well as the competing methods, the ATFs and the joint statistic are assumed to be
known. Under stationary assumptions, and assuming that the spectral shape of the sig-
nal does not rapidly change over time, the over-head cost which is needed to inform the
transmitters, on which bit-rate they should transmit the data, can be averaged out over
consecutive frames.

SIMULATION RESULTS

In this section, we will compare the methods described in the previous sub-section based
on the measures introduced in Sec. 7.3.1. We consider the acoustical setup, shown in
Fig. 7.1 with five interferers located at (3m,{−80◦,−60◦,−20◦,40◦,85◦}). The signal to
interferer ratio (SIR) with respect to both FCs are set to approximately 0 dB. Fig. 7.2
shows the SNR gains as a function of total bit budget for the above-mentioned scenario.
Please note that in Fig. 7.2 and all the remaining results in this chapter, the total bit-
rate is normalized by the number of frequency samples, which is 512. The black hori-
zontal dashed-line shows the upper bound on the performance of the BMVDR beam-
forming when there is no quantization noise, i.e., at infinitely high rates. Similarly, the
black dashed-dotted horizontal line shows the upper bound on the performance of the
JBLCMV beamforming at infinitely high rates. In fact, the BMVDR performs better than
the JBLCMC in terms of SNR as it has more degrees of freedom for noise reduction, at the
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cost of losing some binaural information, which will be shown later in this section. The
performance of the both the “EQ-BMVDR" and the “ProposedAO-BMVDR" approach
that of the BMVDR at high rates without any mismatch. As shown, the proposed method
significantly outperforms the methods with equal rate allocation as the alternating opti-
mization approach is used to jointly optimize the rates and weights. A similar argument
holds for the “ProposedAO-JBLCMV". The performance of the “ProposedAO-JBLCMV" is
always worse than that of the “ProposedAO-BMVDR" as less degrees of freedom remain
for the noise reduction, compared to BMVDR beamforming.

To see how the methods affect the preservation of the binaural spatial information,
we compute the ILD and ITD errors, introduced in (7.28). The ILD and ITD errors are
shown in Fig. 7.3. In this chapter, the ILD and ITD errors are averaged among the target
signal and the interferes.

The black dashed-line in both figures shows the asymptotic ILD and ITD errors for
BMVDR beamforming, at infinitely high rates. Please note that the BMVDR method can-
not preserve the spatial information with respect to the interferers, therefore there will
be always ILD and ITD errors remaining in the processed signal. However, the JBLCMV
beamformer can preserve the spatial information for up to 2M −3 interferers, therefore,
there is no ILD or ITD error with respect to the JBLCMV-based methods here. As shown
in (7.21), in the proposedAO-JBLCMV method, as the weights are actually computed by
the LCMV equations, it can also preserve the spatial information of 2M −3 (which is five
for M = 4) interferers. As shown in Fig. 7.3a, in this specific scenario, the proposedAO-
BMVDR method can perform better than the EQ-BMVDR method in terms of ILD errors
at most total rates. However, as the problem proposed in (7.20) does not aim at opti-
mizing the ILD or ITD errors, in general, it is not guaranteed to perform better than the
equal rate allocation. The ILD and ITD errors w.r.t. both methods will approach that of
the BMVDR beamforming at sufficiently high rates.

7.3.3. EXAMPLE GENERALIZED BINAURAL HA SETUP USING BODY-RELATED

TRANSFER FUNCTIONS

ACOUSTIC SCENE 2

In this section, we will compare the methods based on the generalized binaural HA setup
from [35]. In addition to the binaural HA setup with four microphones as in Sec. 7.3.2,
here, there is an assistive microphone, assumed to be mounted on the HA user’s body
(close to the left wrist). Therefore, this example includes five microphones. We use the
body-related transfer functions (BRTFs) generated from the database presented in [35].
These impulse responses are measured with an adult human in an acoustically treated
laboratory (T60 ≈ 200 ms). All sources are assumed to be located at a planar distance of
2 m from the HA user. The target speech source is assumed to be located in front of the
HA user and the six interferers are assumed to be located at (2m,{−15◦,−30◦,−60◦,30◦,60◦
,90◦}) with SIR set approximately to 0 dB w.r.t. both the left side and the right side refer-
ence microphones. Uncorrelated flat PSD noise is also added to the microphone signals
with the SNR set to 40 dB to simulate internal microphone self noise. The PSD of the
target speech and the other sources are estimated/assumed in the same fashion as de-
scribed in the previous example setup in Sec. 7.3.2.
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Figure 7.2: SNR gain [dB] versus total rate [bit per sample] based on a binaural setup in Fig. 7.1 (Acoustic Scene
1).
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(a) ILD errors (Acoustic Scene 1).
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(b) ITD errors (Acoustic Scene 1).

Figure 7.3: ILD and ITD errors versus total rate [bit per sample] based on the setup in Fig. 7.1 (Acoustic Scene
1).

SIMULATION RESULTS

The SNR gain is shown in Fig. 7.4

Similar to Sec. 7.3.2, The black horizontal dashed and the black dash-dotted lines
denote the asymptotic BMVDR beamforming and JBLCMV beamforming SNR gains, re-
spectively, at infinitely high rates. The performance of both “EQ-BMVDR" and “Pro-
posed AO-BMVDR" follow a similar trend as in Fig. 7.2. Note that in this section, in
addition to the generalized setup where there are five microphones (four microphones
for the binaural HA setup and one additional assistive microphone), we also show the
simulation results for the same acoustic scene, but with four microphones (without the
assistive microphone), to show the benefit of having extra assistive microphone to in-
crease the SNR gains. The methods which are based on the generalized setup are de-
noted by “x-5Mics", and the methods that are based on the binaural setup are denoted
by “x-4Mics".

As shown in Fig. 7.4, with four microphones, the performance is always less than
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Figure 7.4: SNR gain [dB] versus total rate [bit per sample] based on the generalized binaural setup using BRTFs
(Acoustic Scene 2).

the case with five microphones. In fact, with six interferers, in this simulation with four
microphones, all JBLCMV-based methods spend all their degrees of freedom to preserve
the spatial cues of the sources and hence, there is no control over the noise reduction
(i.e., no SNR gain in this case). However, the BMVDR-based methods with four micro-
phones still have control over the amount of noise reduction. Using the proposed alter-
nating optimization method allows for optimal rate allocation for generalized-extended
binaural setups where the additional assistive microphone can help to increase the av-
eraged SNR gain, compared to the binaural configuration with four microphones.

The ILD and ITD errors based on the generalized setup with five microphones, as well
as for the binaural setup with four HA microphones, are shown in Fig. 7.5. As shown, All
JBLCMV-based methods can guarantee the preservation of the spatial cues (the yellow,
green, blue, and gray-colored curves lie on top of each other with zero ILD and ITD er-
rors), where the BMVDR-based methods suffer from spatial cue errors. Especially, the
BMVDR-based methods with five microphones, focus more on the noise reduction task,
and therefore, they have slightly more ILD and ITD errors compared to the case with four
microphones.

With a similar explanation as in Sec. 7.3.2, the proposedAO-BMVDR, and the EQ-
BMVDR methods are not able to preserve the spatial cues for all interferers as they do
not impose any constraints to preserve the spatial cues of the interferers. As shown in
Fig. 7.5b the proposedAO-BMVDR and the EQ-BMVDR methods have similar ITD errors
at almost all rates, meaning that, if a certain amount of ITD error is of interest, then there
is no need to send the high rate realizations to the FC, and hence, the observation can
be quantized at lower rates and then transmitted. However, this argument is scenario-
dependent.

Please note that similar to [27], here the proposed framework does not suffer from
the scalability issue and can be applied to the more generalized scenarios including any
number of microphones which can be located in random positions.
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Figure 7.5: ILD and ITD errors versus total rate [bit per sample] based on the generalized binaural HA setup
(Acoustic Scene 2).
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7.4. CONCLUSION
In this chapter, we proposed a spatially correct rate-constrained noise reduction prob-
lem which jointly finds the best rate allocation and estimation weights across all frequen-
cies and sensors. The problem is based on the modified rate-distortion trade-off where
the optimization problem is modified to incorporate the preservation of binaural cues,
which is an important factor for increasing the speech intelligibility for hearing aid users.
Solving the proposed optimization problem, based on the set of linear cue preservation
constraints, the estimation (beamformer) weights are found to be the rate-dependent
LCMV filters, and the rates are the solutions to the set of water filling problems. We chose
two different acoustic scenes to evaluate the performance of the proposed methods: 1)
The binaural HA setup with four microphones using HRTFs. 2) The generalized binaural
HA setup with five microphones using BRTFs, where an additional assistive microphone
is collaborating with HAs. We compared the BMVDR-based methods with the JBLCMV-
based methods. The performance of the proposed method is evaluated using SNR gains
and ILD and ITD errors. The results showed that the proposed method outperforms the
methods with naive/equal choices of rates. In addition, as shown in Fig. 7.2 and Fig.
7.4, the BMVDR-based methods perform better than JBLCMV-based methods in terms
of SNR in both scenarios as there is more degree of freedom for noise reduction, at the
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cost of losing some spatial information of the sources. This behavior is consistent across
different scenarios.
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APPENDICES

7-A: DERIVATIONS OF THE PROPOSED SOLUTION IN (7.21)
The solution to the optimization problem in (7.20) is given by (7.21). In this section, we
show the derivations leading to (7.21). We solve the KKT conditions, derived based on
the problem in (7.20).

The Lagrangian function is given by (7.29). The matrix M includes the multipliersµk ,
i.e., M = [µ1, . . . ,µK ], and matrices VL and VR includes entries vL

km and vR
km , respectively.

Given that

Re{ΛH
k wk } = Λ

H
k wk +ΛT

k w∗
k

2
,

Im{ΛH
k wk } = Λ

H
k wk −ΛT

k w∗
k

2i
,

(7.30)

the KKT condition w.r.t. the Lagrangian function in (7.29) is given by

Lw∗
k
= 1

K
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2
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= 0, (7.31a)
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λL ≥ 0, λR ≥ 0, (7.31h)
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r L
km vL

km = 0, r R
km vR

km = 0, (7.31j)

vL
km ≥ 0, vR

km ≥ 0. (7.31k)

ΛH
k wk = fk . (7.31l)

First, we solve the KKT conditions w.r.t. the estimation weights wk . Solving (7.31a) for
wk , we have

w?
k = KΦ−1

k Λk (
Re{µ?}+ i Im{µ?}

2
) = K

2
Φ−1

k Λkµ
?. (7.32)

Substituting (7.32) into the linear constraint (7.31l) and solving (7.31l), the optimal µ? is
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given by

µ? = 2

K
(ΛH

k Φ
−1
k Λk )−1fk . (7.33)

Finally, substituting (7.33) back into (7.32), the optimal weights are given by

w?
k (rL?

k ,rR?
k ) =Φ−1

k Λk (ΛH
k Φ

−1
k Λk )−1fk . (7.34)

Note that, unlike the original BLCMV solution, here the optimal weights w?
k , as well as

the PSD matrix Φk are functions of the optimal bit-rates, which will be derived in the
following.

As the constraint functions for r L
km and r R

km are separable, we can independently

solve the KKT equations w.r.t. the corresponding rates. We start with the solution for r L
km .

Solving (7.31b) for vL
km , and substituting it into the complementary slackness condition

in (7.31j), we have

(
−2ln2|wL

km |2 kL
km

K 22r L
km

+λL)r L
km = 0. (7.35)

Looking at (7.35), there are two cases here: 1) the optimal rate r L
km is set to zero, when

based on (7.31j), the variable vL
km has to be strictly greater than zero, which, by looking at

(7.31b), implies λLK
2ln2 ≥ |wL

km |2 kL
km . 2) vL

km = 0, then solving (7.31b) for r L
km , the optimal

non-zero valued rates are given by

r L?
km = 1

2
log2(

|wL?
km |2 kL

km
Kλ?L
2ln2

), (7.36)

which implies λLK
2ln2 < |wL

km |2 kL
km . Combining cases 1 and 2, we have

r L?
km(λ′?

L , wL?
km) = [

1

2
log2(

|wL?
km |2 kL

km

λ′?
L

)]+, (7.37)

where λ′?
L = Kλ?L

2ln2 . The operator [·]+ assures positive rates and projects all negative values
onto zero. The parameter λ′?

L must satisfy the KKT condition (7.31d) with equality, as
argued in [27]. Note that the rates are functions of the weights wL?

km and the water-falling
threshold parameter λ?L . Therefore, the alternating optimization is proposed to be used
to solve theses equations in (7.37) and (7.34). A similar proof holds for r R?

km .
Finally to find the optimal λ?L and λ?R , a similar water-filling approach, as proposed

in [27] (in the last part of the proof in the appendix), can be used.
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8
CONCLUSION AND FUTURE

RESEARCH DIRECTIONS

In this chapter, we draw the conclusions of the dissertation. In addition, we mention
some future research questions which are raised based on the dissertation.

8.1. CONCLUSIONS
Binaural hearing aids are shown to be capable of utilizing advanced multi-microphone
noise reduction techniques to enhance the acoustic scene for the hearing aid user. Multi-
microphone noise reduction techniques for hearing aids aim at improving the quality
and intelligibility of the speech sources. Thanks to wireless technology, hearing aids of
the left and the right side ears can potentially collaborate with each other, as well as with
other wireless assistive devices in the acoustic scene to improve the amount of noise re-
duction and allow preservation of the location of the sound sources. One common way
to achieve proper noise reduction is to combine the observations from all microphones
and output an estimate of the desired sources for the left and the right ears, while re-
ducing the environmental noise. In these approaches, a certain fidelity criterion is opti-
mized to achieve a good estimate of the desired sources, which can be, for example, the
MSE or other measures like intelligibility metrics [1, 2]. The observations from the right-
and left side hearing aids consist of the binaural information about the sources in the
acoustic scene. This binaural information includes the interaural level differences (ILD)
and the interaural phase/time differences (IPD/ITD). Preservation of these binaural cues
is very important to get a natural impression of the acoustic scene [3].

To perform the multi-microphone noise reduction algorithms the observations from
all sensors should be received by the central processor. As the power supply of the de-
vices is limited, the data must be compressed/quantized before transmission. Typically
the observations are quantized at certain fixed bit-rates. Therefore, the rate of trans-
mission between the devices is constrained in the noise reduction problem. The goal
of this dissertation was to (optimally) incorporate the quantization noise into the multi-
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microphone noise reduction problems, taking rate constraints into account.
The goal of rate-constrained noise reduction techniques is similar to the original

noise reduction techniques, except that the data to be processed is incomplete (quan-
tized). The performance of the rate-constrained noise reduction methods depends on
the amount and distribution of the bit budget across different sensors and frequencies
[4]. By using higher bit-rates to represent the microphone signals, the performance will
increase. This introduces a trade-off between the transmission rate and the accuracy of
the noise reduction algorithm. By measuring the noise reduction performance via dis-
tortion measures (e.g. MSE), the problem can be seen as the rate-distortion trade-off,
which has been well-studied from an information-theoretic perspective in [5–8]. Look-
ing at the rate-distortion problem from a noise reduction perspective, we propose, in this
thesis, different algorithm to incorporate the quantization rate into the noise reduction
problem and find different rate-distortion trade-offs aimed at noise reduction.

To summarize what has been addressed in this thesis, the research questions raised
in the introduction chapter will be answered briefly in the following. More detailed con-
clusions will be explained in the remaining sections, in this chapter.

1- What is the effect of the quantization on the noise reduction performance, and
how do quantization related assumptions affect the performance of the quantiza-
tion aware noise reduction?

- To answer this research question, we have proposed in Chapter three a rate-
dependent BMVDR noise reduction algorithm based on uniform quantiza-
tion for binaural hearing aids. In this chapter, we showed the trade-off be-
tween the amount of the total rate spent to quantize the contralateral ob-
servation transmitted to the other HA, and the SNR gain of the BMVDR. The
more rates are spent to quantize the data, the more SNR gain is achieved by
the method. In addition, we investigated some assumptions made on the
form of quantization, which influences the SNR performance, especially in
the low-bitrate scenarios. These assumptions are: 1) the quantization noise
is uncorrelated to the signal to be quantized. 2) And the quantization noise
of the observations are uncorrelated from each other. We showed that by us-
ing the dithering technique, we can decorrelate the quantization noise from
the signal on the additive signal model, making the assumptions to take the
quantization into account valid at all rates.

2- The optimal binaural rate-constrained method in [4] unavoidably requires the joint
statistics to be known at both processing nodes. Can we design a coding algorithm
from an information-theoretic point of view, which can inherently estimate the
joint statistics to be applied to provide an optimal solution at least for one proces-
sor?

- To answer this research question, we have proposed in Chapter four an asym-
metric coding scheme to do optimal binaural rate-dependent noise reduc-
tion without pre-knowledge on the joint statistics. This approach consists of
two communication links. One link from the right HA to the left HA and vice
versa. In one of the two links, we proposed a vector case of the probability



8.1. CONCLUSIONS

8

141

preserving rate-distortion trade-off, and with that, we can simply retrieve the
(unquantized) joint correlations from the quantized data and use it in the
other link to achieve the optimal trade-off.

3- Existing methods for rate-constrained binaural noise reduction typically consider
only two processing nodes. Can we generalize the binaural hearing set up with a
smart rate allocation technique to enable more assistive devices to cooperate for
improved noise reduction performance?

- To answer this research question, in Chapter five we have proposed an oper-
ational rate-constrained noise reduction algorithm that enables us to utilize
not only the binaural information but also the information from additional
assistive devices (e.g. mobile phones) together to construct a (small) WASN.
In this approach, a discrete optimization technique is used to optimize rate
allocations across frequencies and sensors. The above-mentioned method
uses an exhaustive search-based approach to find the best rate allocation
across microphones, but still uses an efficient rate allocation optimization
across frequencies. However, due to the exhaustive search, this becomes in-
tractable when the size of the WASN grows. To address this issue, in Chap-
ter six we have proposed a rate-constrained noise reduction algorithm that
suits arbitrary-size WASN, without this scalability issue. We proposed an op-
timization problem that aims at minimizing the MSE between the estimated
signal at the central fusion center and the desired signal by jointly finding
the best estimation weights and quantization rates across all frequencies and
sensors. Under certain assumptions, the estimations weights are found to
be the rate-dependent Wiener filter coefficients, and the optimal rates are
found to be the solution to the reverse water-filling problem. The results have
shown that the proposed solution performs almost as good as the optimal ex-
haustive search-based algorithm, with much lower complexity and an ability
to be used in large-size WASNs.

4- Most of the existing rate-constrained problems do not take the preservation of spa-
tial cues into account when designing the optimal rate allocation algorithms. Can
we efficiently link the rate-constrained problem to have a spatially correct rate-
constrained noise reduction system?

- To answer this research question, in Chapter seven, inspired by the proposed
method in Chapter six, we have proposed a spatially correct rate-constrained
noise reduction algorithms, which aims similarly (to the previous chapter) at
jointly finding the optimal estimation weights and rates, while additionally
preserving the (binaural) spatial information (cues) in the binaural HA setup.
Assuming two fusion centers (for the right and left HAs), based on MSE crite-
ria and linear constraints on the spatial information, the optimal weights are
found to be the LCMV filter coefficients and the rates are to be the solution
to two reverse water-filling problems.
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8.1.1. ON THE EFFECT OF QUANTIZATION ON BINAURAL BEAMFORMING FOR

HEARING AIDS

In Chapter three, we worked on the first research question, which addresses the effect
of quantization noise on binaural beamforming, mentioned earlier in this chapter. We
started the road to the rate-constrained multi-microphone noise reduction algorithms
based on the MSE criteria. In Chapter three, we explained how the quantization noise,
which occurs when imperfect/quantized data is to be processed by the beamformers, is
taken into account in noise reduction problems. As an example, we used the binaural
multi-microphone MVDR beamformer. First, the signal model is modified by includ-
ing additive uniform quantization noise. In addition, the correlation matrix model is
modified taking into account the correlation matrix of the quantization noise. With this,
the MVDR problem is written using the modified noise correlation matrix. The correla-
tion matrix of the quantization noise is assumed to be diagonal and additive, meaning
that : 1) the quantization noise is uncorrelated to the signal to be quantized and 2) the
quantization noises of different sensors are uncorrelated. As we assumed uniform quan-
tization, we investigated these two assumptions using correlation measures, defined in
Chapter three (Section 3.5). The results show that at lower quantization bitrates the cross
power spectral density matrix of the quantization noise is not always diagonal, depend-
ing on the position of the sound sources with respect to the microphone array. Therefore,
we used the dithering technique to decorrelate the signal form the quantization noise,
and also to decorrelate the quantization noise across microphones. We concluded by
simulations that using dithering, the assumptions on the modified signal model are al-
ways valid at all rates and all source positions. We also showed that the output SNR (as
a function of bit-rate ) of the beamformer, which takes into account the quantization
noise correlation matrix is much higher than the one without taking into account the
quantization noise correlation matrix.

8.1.2. INFORMATION-THEORETIC STUDY OF RATE-CONSTRAINED NOISE RE-
DUCTION FOR HEARING AIDS

In Chapter four, we answered the second research question on the limitation of the op-
timal rate-constrained noise reduction for hearing aids in [4]. This limitation is the in-
evitable requirement of joint statistics at both processors. The problem can be viewed
as a source coding problem with/without side information at the decoder which has
been well-studied from an information-theoretic viewpoint. To overcome this limita-
tion, we proposed an asymmetric coding framework for rate-constrained noise reduc-
tion for hearing aids. For transmission of the information form one HA to the other
HA (Link 1), we extended the so-called probability density preserving coding algorithm
for vector sources and showed how to retrieve the joint statistics from the probability
density preserved quantized data. Then, we used this information to approach the op-
timal performance in the other link, without knowing the joint statistics in advance.
In this chapter, the noise reduction problem is viewed from an information-theoretic
perspective. Therefore, we found the theoretic bounds on the performance of the rate-
constrained noise reduction for different coding schemes. It note worthy that to imple-
ment these algorithms, one needs a sufficient amount of data and estimators to estimate
the sources from the observed and quantized data. In the next chapters, more practical



8.1. CONCLUSIONS

8

143

algorithms are presented in which we use simpler coding schemes (like uniform quan-
tizers).

We can conclude that the proposed probability density preserving coding scheme
can help us to preserve the statistics of the data (without pre-knowledge of the statis-
tics), while a direct source coding approach, which uses reserve water filling to allocate
the rates to different frequencies, may allocate zero bits to some frequency components,
and therefore, this information will be lost and cannot be retrieved perfectly at the de-
coder. However, the proposed approach is only suitable when there are just two process-
ing nodes. The scenarios with more than two nodes are not taken into account in this
algorithm. Therefore, in the next chapters, we propose new algorithms that are able to
allocate the rates also to additional assistive agents (microphones) to improve the noise
reduction and utilize more sensors in the noise reduction for wireless acoustic sensors.

8.1.3. RATE-CONSTRAINED NOISE REDUCTION FOR GENERALIZED BINAU-
RAL HEARING AID SETUPS (SMALL-SIZE WASNS)

In Chapter five, we extended the binaural setup to enable more sensors to contribute to
the noise reduction task. Some additional assistive microphones are now included in
the setup in order to send additional information to the central fusion center to improve
the noise reduction performance. This work is inspired by operational source coding
schemes [9], where the algorithms try to find the best bitrate allocation among a cloud
of operating points in the rate-distortion space. The proposed method utilizes discrete
optimization to allocate the rates across frequency and uses an exhaustive search to al-
locate the rates across sensors. This enables us to have an optimized rate-constrained
noise reduction framework for more than two nodes. Therefore, we tried to answer
the third question, which was about the generalization of the binaural rate-constrained
noise reduction to more than two processing nodes, mentioned in the introduction chap-
ter. Although the proposed method is simple and effective for rate allocation across fre-
quencies, the algorithm is not scalable with the size of the network, as we used exhaus-
tive search ( a non-polynomial search), which becomes intractable when the size of the
network grows. Therefore, in Chapter six, we worked on a scalable solution, as detailed
in the next section.

8.1.4. RATE-CONSTRAINED NOISE REDUCTION FOR WASNS
In Chapter six, we intended to find a solution to the rate-constrained noise reduction
problem for wireless acoustic sensor networks with arbitrary size. Based on the linear
estimation concept, we proposed an optimization problem that aims at the estimation
of a source, assuming that the remotely-observed microphone signals are quantized and
transmitted to a fusion center. We proposed to jointly find the estimation coefficients
and bit-rate allocation across both frequency and microphones. The objective function
consists of the averaged estimation error between the target signal and its estimate in
the frequency domain (MSE). The MSE is a function of the estimation weights and allo-
cation bitrates for all frequencies and microphones. The constraints of the optimization
problem are assumed to be linear functions of the rates to limit the total bit budget at
which information can be coded and transmitted. We proposed a solution to this non-
convex optimization problem (details on why the problem is non-convex can be found
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in Chapter six) based on the alternating optimization approach. Under certain assump-
tions, the estimation coefficients are found to be the rate-dependent Wiener coefficients
and the rates are found to be the solution to a weighted reverse water filling problem.

Unlike the previous method in [10], the proposed method does not suffer from the
scalability issue, as the complexity order of the proposed solution (which is polynomial)
is much less than that of the exhaustive search in [10]. However, one of the important
aspects of multi-microphone noise reduction is to preserve the spatial information of
the sources while suppressing the undesired part of the acoustic scene. This is not con-
sidered in the current rate-constrained problem. In the next chapter, we worked on how
to incorporate spatial information preservation in the rate-constrained noise reduction
problem.

8.1.5. SPATIALLY CORRECT RATE-CONSTRAINED NOISE REDUCTION FOR

WASNS

In Chapter seven, we extended our previous work in Chapter six to bring spatial informa-
tion preservation to the binaural rate-constrained noise reduction problem. To achieve
this, based on the linear estimation philosophy, we proposed a multi-fusion center-
based optimization framework, in which the goal is to find the best estimation weights
and quantization rates while preserving the spatial cues of the sources. The objective
function is the summation of the averaged estimation errors between the target signal
and its estimate in the frequency domain (MSE) for both the left and the right side HA
processors, which is a function of estimation weights and allocation rates for all frequen-
cies and microphones. The constraints of the optimization problem can be categorized
into two groups. 1) The first group is assumed to be linear functions of the rates for both
links (transmitting the information from the left side to the right side and vice versa) to
limit the total bit budget at which information can be coded and transmitted. 2) The sec-
ond group of constraints are meant for spatial cue preservation and are linear functions
of the estimation weights. Compared to the previous chapter, we proposed an extended
solution to this non-convex optimization problem based on the alternating optimiza-
tion approach. Under certain assumptions, the estimation coefficients are found to be
the rate-dependent LCMV coefficients and the rates are found to be the solution to a
weighted reverse water filling problem for both transmission links. With the proposed
method, we presented a spatially correct rate-constrained noise reduction algorithm for
binaural hearing aids in arbitrary size WASNs. Therefore, similar to Chapter six, here we
do not have the scalability issue as the size of the network grows. In Chapter seven, we
tried to answer the last research question from this dissertation.

Based on the generalized binaural HA setup, where additional assistive microphones
are collaborating with HAs, the performance of the proposed method is evaluated us-
ing SNR gains and ILD and ITD errors. The results showed that the proposed method
outperforms the methods with naive/random choices of rates.
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8.2. SUGGESTIONS FOR POSSIBLE FUTURE RESEARCH DIREC-
TIONS

In this dissertation, our goal was to study different rate-constrained multi-microphone
noise reduction problems, given the imperfect (compressed) data. We showed, from
information-theoretic optimal quantizers to the simple uniform quantizers, how to link
the noise reduction problem to the data compression. In this chapter, we give some
suggestions on how to continue this research from different perspectives.

In Chapter four, we studied the information-theoretic source coding algorithms for
the binaural noise reduction problem, with only two processing nodes. For example,
the well-known WZ source coding was linked to the binaural noise reduction problem.
However, the problem of having more than two nodes was not considered in the pro-
posed method. This work can be continued to study the possibility of extending the
WZ source coding problems for more than two processing nodes. The question would
be how to reduce the redundancy of information contained in each node to be used in
other nodes. Or in other words, how to link WZ-based problems for the arbitrary-size
WASNs to the noise reduction problem.

In Chapters four, five, six, and seven we proposed different rate-constrained prob-
lems based on different scenarios and assumptions. In all the proposed methods, the
DFT or KLT transformation was used to process the spatial and temporal information
before transmission to the other nodes. We suggest studying more transformation tech-
niques, such as generalized eigenvalue decomposition (G-EVD), to see the effect of dif-
ferent decomposition techniques on the performance of the noise reduction problems.
Using different transformation techniques at the encoder side will have an impact on the
efficiency of the rate allocation algorithms, therefore, it worth studying it.

In Chapters five, six, and seven we tried to introduce different rate-constrained so-
lutions to the multi-microphone noise reduction in both small-size and arbitrary-size
WASNs. One of the underlying assumptions in these proposed methods was that the
statistics of the signals does not change rapidly in consecutive speech frames. To deal
with the time-varying statistics, we think that we could use the idea of progressive source
coding to update our estimated/computed bit-rates based on the updated statistics.
This will lead to a notion of time-varying rate-constrained noise reduction, which would
of great interest in practical situations, for example in highly non-stationary acoustic
scenes.
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