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Abstract

To meet current renewable energy demands, there is a major increase in global wind power capacity. Wind turbines
are commonly clustered in wind farms. When operating, wind turbines extract energy from the wind, creating a
region characterized by a low velocity, called the wake. The wake negatively impacts the power production of down-
stream wind turbines. This power loss can be alleviated with wind farm control, where an upstream wind turbine
deviates from optimal individual operation to improve the power production of the total wind farm. A novel wind
farm control concept is dynamic induction control. While the results of dynamic control look promising, the working
principles behind the increase in energy are not yet well understood.

This thesis provides a framework to evaluate the transport of kinetic energy into a cylindrical control volume in a
wind turbine wake using the instantaneous Navier Stokes energy equation. This approach can provide insight into the
time behaviour of kinetic energy transport and can be used in conjunction with the Reynolds Averaged Navier Stokes
energy equation. The wake is analyzed using Proper Orthogonal Decomposition to identify the dominant phenomena.
The working principle of dynamic induction control is qualitatively described by dividing the wake into three regions:
region I, dominated by pressure, region II, dominated by a vortex ring and region III, dominated by turbulence. The
peak of transport of kinetic energy occurs in region II, as is confirmed by analysis through the instantaneous Navier
Stokes energy equations. Finally, this thesis shows that for a simulation with uniform inflow and where the effect of
the nacelle is not modelled, the transition from region II to region III is triggered by the interaction of the vortex ring
with an inner vortex ring that forms around the nacelle wake. The nacelle wake is a result of not modelling the nacelle
and deemed non-physical, so the ring vortex breakdown location that arises from this simulation does not have much
physical meaning.

While there remains alot of work to be done, this thesis confirms the potential of dynamic induction control shown
in previous research. A particularly interesting aspect of dynamic induction control shown in this thesis is that a
high amount of wake recovery is compressed into a short distance in the order of 3D. This property makes dynamic
induction control a potential way to decrease turbine spacing in wind farms, allowing the placement of more wind
turbines on the same area.
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Introduction

To meet current renewable energy demands, there is a major increase in global wind power capacity. Since 2000,
the global installed capacity has gone from 17GW in 2000 to 733GW today". Currently, about 5% of wind energy
capacity is built offshore. Offshore wind turbines are commonly clustered in wind farms to reduce deployment costs
of the turbines and electricity grid, and operations and maintenance costs (Boersma et al.,, 2017). When operating,
wind turbines extract energy from the wind, changing the characteristics of the flow downstream of the wind turbine:
reducing the flow velocity and increasing the turbulence intensity (Sanderse et al., 2011). This region is referred to as
the wake. A photograph of wind turbine wakes in an offshore wind farm is shown in fig. 1.1.

Figure 1.1: Photograph of the Horns Rev 2 offshore wind farm. Due to fortunate atmospheric conditions when the photo was taken, the fog is a great
visualization of wind turbine wakes, as described by Hasager et al. (2017). Photo by: Bel Air Aviation Denmark - Helicopter Services.

Wind turbines in wind farms have complex interactions through their wakes. These interactions cause wind tur-
bines in the wake of an upstream wind turbine to be negatively affected in terms of decreased power production,
due to the decreased flow velocity, and increased loads, due to the increased turbulence intensity (Sanderse et al,,
2011). Research on this phenomenon is ongoing from both an aerodynamic perspective, to capture wake behaviour in
models of varying fidelity (Sanderse et al., 2011), and from a wind farm control perspective, to deviate from optimal

'https://irena.org/Statistics/View- Data-by-Topic/Capacity-and-Generation/Statistics-Time- Series
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2 1. Introduction

individual wind turbine operation to improve a total wind farm objective, such as maximized power production or
minimized loads (Kheirabadi and Nagamune, 2019).

Wind farm control falls into three main concepts: axial induction control, wake redirection and wind turbine repo-
sitioning. Axial induction control was the first proposed wind farm control concept (Steinbuch et al., 1988). An up-
stream wind turbine reduces its power extraction from the wind, so that a downstream wind turbine is exposed to a
higher wind speed. Wake redirection is based on misaligning an upstream wind turbine with respect to the incoming
wind direction to direct the flow with reduced kinetic energy away from a downstream turbine (Jiménez et al., 2010).
Wind turbine positioning can be applied in floating wind farms, repositioning individual turbines to minimize wake
overlap (Boersma et al., 2017).

A novel approach is dynamic control, where the main control concepts are applied with a time-varying control
input. Goit and Meyers (2015) proposed a time-varying axial induction control concept, showing a 16% increase in
wind farm power production compared to an uncontrolled reference. Munters and Meyers (2018a) proposed a time-
varying wake redirection control concept using wind turbine yaw as actuator, showing an increase of 34%. Frederik
et al. (2020a) proposed a time-varying wake redirection concept using individual pitch control as actuator, showing
an increase of 7.5%?” The main goal behind these dynamic concepts is to excite dynamics in the wake to promote the
transfer of kinetic energy from the high-energy flow surrounding the wake, to the low-energy flow in the wake. This
process is also referred to as wake mixing or entrainment.

While the results of dynamic control look promising, the working principles behind the increase in energy are not
yet well understood. Munters and Meyers (2018b) suggest that the working principle behind dynamic induction con-
trol is the creation of vortex rings in the wake of a wind turbine actuated with dynamic induction control at the right
frequency and amplitude of the control signal. This thesis aims to elucidate the working principle behind dynamic
induction control.

1.1. Objective and research questions

This thesis aims to support the research on dynamic induction control by providing insight into the dynamics that
promote the transfer of kinetic energy from the free-stream flow into the wake. The following research questions
have been formulated:

+ What are the dominant phenomena in the wake that promote wake mixing?

- What phenomena are present under baseline control with uniform inflow conditions?
- What phenomena are present under baseline control with turbulent inflow conditions?

- What phenomena are present under dynamic induction control with uniform inflow conditions?

- How can the transfer of kinetic energy into the wake be quantitatively described?

- What is the difference between instantaneous and Reynolds Averaged kinetic energy transfer?
- What are the characteristic regions in the wake of a turbine actuated with Dynamic Induction Control?

+ What is the relation between flow and wind farm parameters and effective settings for dynamic induction con-
trol?

1.2. Thesis overview
The mentioned research questions will be answered in the body of this thesis. This work is structured as follows:

- Chapter 2 presents a literature review, supporting the claims made in the introduction, justifying the relevance
of the research objective, and providing the theoretical basis for the rest of this thesis.

“Note that even though all of these numbers are found for turbulent inflow, they can not be compared directly to each other without taking into
account the specific flow conditions used for the simulation.
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« Chapter 3 describes the three simulation environments used in this research.

« Chapter 4 shows a derivation for the transport of kinetic energy into a cylindrical control volume in a wind
turbine wake using the instantaneous and Reynolds Averaged Navier Stokes energy equation. The RANS en-
ergy equation has seen much use in literature related to wake recovery. The instantaneous Navier Stokes is a
novel approach to describe the time behaviour of kinetic energy transport in the context of dynamic induction
control.

« Chapter 5 presents a qualitative analysis of the phenomena arising in the wake of a wind turbine with baseline
control under uniform inflow, a wind turbine with baseline control under turbulent inflow and a wind turbine
with dynamic induction control under uniform inflow. In doing so, the first set of research questions are an-
swered.

- Chapter 6 uses the RANS and instantaneous energy equations derived in chapter 4 to give quantitative insight
into the transport of kinetic energy in the wake of a wind turbine with baseline control under uniform inflow, a
wind turbine with baseline control under turbulent inflow and a wind turbine with dynamic induction control
under uniform inflow. In doing so, the second set of research questions are answered.

- Chapter 7 evaluates different actuating frequencies of dynamic induction control in an attempt to answer the
third research question.

« Chapter 8 summarises the findings presented in this thesis, proposes a series of recommendations for further
research and provides a brief summation of the main contributions of this work.






State of the art

This chapter gives an overview of the relevant theory, phenomena, concepts, models and methods described in litera-
ture, supporting the claims made in the introduction, justifying the relevance of the research objective, and providing
the basis for the rest of this thesis. The chapter will treat the following topics:

+ Wind turbine aerodynamics
+ The wake effect

+ Wind farm control

+ Wind farm models

« Wake analysis methods

The findings are synthesised in section 2.6.

2.1. Wind turbine aerodynamics

The first step in understanding the wake interaction between two wind turbines, is the fundamental wind turbine
aerodynamics. A one-dimensional, two-dimensional and three-dimensional model of a wind turbine rotor in ideal
(inviscid, irrotational, incompressible) flow will briefly be explained here, as they will help to understand some of the
main concepts of the wake effect:

- Actuator disk theory
- Blade Element Momentum theory

- Lifting line theory
2.1.1. Inviscid rotor and wake models

Actuator Disk theory

The most basic representation of a wind turbine is the classical one-dimensional actuator disk theory. In this theory,
originally developed by Rankine (1865) and Froude (1889) to describe propellers, the wind turbine rotor is represented
as a permeable surface normal to the freestream direction where the forces on the flow are uniformly distributed over
the disk. The disk is assumed to be ideal: there are no friction forces, and there is no rotational velocity component
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in the wake. Further assuming no external forces and inviscid, incompressible and stationary flow allows applying
Bernoulli’s principle, leading to the situation graphically depicted in fig. 2.1. The flow slows down gradually from the
freestream velocity u to an average value at the rotor plane u,. ., to an average value far downstream in the wake
Ufar—wake AS the velocity drops, the static pressure increases according to Bernoulli. Additionally, the streamlines
must diverge as a result of continuity. Energy is extracted from the flow at the actuator disk, where there is a pressure
drop from immediately upstream to immediately downstream of the rotor. The slowdown of the streamwise velocity
is defined using the axial induction factor a, according to eq. (2.1).

Upotor = (1 - a)uoo (21)

An important result from actuator disk theory is the famous Betz limit, showing that a turbine with no losses can
capture a maximum of 16/27 = 59.3% of the kinetic energy in the wind when the axial induction factor a = 1/3.

velocity

4
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Figure 2.1: Streamlines past the rotor and the axial velocity and pressure up and downstream of the rotor. Taken from Hansen (2015).

Blade Element Momentum Theory

The actuator disk theory was extended by Glauert (1935) to the widely used Blade Element Momentum (BEM) theory.
In BEM, wake rotation is taken into account by introducing a tangential induction factor a’. Additionally, the rotor is
discretized into blade sections or annuli, effectively making a two-dimensional description of the system. The relative
velocity and angle of attack of each blade section can be determined using a velocity triangle as in fig. 2.2.
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Figure 2.2: Velocity triangle showing the induced velocities for a section of the blade. Taken from Hansen (2015).

The local aerodynamic loads and induction factors can be found from the local geometry, relative velocity, angle
of attack and airfoil polars in an iterative manner when assuming negligible flow velocity in the spanwise direction
to ensure independence of annuli and an infinite number of blades, to ensure constant force from the blades on the
flow in the tangential direction.

Two corrections must be taken into account in the BEM method: the Glauert correction for heavily loaded rotors
and the Prandtl tip loss correction. The Glauert correction is an empirical relation between the thrust coefficient and
the axial induction factor. The Prandtl tip loss correction has to be applied to correct for the assumption of an infinite
number of blades.

Applying the BEM method introduces some power extraction losses with respect to the Betz limit derived from
an ideal rotor in the actuator disk model. Firstly, there is energy spent in rotation in the wake. Secondly, the tip loss
is taken into account, reducing the blade’s efficiency near the tip. Finally, a drag force can be introduced by the airfoil
polars.

Lifting line theory

The lifting line theory uses a vorticity-based approach to give a three-dimensional description of the flow field. The
airfoil is represented as a line in the spanwise direction. According to the Kutta-Joukowski theorem (L = pU,.; x I),
the generation of lift is related to circulation around the airfoil. This leads to a distributed bound vortex along the
airfoil. At the tip, air flows from the pressure side to the suction side, creating the tip vortex. The bound vortex and
tip vortex can be modelled as vortex filaments with strength I'. According to Helmholtz second theorem, a vortex
filament can not end in a fluid. A closed vortex filament system must exist. The vortex filament that closes the system,
called the shed vortex, can be considered far downstream. This is shown in fig. 2.3a. Applying the lifting line theory
to the rotating wind turbine blades creates the helical vortex system shown in fig. 2.3b. There is a bound vortex along
the three blades, a root vortex and three helical tip vortices.

A vortex filament describes the induced velocity around that filament. The Biot-Savart law can be applied to find
the three-dimensional velocity at every point. The tangential component in the helical tip vortices results in an in-
duced axial velocity against the direction of the wind at any spanwise position of the blade. The axial component in
the helical tip vortices results in an induced tangential velocity at any spanwise position of the blade. These so-called
downwash effects result in a change in the perceived angle of attack by the blade, and add an induced drag component
to the local lift. This reduces the efficiency potential when compared to two-dimensional models. It is assumed that
the induced velocities in and spanwise direction can be neglected for wind turbine blades.

The Glauert correction is not necessary as the wake self-adjusts to heavily loaded rotors. The Prandtl tip loss
correction is not necessary as the induced velocities already capture this effect.
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(a) Vortex system on a finite wing. (b) Vortex system on a three-bladed rotating turbine.

Figure 2.3: Vortex systems. Taken from Sanderse (2009).

For further information on fundamental wind turbine aerodynamics, the reader is referred to the "Wind Energy
Handbook” by Burton (2001) and "Aerodynamics of Wind Turbines” by Hansen (2015).
a

2.2. The wake effect

The main characteristic of a wind turbine wake can already be seen from the one-dimensional actuator disk analysis:
a tubular region of reduced streamwise velocity downstream of the wind turbine with an area larger than the rotor.
Barthelmie et al. (2009) show that wake effects can cause Annual Energy Production losses up to 12% for a wind farm
compared to turbines in free stream. The wake is further characterised by an increase in turbulence intensity caused
by tip vortices, turbulent boundary layers leaving the blades and mechanical turbulence from the blade and tower and
wake (Sanderse (2009)). However, physical phenomena in the wake become more complex when the assumptions
for the simplified models break down. A schematic of the important phenomena in a wind turbine wake is shown in
fig. 2.4.
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Figure 2.4: Schematic showing the instantaneous phenomena (top) that lead to the time-averaged flow features in the wake (bottom). Taken from
Porté-Agel et al. (2020).

The wind turbine wake is typically divided into two regions: the near wake and the far wake (Vermeer et al. (2003)).
The transition happens between one and five rotor diameters, depending on flow properties such as turbulence in-
tensity and tip speed ratio (Sanderse (2009), Vermeer et al. (2003), Porté-Agel et al. (2020)).

The near wake is the area immediately behind the rotor where the properties of the rotor can be discriminated.
In ideal flow, these properties are the velocity deficit and tip and root vortices found from actuator disk theory, blade
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element momentum theory and/or lifting line theory. In a non-idealized wake, the difference in velocity between the
air inside the wake and outside the wake creates a shear layer in which turbulent eddies are formed. The shear layer
thickens when moving downstream, which is shown schematically by the dotted lines in the time-averaged schematic
of the wake in fig. 2.4. At some distance downstream from the rotor plane, the thickening shear layers overlap. Because
of the ambient shear layer, the turbulence intensity in the upper part of the shear layer is higher than in the lower part
(Sanderse (2009)).

The tip vortices expand due to vortex stretching, and the radius of the helical structure increases as the wake
expands. The stability of tip vortices is investigated in Sarmast et al. (2014) and extended by Sgrensen et al. (2015).
An expression is formulated that predicts the breakdown of the helical tip vortex as a function of rotor properties:
number of blades V,, tip speed ratio ), convection velocity u,, rotor radius R, turbulence intensity 7'I and thrust
coefficient C as eq. (2.2).

(i) — (255 1 (0.370) + 5510 (71 (22)
R near wake B Nb)\CT . . .

After the breakdown of the tip vortices, a transition region is reached. When the upper and lower shear layers
overlap, the far wake region is reached, characterized by an approximately self-similar Gaussian velocity-deficit dis-
tribution. The properties of the rotor can no longer be discriminated.

2.2.1. Wake meandering
As a result of large turbulent structures present in the atmospheric boundary layer, the entire wake experiences a
random unsteady oscillation with respect to the time-averaged wake centerline. This is known as wake meander-
ing. While wake meandering improves wake mixing, it also introduces unsteady asymmetric loads on downstream
turbines, possibly increasing fatigue loads. Models for wake meandering and their effects are presented by Ainslie
(1988) and Larsen et al. (2008).

Andersen et al. (2013) show that in an infinitely long row of wind turbines, a vortex shedding frequency arises, in
the form of an oscillating wake center in the lateral and vertical direction, with a Strouhal number of St = 0.19]—].
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(a) Trajectory of the wake center. (b) Power spectral density of the wake center motion.

Figure 2.5: Wake center motion. Taken from Andersen et al. (2013)

The Strouhal number is a dimensionless number describing oscillating flow mechanisms, relating the frequency
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of vortex shedding f, a characteristic length D and flow velocity u. For a cylinder, experiments show that the vortex
shedding frequency remains close to St = 0.2[—] over a large range of Reynolds numbers (Kundu et al,, 2015).

_ID
T ou

St (2.3)

2.2.2. Wake mixing
The turbulent interaction of the wake with the surrounding flow promotes the extraction of kinetic energy in the form
of streamwise velocity from the surrounding flow to the wake. This is referred to as wake mixing or entrainment and
results in an increasing streamwise velocity. Actuator disk theory predicts a decreasing streamwise velocity in the
streamwise direction. There is a point downstream of the rotor with the maximum velocity deficit, after which the
velocity deficit decreases due to wake mixing (Annoni et al., 2016).

The transport of mean kinetic energy can be derived from the Reynolds Averaged Navier Stokes equation, and
integrated over a streamtube to find eq. (2.4) (Houtin—Mongrolle et al., 2021):

1 7 7 1 ~ ~ ~ ~y~y

o @) @) (@) + (@) B) + (o (W) +4,5)n,dS

s < T _—
Advection Pressure work  Reynolds stress work

- ///V (p(Sy) (i) +p (@) (i) +Av)dV =0

st

(24)

Production of TKE Turbine work

with (u;u;> denoting the Reynolds stress tensor and S, ; denoting the strain rate tensor. The advection term cap-
tures the change in the flux of mean kinetic energy through the streamtube surface. The production of Turbulent
Kinetic Energy (TKE) term removes energy from the mean. Viscous and subgrid-scale terms on the surface and in the
volume are gathered as A g and Ay,. The terms in this equation describe the increase in mean kinetic energy, captured
in the advection term, due to various work terms on the stream tube surface and the production of the TKE term in
the streamtube volume. The derivation and application of eq. (2.4) in this research is further discussed in chapter 4.

The various terms are shown in fig. 2.6a. Houtin—Mongrolle et al. (2021) find the local dominant terms in the mean
kinetic energy equation and link those to flow dynamics to define areas I, II, IIl and IV in the wake.
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(a) Mean kinetic energy equation terms integrated over the streamtube cross- (b) 3D visualization of the instantaneous Q-criterion.
section. a) is a case with uniform inflow. b) is a case with turbulent inflow. Both
cases are misaligned with the wind by v = 30°.

Figure 2.6: Mean kinetic energy transport terms. Note that the obtained results are for a case with wind turbines yawed with respect to the incoming

wind. Taken from Houtin—Mongrolle et al. (2021).

Newman et al. (2014) and Andersen et al. (2017) focus on the Reynolds stress term (ii7 in equation eq. (2.4)). They
show that one of the Reynolds stress terms is dominant and has a characteristic spatial distribution as shown in fig. 2.7.
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Figure 2.7: The turbulent Mean Kinetic Energy entrainment term normalized by (u;,,,;,)°. Taken from Newman et al. (2014)

2.3. Wind farm control

Wind turbines that are in the wake of an upstream wind turbine experience a reduced power production and increased
extreme and fatigue loads. To mitigate these effects, wind turbines in a wind farm can be controlled considering the
effect of their operation on their neighbours. This is known as wind farm control. Three notable wind farm control
concepts are shown in fig. 2.9. The working principle of these control techniques can be related to stationary wake
physics. More recently, wind farm control concepts that are based on dynamic wake physics have been proposed.
The basics of individual wind turbine control will be explained here, as well as the wind farm control concepts based
on stationary and dynamic physics.

2.3.1. Individual wind turbine control

To understand the concepts of wind farm control, the most commonly used practical implementation of a rotor will be
explained here. The simplified rotor models describe a Horizontal Axis Wind Turbine, the most commonly produced
and used wind turbine. The rotor converts the momentum of the flow field into aerodynamic forces that drive the
generator. The degrees of freedom for a wind turbine are:

+ Blade pitch () - The rotor blades can be rotated around the axis aligned with the blades to change the angle of
attack and thus aerodynamic forces on the blade.

+ Generator torque (Tg) - The generator torque can be controlled to influence the rotational velocity of the rotor
and power capture.

+ Yaw (v) - The nacelle can rotate around the axis aligned with the tower to align the rotor perpendicular to the
wind.

The basic components of a wind turbine are shown in fig. 2.8a. For individual wind turbine control, different op-
erating regions can be distinguished as a function of wind speed. These regions are shown in fig. 2.8b, along with a
line of the total power present in the wind.
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(a) Horizontal-axis wind turbine with labelled main components and control (b) Typical wind turbine power curve. Taken from Boersma et al. (2017).

variables. Taken from Boersma et al. (2017).

Figure 2.8: Horizontal Axis Wind Turbine basic working principles

In Region 1, the wind speed is below the cut-in wind speed. This means that it is not viable to operate the wind
turbine for practical reasons, such as a minimum generator speed.

In Region 2, the wind turbine is operated to extract as much as possible energy from the flow. According to the
Betz limit, at most 16,/27 = 59.3% of the power in the wind can be extracted, while in practice, this number lies even
lower. Therefore, the line of actual power output lies below the line of total power present in the wind. The operating
conditions for the pitch 6 and torque 7, follow from BEM theory. Pitch f is most commonly set to be 0, and the torque
follows from the K — 22 law (Burton, 2001).

In Region 3, the generator has reached its maximum power output. The wind turbine is controlled to operate at
the maximum power output and maximum rotational velocity by manipulating the blades’ angle of attack.

2.3.2. Steady-state wind farm control

The control scheme for an individual wind turbine, where the wind turbine is operated to extract the maximum power
from the wind without considering its neighbours, is referred to as greedy control. However, it might be beneficial to
incorporate the surrounding wind turbines into the operating strategy of individual wind turbines. Wind farm control
can be applied to achieve one or more of the following objectives: increasing power production, reducing structural
degradation, and improving power quality (Kheirabadi and Nagamune, 2019). Increasing power production is most
relevant when the wind turbines are operating in Region 2. Several concepts are described in literature and discussed
below.
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Figure 2.9: Overview of three notable wind farm control techniques proposed for mitigating the wake effect within wind farms. The schematic
shows a top-view of two wind turbines aligned with the incoming free stream wind. Green elements highlight changes in turbine operation and
wake conditions associated with each control concept. Taken from Kheirabadi and Nagamune (2019).

The first wind farm control concept is power de-rating or axial induction-based control. It was proposed by Stein-
buch et al. (1988) and is shown in fig. 2.9a. It can be shown using actuator disk theory that when Turbine 2 is directly in
the far wake of Turbine 1, where the streamwise velocity is u,..;,, = 1. (1 — 2a), that the optimal operation point for
the axial induction factor a of Turbine 1, when considering the power production as the sum of the power of Turbine
1and Turbine 2, isnot a = 1/3, but a is in fact lower (Johnson and Thomas (2009)).

While axial induction-based control showed initial promising results, recent simulation studies (Nilsson et al.
(2015)) and wind tunnel tests (Campagnolo et al. (2016)) show limited success of axial induction control. This is partly
because the concept is based on actuator disk theory, which does not take into account wake recovery. Engineering
wake models can be used to approximate the wake recovery (Annoni et al. (2016)).

The second wind farm control concept is yaw-based wake redirection. As shown in fig. 2.9b, the thrust force ex-
erted by the wind turbine on the has a net force component perpendicular to the flow direction, causing the wake to
deflect. This effect has been studied numerically by Jiménez et al. (2010) and experimentally by Wagenaar and Schep-
ers (2012). While Turbine 1 operates in sub-optimal conditions, Turbine 2 has a potential power increase when the
wake is successfully deflected. When applied correctly, the power production as the sum of Turbine 1 and Turbine 2
is greater when applying yaw-based wake redirection.

The third wind farm control concept is turbine repositioning of floating offshore wind turbines. Similar to yaw-
based wake redirection, the goal is to reduce the overlap of the wake of Turbine 1 with the rotor of Turbine 2. The work-
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ing principle is to re-position the individual turbines in real-time to achieve this goal as shown in fig. 2.9c (Boersma
etal. (2017)).

2.3.3. Dynamic wind farm control

A new approach to wind farm control is to apply the notable wind farm control concepts, but with a time-varying
input. The goal of this approach is to increase wake mixing by exciting dynamic wake phenomena.

Goit and Meyers (2015) propose to apply time-varying axial induction control, where the axial induction factor
is calculated from a receding-horizon approach and using knowledge of the flow field. Qualitative analysis of the
instantaneous flow fields shows that the working principle of this concept is based on the quasi-periodic shedding
of vortex rings. The vortex rings can be seen in fig. 2.10b. This approach shows promising results, with an energy
extraction increase of up to 16% for one hour. However, this approach should be considered a benchmark rather than

a practical control approach due to the high computational cost of finding the control settings in real-time using a
receding horizon approach.

(a) Reference
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t(s)

0 500 1000 1500 2000 2500 3000 3500
t(s)

(a) Time evolution of the thrust coefficient of one of the turbines in the wind farm.

(b) Instantaneous snapshots of a portion of the wind-farm flow field for the refer-
Taken from Goit and Meyers (2015).

ence (left) and optimized (right) case. Isosurface of vorticity magnitude coloured

by streamwise velocity. Wind turbines are represented as grey disks. Taken from
Munters and Meyers (2018b).

Figure 2.10: Control signal and flow field arising from a receding-horizon approach to dynamic induction control.

Yilmaz and Meyers (2018) perform a similar adjoint-based optimization for dynamic induction control. For uni-
form inflow, they find a control signal where three vortices are released in a cycle, that interact as they travel down-
stream at different velocities, shown in fig. 2.11b. This is a different working principle than the one proposed by Goit
and Meyers (2015). This might be because of a different rotor model (Goit and Meyers (2015) use an Actuator Disk

model, Yilmaz and Meyers (2018) use an Actuator Line model), a higher resolution, or including the effect of rotor
inertia.
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Figure 2.11: Vortex system arising from an adjoint-optimised control signal. Taken from Yilmaz and Meyers (2018)

Munters and Meyers (2018b) propose a simpler approach, where the axial induction factor is implemented as a
sinusoidal signal on an actuator disk. This approach successfully mimics the shedding of vortex rings using the re-
ceding horizon approach. Frederik et al. (2020a) perform a grid study to find the wake velocity increase as a function
of actuation frequency, shown in fig. 2.12. At 5D downstream, the optimal frequency is approximately St = 0.25[—].
Interestingly, the optimal frequency differs as a function of distance from the upstream turbine: at 3D, the optimal
frequency is approximately St = 0.35[—]. Frederik et al. (2020b) show that the increase in weighted Damage Equiv-
alent Load of the blade edgewise and hub is small, in the order of 0.3 to 0.4%.
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Figure 2.12: The average wake velocity over a hypothetical rotor disk behind a wind turbine actuated with dynamic induction control simulated
with uniform inflow conditions. Taken from Frederik et al. (2020a)

A similar but alternate approach is presented by Brown et al. (2021). The wind turbine is leveraged as a flow
actuator to accelerate the breakdown of the tip vortices. This causes an early transition of the near wake to the far
wake, where the far wake has better wake mixing properties. The working principle is based on triggering a mutual
inductance, vortex pairing, instability by pitching the blades w = N,(k — 0.5) times per rotor revolution, where
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N, is the number of blades and k are positive integers. This is then a fundamentally different working principle
than the one proposed by Munters and Meyers (2018b), which is based on pitching the blades at a frequency around
St = 0.1 — 0.6]—] to shed coherent vortex rings in the wind turbine wake.

)

Figure 2.13: Trajectories of the outermost tip vortex filaments. Taken from Brown et al. (2021).

A dynamic control concept based on yaw-based wake redirection is presented by Munters and Meyers (2018a).
While dynamic yawing provides no significant benefits for uniform inflow compared to static yaw control, it performs
better in turbulent flow.

Frederik et al. (2020a) propose a novel method of redirecting the wake. By applying dynamic individual pitch
control, varying tilt and yaw moments are applied on the rotor. As a result, the wake slowly varies its direction in
time. It is hypothesized that this enhances wake mixing while maintaining lower power and thrust variations than
those experienced in dynamic induction control or dynamic yaw control.

2.4. Wind farm models

To qualitatively and quantitatively analyse the wake effect on the performance of a wind farm, and its mitigation
through wind farm control, three approaches can be taken.

Firstly, an analytical model can be defined. The benefits of analytical models include that their solutions are exact
and give insight into the system. The main drawback is that they can only be defined when making strong assumptions
that do not necessarily hold. Examples of analytical wind farm models are given in section 2.1. Indeed, the solutions
are exact and provide insight, but several key phenomena are missed due to the strong assumptions.

Secondly, the wake effect can be analysed experimentally. Testing in the field gives the most accurate representa-
tion of the system without making assumptions. Drawbacks of testing in the field include measurement errors and a
high cost and time investment. Additionally, new wind farm control concepts might fall outside the wind turbine de-
sign envelope, making wind turbine operators reluctant to approve wind farm control tests. Alternatively, the wake
effect can be analysed in a wind tunnel. This mitigates the time and cost investment compared to experimenting in
the field but still comes with considerable cost. However, new complexities arise in correctly scaling the system to a
size that fits in the available wind tunnel.

Finally, the wake effect can be analysed numerically. A range of methods to numerically describe the wake exist,
which typically include a trade-off between accuracy and computational time. The benefits of numerical analysis
include a limited requirement of resources, easy variation of parameters, and full knowledge of the flow field. In
contrast, drawbacks include numerical errors and the need for an accurate turbulence model.

The rest of this chapter will discuss various numerical wake models.

2.4.1. Wake models

Numerical wind farm models are typically classified from low-fidelity to high-fidelity. Increasing fidelity captures
more physics but has a higher computational cost. A classification of wake models is shown in fig. 2.14.
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Figure 2.14: Wake model classification diagram. Taken from Murcia Leon (2017)

Physics

Parametric models

The low fidelity wake models give a parametric description of the steady or quasi-steady wake velocity profile and
are based on the self-similar properties of the far wake. The parameters need to be tuned on experimental data or
simulations. They are also referred to as kinematic, engineering or parametric wake models.

One of the simplest representations of the wake is the Jensen Park model based on the description by Jensen (1983)
and Katic et al. (1987). It models the wake as a linearly expanding conical region with a velocity deficit that depends
on the distance behind the rotor and a wake recovery coefficient.

By extending the Jensen Park model with a model for wake deflection through yaw (Jiménez et al. (2010)) and
the improving wake overlap model, Gebraad (2014) extended the Jensen Park model to the FLOw Redirection and
Induction in Steady-State (FLORIS) model. A dynamical version named FLOw Redirection and Induction Dynamics
(FLORIDyn) is presented by Gebraad and Van Wingerden (2014). Other examples of low-fidelity wake models are the
Frandsen model (Frandsen et al. (2006)).

Where low-fidelity wake models lack in detail, they are surprisingly accurate on a wind farm level (Boersma et al.,
2017). Their low computation time makes them suitable for applications where many iterations are needed, such as
wind farm design purposes or control purposes.

Navier Stokes equations

To capture more detail in the wake, simulations based on the incompressible Navier-Stokes equations as given in
eq. (2.5) can be used. It is valid to use the incompressible Navier-Stokes equations because the flow velocity typically
does not exceed 100m /s or a Mach number of 0.3 in current wind turbines (Sanderse (2009)).

Ou, _o
ox;
du, Qu,u 1 dp 0%, (2.5)
=— —— v
ot ox; p Ox, Ox.0x;
— — — N
Accelerationterm  adyection term Pressure term  Viscous term

The Navier-Stokes equations can be applied numerically when discretizing spatially in a grid and temporally. This
isreferred to as Computational Fluid Dynamics (CFD). However, the phenomena that govern wind turbine wakes hap-
pen on a large range of physical and time scales (Sgrensen et al. (2015)). Resolving all these scales is referred to as Di-
rect Numerical Simulation (DNS) and is not feasible for wind farm wake simulations with current computing power.
This can be solved by making assumptions to simplify the equations and/or introducing a turbulence model.

Dynamic Wake Meandering model

The Dynamic Wake Meandering Model (DWM) proposed by Larsen et al. (2008) is based on the conjecture that the
transport of the wake can be modelled as if it acts as a passive tracer driven by the large-scale turbulence structures
in the Atmospheric Boundary Layer. It is based on 2-D parabolic Navier-Stokes equations neglecting pressure terms.
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The DWM consists of a model for velocity deficit, wake meandering, and rotor added turbulence. The velocity deficits
are found using an actuator disc model. According to Taylor’s hypothesis, the velocity deficits are assumed to be pas-
sive tracers that convect downstream with the mean wind speed and move laterally and vertically according to large
scale lateral and vertical turbulence velocities in the rotor plane. The turbulence model includes components from
wake meandering, added wake turbulence and ambient turbulence. The turbulence is modelled with an eddy vis-
cosity model. The DWM improves the accuracy of engineering models by describing the dynamic wake meandering
phenomenon at the cost of a slightly higher computational cost. It remains dependent on tuning parameters for the
turbulence model.

Reynolds Averaged Navier Stokes equations
Commonly, the Navier Stokes equations are assessed in a time-averaged sense by decomposing the velocity in terms
of its time-averaged value (u) and its fluctuations v/, called Reynolds decomposition:
u=(u)+u (2:6)
Applied to the Navier Stokes equations eq. (2.5), the Reynolds Averaged Navier Stokes equations can be derived:

olu. 19 o(S.. IETATE
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The main differences from the Navier Stokes equations are:

« The acceleration term 85‘ ¢ = (), because we are assuming a steady-state solution.

’..7

- The appearance of the Reynolds stress tensor (uiuj>. The Reynolds stress tensor arises from applying the
Reynolds decomposition on the advective term with a fluctuating velocity field and represents the averaged
momentum transfer caused by turbulent fluctuations.

This simplifies the Navier-Stokes equations by only requiring time-averaged velocities. However, the Reynolds
stress tensor contains six additional unknown variables that must be modelled. A turbulence model is needed to close
the equation. Various turbulence models exist and are discussed by G6¢men et al. (2016). RANS can describe the time-
averaged velocity field in the wake with more accuracy than lower fidelity models that make stronger assumptions
in their physics. A drawback of RANS is that it is not able to describe dynamic phenomena due to time-averaging.
Additionally, the turbulence models are dependent on parameters that need to be tuned by experiments or higher
fidelity simulations.

Large Eddy Simulation
Instead of applying time-averaging on the incompressible Navier-Stokes equations, a spatial low-pass filter can be
applied, leading to the Large Eddy Simulation (LES) governing equations. Again, a new term appears, called the sub-
filter scale stress tensor:

- -~ ~ 2~
u duu; 10p 0%, T, 08
o __ 1o 0 28)
ot ox; p Ox; Ox,;0x; ox;
\r“ —_———— —_——— ————— ~——
Acceleration term A dyection term Pressureterm  Viscousterm  Sub-filter scale stress tensor

When the filter width is in the inertial subrange, the sub-filter scale stress tensor can be modelled. This is based
on the assumption that the smallest eddies have a more or less universal character that does not depend on the flow
geometry (Sanderse et al., 2011)). Various turbulence models exist and are discussed by Meneveau and Katz (2000).
Advantages of LES include that more wake behaviour is solved and less is modelled, so it is less dependent on the
turbulence model for accuracy. Additionally, it inherently captures dynamic behaviour. This comes at the cost of
increased computational time.
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For further information on wind farm models, the reader is referred to the reviews by Sanderse et al. (2011) and
Gocmen et al. (2016), and for more information on turbulence modelling to "Turbulent flows” by Pope (2000).

2.4.2. Rotor modelling

A representation of the rotor blades is necessary to solve the Reynolds Averaged Navier Stokes equations or the Large
Eddy Simulation equations. There are two main approaches for representing the rotor: direct modelling or through
a body force.

Direct modelling

The blades can be resolved using direct modelling. This is the most exact way of representing the blades, but also
very computationally expensive (Sanderse et al., 2011). A visualization of the mesh around wind turbine components
is shown in fig. 2.15.

Figure 2.15: Layout of grids around tower, blade and far-field. Taken from Zahle et al. (2007)

Body force
In order to avoid calculation of blade boundary layers, the rotor blade can be modelled as a force on the flow f; by
adding it to the Navier Stokes momentum equation eq. (2.5) (Sanderse et al., 2011):

du, du,u 1 dp 0%u;
HL _Z,L POIT; xj :EJ: Roto:force
Accelerationterm  aqyection term Pressure term  Viscous term

There are three approaches for finding the force term f;: the actuator disk, the actuator line, and the actuator
surface. For the actuator disk method, the force depends on the radial position but is constant over an annulus. First,
the local flow velocity needs to be found. Then, the sectional force can be found using the local lift and drag coefficient
like in the Blade Element Momentum method. An extension of the actuator disk method is the actuator line method,
introduced by Sgrensen and Shen (2002). The line forces are not averaged over an annulus but computed locally as
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a function of local flow velocity. A regularization kernel is used to transfer the rotating line forces to the stationary
mesh.

Figure 2.16: Illustration of the actuator disk (AD), actuator line (AL) and actuator surface (AS). Taken from Sanderse et al. (2011).

24.3. Inflow generation
Depending on the wake model, several inflow conditions can be imposed. The most common alterations to a uniform
inflow profile are a vertical wind profile and turbulent fluctuations.

Atmospheric Boundary Layer
The vertical wind profile, arising from the planetary boundary layer, is commonly described using a logarithmic pro-
file (G6¢men et al., 2016):

u(z) = % 1n <Z> (2.10)
K 2

where u, is the friction velocity, » is the von Kirman constant (= 0.4), z is the elevation above ground level and z,
is the surface roughness length. The vertical wind profile can also be characterized by the power law (Gé¢men et al.,
2016):

(03
z
u(2) = Uyep () (2.11)
Z'ref

where u,.. ; is the undisturbed mean wind speed at a reference height z, . ; and « is the power-law exponent.

The atmospheric stability condition affects the flow characteristics. For wind energy applications, the atmosphere
is generally assumed neutral (G6¢men et al., 2016). However, atmospheric stability can have a large effect on the inflow
conditions.

Turbulence intensity
A more sophisticated way to generate inflow conditions is to create a separate simulation without wind turbines. The
flow can develop in this so-called precursor simulation before it is used as an inflow condition to the final simulation
with wind turbines (Gé¢men et al., 2016). An advantage of the precursor is that both the atmospheric boundary layer
and turbulence intensity can develop.

Alternatively, inflow turbulence can be simulated by a spectral tensor turbulence model developed by Mann (1994).
The spectral tensor contains information on spectra, cross-spectra and coherence to provide suitable turbulence for
engineering applications in wind energy.

2.5. Wake analysis methods

2.5.1. Q-criterion

A common way to identify coherent structures in fluid mechanics is to apply the Q-criterion proposed by Hunt et al.
(1988). The Q-criterion is defined in terms of instantaneous velocity gradients. It can also be written in terms of the
trace of the vorticity tensor ||(,,|| and the trace of the strain rate tensor ||.S;,||. Positive values of the Q-criterion are
associated with rotation-dominated regions of the flow, or vortices. Negative values are associated with straining
regions of the flow.
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(2.12)

2.5.2. Wake centre

The wake centre is found using the Weighted Geometric-Center Approach’, where the wake centre is defined to be
the average of all points below a threshold instantaneous streamwise velocity, weighted by the local instantaneous
streamwise velocity. An instantaneous lateral and vertical wake centre can be identified at all slices downstream of a
wind turbine in this fashion. For this research, a threshold value of u,;,,...;, = %uoo has been chosen.

_ Zz Ugg Ty v 21
Lywake = Zl Uy, ’ Uy < Uppresh ( . 3)

2.5.3. Proper Orthogonal Decomposition

A method to investigate wake dynamics is to decompose the flow field into spatial and temporal modes through Proper
Orthogonal Decomposition (POD). An example of POD modes arising in a wind turbine wake is shown in fig. 2.17a.
The modes show up in pairs, where each mode pair can be linked to a phenomenon in the flow. Modes 1 and 2 are
linked to the tip/root vortex helical system, modes 3 and 4 are linked to the von Karman vortex street shed by the
tower, modes 5 and 6 are harmonics of the tip/root vortex helical system, modes 7 and 8 are again linked to the von
Karman vortex street, modes 9 and 10 are linked to a Kelvin-Helmholtz-like instability (this is further discussed in
section 5.1.1) and the last two modes are conjectured to be related to the wake meandering phenomenon (De Cillis
et al,, 2020). POD also links the spatial modes to temporal modes, which can be related to a characteristic frequency.
The characteristic frequencies of the first 6 mode pairs are shown in fig. 2.17b. Effectively, the flow field in the wake is
described as a superposition of coherent structures in space and time. These properties make POD an excellent tool
to identify dominant phenomena in a wind turbine wake.

'https://ewquon.github.io/waketracking/methodology.html
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Figure 2.17: First 12 spatial and temporal POD modes of a vertical slice of a wind turbine wake in uniform inflow. Taken from De Cillis et al. (2020).

Proper Orthogonal Decomposition can also be applied to slices parallel to the wind turbine. For example, Sgrensen
et al. (2015) use POD to determine the length of the near wake by evaluating the shape and energy content of the large
coherent turbulent structures shown in fig. 2.18.
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Figure 2.18: Spatial development of the 15, 3" and 8'"* POD modes of slices parallel to the rotor plane of a wind turbine wake using a turbulence
intensity 7; = 7.1%. The energy content of the 15%, 374 and 8*" are shown as a function of distance. Circles denote the POD mode shown below.
Taken from Sgrensen et al. (2015)

Implementation

An overview of applying POD on turbulent flows is given by Berkooz et al. (1993). When using a Computational Fluid
Dynamics approach to solve a flow field problem, data is available on a grid of points for every time step. Every data
point contains velocity information in the z, y and z direction and might additionally contain pressure information.
Thisgivesn = n, X n, Xn, xn, x n, data points, withn,, n, and n, denoting the number of grid points in the z, y and
z direction, n, the number of time-steps and n, denotes the number of quantities used. For example, when using the
velocity in the z, y and z direction, n, = 3, and when adding the pressure information, n, = 4. The first step in POD
is to rearrange the three-dimensional data of every time-step u(z, y, z, ¢, t) into tall column vectors corresponding to
a time snapshot. For example, for ¢ = 1 the data is represented as in eq. (2.14).

Uyp1,1,1,t=1
T, = : (2.14)

Uu —
nw,ny,nz,nq,tfl nzl

All data can now be represented in the two-dimensional matrix X as in eq. (2.15). Subscript /m denotes the number
of time snapshots.

I N
X = [xl Ty o xm} (2.15)
[ N

The Proper Orthogonal Decomposition is based on the Singular Value Decomposition, eq. (2.16). This decomposes
the signal X into orthogonal spatial modes, which are contained as column vectors in ®. ¥ is a diagonal matrix con-

nrm
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taining the singular values o, which are greater than zero and ordered from high to low. The singular values describe
the variance of each mode. The temporal behaviour is captured in V'*.

X=%, % V (2.16)

nxm mXm " mxXm

Writing out the matrices:

| | o, 0 .0 v, —
R 0 .. 0 -V, -

X = [¢1 ¢2 e ¢7n} : O;2 0 . :2 . (217)
| | " C A xm 0 0 0 Om Vm _

mxXm mxXm

The spatial modes ® can be interpreted by reshaping the tall column vectors back into the dimensions of the grid.
For example, reshaping ¢, of the POD performed by De Cillis et al. (2020) results in the spatial mode shown in the top
left of fig. 2.17a.

Commonly the mean is subtracted first. When the mean is not subtracted first, this will result in a spatial mode
that corresponds to the mean, and does not contain a frequency component. This is referred to as the 0** mode.

The temporal modes V' are interpreted by transitioning from the time domain to the frequency domain. Welch’s
method is applied to the row vectors. Welch’s method is similar to the Fourier transform but applies a method based
on windows to reduce the noise caused by imperfect and finite data Welch (1976). The frequency spectrum is shown
in fig. 2.17b.

Reconstruction -
A reconstructed flow field X can be found from the sum of spatial modes, multiplied with their variance and temporal
mode. Typically, a summations is done from mode 1 to mode r:

X=> o5 (2.18)
k=1

The rank-r POD reconstruction X is the best rank-r approximation of X according to the Eckart-Young theorem.

‘Wake mixing reconstruction

Instead of reconstructing the flow field, the POD modes can be used to reconstruct the transport of mean kinetic

energy terms that were discussed in section 2.2.2 and will be further discussed in chapter 4 (De Cillis et al., 2020).
For example, the surface integral of one component of the Reynolds stress term can be reconstructed as:

H-wwnds =Y g erororon as 219
S k=1 YYS

Here, ¢ denotes the 0** mode, so the mean component of the flow in the u direction. ¢ and ¢} denote the tur-
bulent fluctuations in the u and w direction. The correct magnitude of the fluctuations is reconstructed using the
variance o,. Applying this method can provide insight into what modes are most beneficial for energy flux (De Cillis
etal., 2020).

2.6. Synthesis

The literature review shows that there are several dynamic control concepts and that even within the niche dynamic
induction control, there are several distinct concepts. Additionally, the literature review shows that so far, the work
on dynamic control focuses either on elaborate adjoint-based optimization methods to find optimal control signals,
or on grid searches to find optimal control signals, and less on the working principles behind the concepts.
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This work focuses on sinusoidal dynamic induction control with an actuation frequency around St = 0.25[—].
This is because Munters and Meyers (2018b) and Frederik et al. (2020a) separately found this to be effective at the
same actuation frequency. Additionally, there seem to be coherent dynamics in the wake in the form of vortex rings
that will form an interesting basis for analysis. The aim is that the analysis provided in this thesis provides further
understanding of the working principles behind this concept to better understand what would be efficient control
signals.

Simulation

Because dynamic induction control inherently relies on dynamic phenomena in the wind turbine wake, assessing the
wake using time-averaging assumptions such as Reynolds-Averaged Navier Stokes codes is unsuitable. Additionally,
the dynamic phenomena triggered by dynamic induction control are not well understood, so choosing a model able
to capture as much of the dynamics as possible is desired. On the other hand, case properties include a large domain,
high Reynolds numbers and small turbulence scales, so there is a limit imposed by computational power. For these
reasons, dynamic induction control is evaluated in an LES model, where the wind turbine is modelled as an actuator
line. The simulation environment is further elaborated on in chapter 3.

To distinguish phenomena arising from dynamic induction control from phenomena naturally occurring in the
wake, a uniform vertical wind profile is chosen. However, it should be noted that the effectiveness of dynamic in-
duction control is likely influenced by interaction with turbulent inflow. Munters and Meyers (2018b) mention that
sinusoidal dynamic induction control exploits natural instabilities in the vortex sheets shed from a wind turbine and
find an effective frequency of St = 0.25[—|, while Andersen et al. (2013) find a naturally occurring frequency in the
wake of an infinitely long row of wind turbines with a turbulent inflow of St = 0.2[—]. The proximity of these fre-
quencies suggests the phenomena might interact. Therefore, for further research, investigating dynamic induction
control with turbulent inflow is necessary.






Simulation environment

The analyses performed in this work are based on simulations in a Large Eddy Simulation framework, using an ac-
tuator line representation of the wind turbine rotor. As discussed in section 2.6, LES can describe the dynamic phe-
nomena that arise when applying dynamic induction control. The actuator line representation gives a more accurate
representation of the effect of the rotor on the near-wake. There are three simulation environments used in this work.
An overview of the environment properties is shown in table 3.1.

Two simulation environments are solved in the Simulator for Off/Onshore Wind Farm Applications (SOWFA).
SOWFA'is a Computational Fluid Dynamics (CFD) solver based on Open-source Field Operations and Manipulations
(OpenFOAM) libraries? coupled with the Fatigue, Aerodynamics, Structures and Turbulence (FAST) tool® developed
by the US National Renewable Energy Laboratory (NREL).

The first of these environments has a higher spatial and temporal computational resolution than the second, as
can be seen from table 3.3 and table 3.4. They will hereafter be referred to as the high resolution and low-resolution
SOWFA environment. Note that the qualification of high and low resolution is only relative to each other. The reason
for choosing a lower resolution is the lower computational time, allowing the evaluation of more cases. Comparison
with the higher resolution cases will show that there are no large scale phenomena missed by using the lower resolu-
tion, but there is a difference between the kinetic energy transport terms. This will be discussed in section 6.4.3. The
SOWFA cases are further discussed in section 3.1.

Additionally, a case with a wind turbine in a shear layer with turbulent inflow simulated in a different solver, Ellip-
Sys3D, is analysed. EllipSys3D is a CFD solver developed in collaboration with the Technical University of Denmark
(DTU) and the former National Laboratory for Sustainable energy (Risg) in Denmark, see Sgrensen (1995). Given that
the case computed in EllipSys3D is computed under similar conditions as the cases computed in SOWFA, namely a
single wind turbine, where the flow field is solved using an LES framework where the rotor is represented by an actua-
tor disk, this allows an evaluation of the differences between uniform and turbulent inflow for a baseline control case.
Additionally, the methods for assessing kinetic energy transport are validated in the turbulent inflow environment.
The EllipSys3D case is further discussed in section 3.2.

"https://www.nrel.gov/wind/nwtc/sowfa.html
*https://openfoam.org/
*https://www.nrel.gov/wind/nwtc/fast.html
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Table 3.1: Overview of the simulation environments used in this work. Note that the data domain and resolution do not correspond with the com-
putational domain and resolution.

Environment reference SOWFA, high-res SOWFA, low-res EllipSys3D

Solver SOWFA SOWFA EllipSys3D
Inflow Uniform Uniform Turbulent
Turbulence intensity 0% 0% ~ 6%
Inflow wind speed 9[m/s] 9[m/s] 8[m/s]
ABL shear layer No No Yes

Wind turbine DTU 10 MW DTU 10 MW 23 MW
Rotor diameter 178.3[m)] 178.3[m] 96.2[m]
Pressure available No Yes No

Data spatial domain 0—12D 0—9D 0—10D
Data spatial resolution 12.5[m] 12.5[m] 1.77[m)
Data temporal resolution  2[s] 2[s] 0.5[s]

The cases are shown in table 3.2. A baseline case is solved and analysed in all three environments. This creates
insight into the phenomena naturally occurring in a wind turbine wake under uniform and turbulent inflow condi-
tions. The different inflow signals provide diverse data, which is desirable for validating the method for the transport
of kinetic energy.

A dynamic induction control case is computed in the SOWFA environment with high resolution and low resolu-
tion. For the high-resolution environment, pressure data is lacking, whereas for the low-resolution environment, that
data is available. This allows an evaluation of whether or not the relatively low resolution is sufficient to capture the
dynamic phenomena. Two additional dynamic induction control cases are evaluated in the SOWFA low-resolution
environment, with different actuation frequencies.

Finally, two cases with a different constant blade pitch setting at § = 4° and § = —4° are evaluated in the SOWFA
low-resolution environment. This gives insight into the steady-state wake at the peaks of the actuation signal. Inter-
estingly, these cases are computed by allowing the flow to settle with a baseline blade pitch setting § = 0. Then, the
blade pitch settings is instantly changed to # = 4° or § = —4°. This provides additional information on the settling
behaviour of the wake under changing blade pitch settings.

Table 3.2: Overview of the simulation cases analysed in this work. Control cases indicated with a Strouhal number are controlled by applying a sine
wave with a frequency corresponding to the indicated Strouhal number and amplitude of 4° on the blade pitch 6.

SOWFA, high-res SOWFA, low-res EllipSys3D
Case reference Control Case reference Control Case reference Control
uni_high_base  Baseline uni_low_base Baseline turb_base Baseline
uni_high_0.25 St=0.25[-] uni_low_0.25 St=0.25[-]
uni_low_0.20 St=0.2]]
uni_low_0.30 St=0.3]]

uni_low_theta_4 6 =4°
uni_low_theta_-4 6 = —4°

3.1. Uniform inflow

The settings for the cases with uniform inflow simulated in SOWFA will be discussed here. ADTU 10 MW wind turbine
as described by Bak et al. (2013) is simulated for a uniform inflow of 9[m/s]. A baseline control case and a dynamic
induction control case at St = 0.25[—] are computed in the high-resolution framework. The run-time for one case
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with the spatial and temporal resolution for this framework, including post-processing, is approximately two weeks.
A baseline control case, three dynamic induction control cases at St = [0.2,0.25, 0.3][—] and two cases evaluating
different baseline control pitch settings are computed with a lower spatial and temporal resolution. Their run-time,
including post-processing, is approximately three days.

3.1.1. High resolution
The computational mesh for the high resolution cases is described in table 3.3 and shown in fig. 3.1. Some quick cal-
culations are shown here to support the chosen simulation parameters.

Table 3.3: Grid resolution for the SOWFA cases with high resolution.

X [m] Y [m] Z [m] Cell size [m]
Original [02500] [01000] [0600] 50
Refinement1 [2002500] [200800] [0460] 25
Refinement2 [2202480] [220780] [0420] 125
Refinement3 [2502390] [250750] [0400] 6.25
Refinement4 [2802230] [270730] [0350] 3.125
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Figure 3.1: Mesh visualization for the computational grid for the SOWFA cases with high resolution. The red circle indicates the rotor area.

Transient
The fastest flow-through time of the domain is l‘tﬂ = 2323/[:]1] = 278[s]. The slowest flow-through time, assuming
a perfect kinetic energy extraction with an axial induction factor of « = 1/3[—], and no recovery of wind speed,

is: 7 (Lf: 5] = 9(1722‘:’2%’;?1” o = 833[s]. First, the simulation is run for 1000[s] to let the wake develop. Then, the
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simulation is run for another 4000]s] to collect data. Data is only stored after ¢ = 1000[s]. The development of the
flow is checked in section 5.1.1 to make sure the transient is resolved.

Blockage ratio
2
The chosen domain leads to a blockage ratio of Aﬁ”"f’f“ﬁn]g] = L“_%Lz = 0.04[—]. This is below but close to the value of

0.05 suggested by Sarlak et al. (2016) as the lower limit of where blockage effects can be expected. The flow velocity
near the edge of the domain is checked in section 5.1.1 to make sure blockage effects are limited.

Time step

The DTU 10 MW has a maximum design rotational velocity of } = 1.005[rad/s], which can also be expressed as
0.16[H z] or St = 3.17[—]. The shortest time it takes for a rotor tip to travel through one cell is then: LQ—}Q = 0.03]s].
However, the cases are simulated at below-rated wind speeds at u,, = 9[m/s]. Therefore, the rotor is operating at a
lower rotational velocity, and the shortest time it takes for a rotor tip to travel through one cell is expected to be 0.04(s].
The time-step for the simulation is chosen to be At = 0.04]s].

Data availability

Data is collected from the domain corresponding to Refinement 4 in table 3.3 with a uniform cell size of 3.125[mn].
Data from 4000 seconds of simulated time is collected. The turbine data is stored at 25[H z|. Flow data is stored at
0.5[H z]. This gives a very large dataset that is hard to work with. The size of the dataset is reduced by selecting every
4" spatial component, giving a spatial resolution of 12.5[m] in the z, y and z directions.

Cell size

Solving with a cell size of 3.125[m| with the DTU 10 MW radius of 89.17[m] leads to ?ié?ﬁf = 29[—] cells per blade.
This is similar to the 25 cells per blade used by Sgrensen et al. (2015) and should be sufficient to resolve the tip vortices.
However, it might no longer be possible to see the tip vortices in the available data on account of decimating the data.

This is checked in chapter 5.

Dynamic induction control
A sinusoidal feed-forward signal is applied on the blade pitch # with an amplitude of 4° and with a frequency of St =
0.25[—]or f = St'# = 0.0126[H 2] as found to be an effective DIC frequency by Frederik et al. (2020a).

3.1.2. Low resolution

The computational mesh for the low resolution cases is described in table 3.4. The highest spatial resolution is the
same as in the high-resolution case, but the refinements occur closer to the wake. A time-step At = 0.2 is used, 5
times that of the high-resolution case. This means that the rotor tip will travel through multiple cells in one time-step,
providing less accurate results close to the rotor plane. The effect of this is evaluated in chapter 7.

Table 3.4: Grid resolution for the SOWFA cases with low resolution.

X [m] Y [m] Z [m] Cell size [m]
Original [02500] [01000] [0600] 50
Refinement1 [2002300] [200600] [0460] 25
Refinement2 [2202200] [220560] [0420] 125
Refinement3 [2502000] [25500] [0400] 6.25
Refinement4 [4002500] [315370] [0330] 3.25
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3.2. Turbulent inflow

The results from the baseline control uniform inflow cases are compared to results from a turbulent inflow case. A
dataset published by DTU* is used for this purpose. The dataset is described by Liew et al. (2020). A 2.3 MW wind
turbine with a diameter of D = 96.2[m] is simulated in EllipSys3D. Turbulence is generated using a Mann box, see
Mann (1994) and Mann (1998), to achieve a turbulence intensity of approximately 6%. The atmospheric boundary
layer is modelled according to the power law with a shear exponent of o = 0.14. Further description of the numerical
framework is provided by Sgrensen et al. (2015).

The computational domainis 20 R x 20 R x 40 R in the lateral, vertical and streamwise directions. Wind field slices
are extracted every 1 R behind the wind turbine for 1 R —23 R. Additionally, a slice of the free-stream is available. Each
blade is resolved by 27 cells. The available data mesh for the turbulent inflow case is shown in fig. 3.2.

Data is available with a time resolution of 0.12[s]. This makes the data-set large and hard to work with, so only
every fourth time snapshot is selected to reduce the time resolution to 0.5[Hz]. The simulated wind turbine has a
fixed rotor speed of 1.37[rad/s], 0.218[Hz] or St = 2.62[—].
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Figure 3.2: Mesh visualization for the available data points of case turb_base. The red circle indicates the rotor area.

“https://data.dtu.dk/articles/dataset/LES_of_wake_flow_behind_2_3MW_wind_turbine/12005421/1
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Deriving the transport of Kinetic energy
equations

Dynamic induction control aims to increase the wake recovery of a controlled wind turbine by transferring kinetic
energy from the relatively high velocity surrounding flow to the relatively low-velocity wake. The transport of kinetic
energy can be numerically described as a function of local flow quantities (velocity and pressure) by manipulating the
Navier Stokes equations. Slightly different equations arise when applying this method to the instantaneous Navier
Stokes equations and the Reynolds Averaged Navier Stokes Equations. Both approaches are theoretically described
by Pope (2000). The Reynolds Averaged Navier Stokes approach is applied to experimental data of a wind turbine
in turbulent inflow conditions with baseline control by Newman et al. (2014) and simulated data by Andersen et al.
(2017), and to a yawed wind turbine by Houtin—Mongrolle et al. (2021).

The instantaneous and Reynolds Averaged Navier Stokes approach are applied and compared in this work. The
RANS approach has seen much use in literature, which will provide a good means to validate the method. The instan-
taneous approach will provide insight into the dynamic behaviour of the various transport of kinetic energy compo-
nents. The application of the instantaneous Navier Stokes energy equation is a novel approach to describe the time
behaviour of kinetic energy transport in the context of dynamic induction control.

This chapter will start by deriving the instantaneous and Reynolds Averaged Navier Stokes energy equation. Then,
the control volume approach is explained. Finally, the numerical implementation of the equations is discussed.

4.1. Deriving the Kinetic energy equations

Instantaneous Kinetic energy equation
Recalling the incompressible Navier Stokes momentum equations eq. (2.5):

ou, —0
Ox;
du ou; 1 9p 0%u; 4.1
E o 873% S ;5’733] Y O 0,
Acceleration term Admrm Prmrm \m

The viscous term can be rewritten using the continuity equation:
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to include the strain rate tensor S, ;:
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The energy equation can be obtained from the Navier Stokes momentum equation by multiplying with ;. The
kinetic energy of the fluid, per unit mass, is:
1
E= SUs " U (4.4)

The product rule can be used to find the correct energy terms:
— == |zuu; | == |u—"t+u;—= | =u;—
ot ot \2 77 2\ 7ot 7 ot 7 ot (45)

and to find the correct pressure and viscous terms:
1 9p
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Finally, the instantaneous energy equation can be found by multiplying the Navier Stokes equations with v ;:

U -fauj + u»w—auj = —ul—ap + uQVaSij
7Ot 77t Qx Tp oz 7 Ou,
j i
OF OF 0 » o
— U; — =—— w,= — 2uu;S,; €
i i 344 & 4.
QL 61:1' axt ) ~ Viscous dissipation ( 8)
Change of energy in time ; Viscous transport
g 8y Advection of energy Pressure work
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_— = —v . CZ_"L — €
Dt
=

Material derivative

where the instantaneous flux of energy 7 is:
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The time rate of change of the energy can now be expressed as a function of the pressure work, viscous transport
and viscous dissipation. The material derivative notation is the notation used by Pope (2000).

Mean kinetic energy equation
Recalling the Reynolds Averaged Navier Stokes equations eq. (2.7):

duy)  10p) . NS, O

. = 2 4.10
(ua) Ox; p Oz; R Ox; Ox; (4.10)
The equations for the mean kinetic energy (E) and turbulent kinetic energy (k) are:
1
(E) = S{u) - (u,)
) (a1)
_ 2
(k) = 5 ()
(E) can be found by multiplying the Reynolds Averaged Navier Stokes equations with (u;):
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where it is now also used that:
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The production of turbulent kinetic energy P term describes the transfer of energy from the mean flow field to
the turbulent fluctuations:

o{u;)
P = () J 4.14
(i) =5, (@14)
The time-averaged flux of energy (7;) now also includes the Reynolds stress work:
(T;) = <ui>@ — 20{u;) () + (uy) (uzuf) (4.15)
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4.2. Control volume

The kinetic energy equation for the instantaneous Navier Stokes equations and Reynolds Averaged Navier Stokes
equations have now been derived. However, the quantity of interest is the kinetic energy flux from the surrounding
flow into the wake. A control volume approach will be followed, with the control volume defined as shown in fig. 4.1a.
A cylinder parallel to the rotor plane, with diameter D, length dx and distance downstream of the rotor plane x is
examined.

Note that this approach is different from the one proposed by Houtin—Mongrolle et al. (2021), where the control
volume boundaries are defined by a streamtube. The main reason for this is of practical nature: the cylindrical con-
trol volume proposed here is easier to compute. Additionally, the wind speed in a cylindrical control volume with a
diameter D can be directly related to the power production of a hypothetical downstream wind turbine located in that
control volume.

(a) Control volume. (b) Cylindrical coordinate system.

Figure 4.1: Wake diagrams.

Applying a volume integral over the control volume for the instantaneous energy equation and applying Gauss’s

///V (%) dv+///v <u§f) dV///V (ai(n)) dV///V(e)dV

Similarly, applying the control volume and Gauss’s theorem on the Reynolds Averaged Navier Stokes energy equa-

tion this results in:
;% ((u)(E) - ) dS = — 7% (T) - 7) dS — ///V (P)av — ///V (e)av (417)

Power increase over control volume
A cylindrical coordinate system is chosen as shown in fig. 4.1b. The cylindrical coordinate system is convenient as the
velocities can be easily expressed in components normal to the control volume surfaces: v, is normal to the disk

(4.16)
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surface, and .4 is normal to the cylinder wall surface. The remaining velocity component, u,, has no component
normal to the control volume surface and will disappear from the derivation. Applying this, the surface integral can be
decomposed into the surface of the disk and the surface of the wall. For example, decomposing the energy advection
term from the instantaneous Navier Stokes energy equation:

iE'A ds = awE'A’dSis_F# raE'AdSwa
fpwe wis= ff B St ff 0 ws)

disk wall

Power increase over control volume  Advection flux through cylinder wall

Further examining the first term on the R.H.S,, and considering the energy and power per unit mass:

E:§U2

1
P= §AU3 = FAu,

(4.19)

it can be seen that the first term on the R.H.S. evaluates the power per unit mass at the disk surface entering the
volume and at the disk surface leaving the volume. The difference is the power increase over the control volume.
Linking this to the image of the control volume in fig. 4.1a, this can be computed as:

# (uamE ' ﬁ) dcgdisk = # (ua;cE> deisk - # (u(lJ,E) deisk
S S S

disk disk disk

(4.20)

Lout Lin

Power increase over control volume . .
Power leaving the control volume Power entering the control volume

The negative sign at ;,, comes from u,,,, moving in the negative direction of the normal of the disk surface, while
it acts along the normal of the surfaceat z ;.

Decomposing surface integral

Decomposing all surface integrals into components normal to the disk surface and components normal to the wall
surface, the power increase over the control volume can be found as a function of work done on the surface of the
control volume for the instantaneous Navier Stokes energy equation:

NG r s =fp (TS,

disk disk
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wall
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Similarly for the RANS energy equation:
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4.3. Numerical implementation

Neglecting terms

Using data points generated by a Large Eddy Simulation, such as in this work, flow quantities (velocity and pressure)
are spatially filtered. This introduces the sub-filter scale stress tensor 7,;. Additionally, applying the actuator line
method to model the wind turbine blade, a body force f; is introduced.

ou;, Oug,  10p 0% o, »
J 177 J %]
Ve =——2= - : 4.23
ot + ox; p 0z, + V(“)mia:vi ox; + Ji’ (4.23)
Rotor force

——
Sub-filter scale stress tensor

The results will show that not taking into account the rotor force results in a large error in the rotor plane. However,
the resolution in the data-set does not allow correctly implementing f;.

The sub-filter scale stress tensor is not taken into account. Additionally, the viscous terms are not taken into ac-
count. The viscous terms and sub-filter scale stress tensor will have a small influence, taken into account by computing
the residual of the remaining terms. The results show that this residual is small, so not taking these terms into account
is valid. This approach is also applied by Houtin—Mongrolle et al. (2021).

The total residual for the instantaneous Navier Stokes energy equation is then:

. 0 oT;;
residual = B (—2vu;S,;) — . +uif;—€ 4.24)

K3
and for the Reynolds Averaged Navier Stokes energy equation:

residual = Bi (—2v(u;)(S;;)) — omiy + (u)(f;) —¢€ (4.25)

* Oz,
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Spatial gradient of power

Dividing the power increase over the control volume by the length of the control volume dz, the spatial gradient of

power %—1; canbe found. In this work, the spatial gradient of power is non-dimensionalised by rotor diameter D, so the

gradient is evaluated in power per rotor diameter. This allows for comparison between the simulation environments.
The disk surface integrals can be divided by dx. The wall surface integrals effectively change into contour inte-

grals. The contour integrals are evaluated by interpolating the flow parameters at 40 locations along the disk wall

contour, averaging and multiplying by the disk circumference.



Analysis of flow dynamics

An analysis of dynamic phenomena occurring in the wake of a wind turbine with baseline control under uniform and
turbulent inflow conditions is performed. The reason for the baseline analysis is twofold: firstly, the analysis tools
are validated. Secondly, to find aerodynamic phenomena naturally occurring in the wake that might interact with the
dynamics caused by dynamic induction control. Then, the wake of a wind turbine actuated with sinusoidal dynamic
induction control at an actuation frequency of St = 0.25[—] with an amplitude of § = 4° is analysed. Uniform inflow
conditions are used for this analysis, in order to be able to differentiate the dynamics occurring from exciting the blade
pitch from naturally occurring dynamics.

The analysis is performed by investigating the mean and instantaneous flow parameters of velocity and pressure.
Additionally, the regions dominated by vorticity are investigated using the Q-criterion. Finally, the flow is analysed
using Proper Orthogonal Decomposition to show the dominating spatial and temporal modes and their relative en-
ergy distribution.

5.1. Baseline control, uniform inflow

This section shows an analysis of the phenomena occurring in the wake of a turbine with baseline control under uni-
form inflow conditions. The cases used to perform this analysis are uni_base_high and uni_base_low.

5.1.1. General flow overview

Transient

To describe the transient behaviour of the LES simulation, the time evolution of the spatial average of circular slices
with rotor diameter D parallel to the rotor plane, separated 2D, is shown in fig. 5.1. The solution stabilizes after ap-
proximately 1500s. From here on, data with ¢ > 2000s is used for analysis.
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(a) Slices showing contour plots of the instantaneous streamwise velocity at ¢t = (b) Instantaneous streamwise velocity averaged over a rotor plane cylinder slice.

5000]s]. The transparent cylinder indicates the rotor plane cylinder, the area of
spatial averaging.

Figure 5.1: Transient behaviour of the streamwise velocity for case uni_high_base.

High-velocity region downstream of nacelle

A vertical slice of the mean streamwise velocity at the center of the rotor-plane y = 0 is shown in fig. 5.2. The effect of
the rotor on the velocity results in a velocity deficit in the regions inside the rotor radius and outside the nacelle radius.
Immediately downstream of the nacelle, there is no velocity deficit. This region will be referred to as the nacelle wake.
This is a result of the applied rotor model in the simulation, and not physical. Churchfield et al. (2015) discuss that even
though this rotor model is commonly applied, the nacelle wake causes interactions with the rotor wake that affect the
wake breakdown and meandering behaviour of the wind turbine wake.

Figure 5.2: Vertical slice of the mean streamwise velocity at y = O for case uni_high_base. The dotted lines indicate the rotor plane cylinder. The
quiver arrows indicate the local flow direction in the [z z]-plane.

Speed-up behaviour near wall
Streamwise mean velocity profiles of vertical lines at various distances downstream of the rotor are shown in fig. 5.3.
This figure also shows there is no velocity deficit immediately downstream of the nacelle. The velocity deficit is dis-
tributed over space until it assumes an approximately Gaussian profile in the far wake.

The flow accelerates to faster than the free-stream wind speed near the domain boundaries. This can be explained
by the relatively high blockage ratio. Because this effect remains near the domain boundaries, the results of this sim-
ulation can be assumed valid, at least in a qualitative manner.
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Figure 5.3: Time-averaged streamwise velocity profiles of a vertical line at y = 0 at various distances downstream for case uni_high_base.

Coherent structure in the far-wake

An instantaneous snapshot of the streamwise velocity is shown in fig. 54, and an instantaneous snapshot of the Q-
criterion is shown in fig. 5.5. A wave-like structure starts to appear at the interface between the wake and the free-
stream. Inspection of the Q-criterion isosurface reveals that the wave-like structure is of helical character.
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Figure 54: Vertical slice of the instantaneous streamwise velocity at y = 0 at ¢ = 5000(s] for case uni_high_base.

While the computational data has a resolution that should adequately describe the tip vortices, they can not be
individually identified in fig. 5.5, but are smeared out. This is because a decimated data set is used.
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Figure 5.5: Isosurface of the Q-criterion where Q = 0.0005, colored by the local streamwise velocity, at t = 5000]s] for case uni_high_base.

The wave-like structure, growing in space and time downstream of the wind turbine, combined with the case
properties: an approximately step difference in the axial velocity over the interface between the wake and the free
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stream, leads to the conjecture that a Kelvin Helmholtz Instability can be seen. Indeed, there are several mentions in
literature of this phenomenon occurring in the wake of a wind turbine in uniform inflow simulations, such as in work
by De Cillis et al. (2020).

The Kelvin Helmholtz Instability is an inertial instability that arises assuming ideal flow (incompressible, inviscid,
irrotational flow) and performing a stability analysis on the basic flow configuration shown in fig. 5.6. The result of
the stability analysis for these conditions is that any small perturbation of the interface shape will exponentially grow
in space and time. This effect is well described by Kundu et al. (2015).
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Figure 5.6: Basic flow configuration leading to the Kelvin-Helmholtz instability. Taken from Kundu et al. (2015).

5.1.2. Proper Orthogonal decomposition

Proper Orthogonal Decomposition is applied to give insight into the coherent spatial and temporal structures. Firstly,
POD is applied on slices parallel to the rotor plane. Then, POD is applied to a vertical slice perpendicular to the rotor
plane.

Parallel slices

Proper Orthogonal Decomposition is applied to slices parallel to the rotor plane. An advantage of this is that no as-
sumptions are made about the same frequency being dominant throughout the wake. This gives insight into what
frequency is dominant at varying distances downstream. The first seven spatial modes of vertical slices parallel to
the rotor plane, separated 2D, are shown in fig. 5.7. Their respective frequency spectra are shown in fig. 5.8. Finally,
their respective relative energy is shown in fig. 5.9.

The mean mode, r = 0, is identical to the mean flow. The frequency of the mean modeis f = 0, soitis notincluded
in the frequency spectra. The mean mode describes > 95% of the energy for the first 5D, but decreases in energy after
that. More modes are necessary to describe the dynamic phenomena in the flow. At 0D, the modes are dominated by
the induced velocity field by the rotor. The modes show distinct spatial structures. Modes 1 and 2 display six distinct
regions around the rotor perimeter, modes 3 and 4 display 12 regions, modes 5 and 6 display 24 regions. The modes
with the same number of regions are clearly paired. Note that the modes are orthogonal. They have the same number
of regions but a slight spatial offset in the form of rotation. When considered in unison, the sinusoidal oscillations of
the paired modes will add up to a rotating velocity field. A frequency peak at 3P or St ~ 9[—] is expected. However,
this frequency is not captured in the available data. Instead, the aliasing frequency at St = 2.6[—| and the aliasing
frequency of harmonics of the 3 P frequency can be seen. At 2D and 4D, a frequency peak at St ~ 0.4][—] can be seen.
At 4D, this corresponds to modes 1 and 2. Inspecting the spatial modes reveals that these oscillations are related to
turbulent fluctuations around the nacelle wake.

Starting at 2D, and growing through the wake until 10D, a dominant frequency of St ~ 0.8 arises. Inspecting
the corresponding spatial modes reveals characteristic oscillating bands just outside the top of the rotor plane. These
correspond to the oscillations caused by the Kelvin Helmholtz Instability. The Kelvin Helmholtz Instability theory
states that a small oscillation will grow in space and time. This is indeed the behaviour that can be seen, where a small
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oscillation that already exists at 2D grows into the dominant phenomenon in the wake. The peak of the relative energy
of the modes related to the Kelvin Helmholtz Instability occurs around 9D. Behind this distance, the coherent Kelvin
Helmholtz Instability structure starts breaking up, and more modes are needed to describe the turbulent fluctuations
in the wake.
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Figure 5.7: The first seven spatial modes of Proper Orthogonal Decomposition applied on the velocity field of vertical slices parallel to the rotor
plane, separated 2 D for case uni_high_base. The first mode » = 0 is the mean. The modes = 1, 2, ..., 6 oscillate around the mean. The quiver
arrows indicate the v and w components of the respective modes. The modes are used for qualitative analysis. Their magnitude is only taken into
account in the frequency spectrum.
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Figure 5.8: The frequency spectrum found by applying Welch’s method on the first six temporal modes multiplied with their respective variance
o, excluding the mean mode, of Proper Orthogonal Decomposition performed on the velocity field of vertical slices parallel to the rotor plane,
separated 2 D for case uni_high_base.
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Figure 5.9: Relative energy of the first seven POD modes for case uni_high_base. The relative energy of the mean mode is much larger than the
other modes and plotted on the right y-axis.

Modal decomposition: vertical slices

Proper Orthogonal Decomposition is applied to a vertical slice perpendicular to the rotor plane. An advantage of this
is that this gives insight into the most energetic spatial modes and their frequencies, taking into account the entire
wake. The consecutive modes show the same spatial profile, with a slight spatial offset. When considered in unison,
their sinusoidal oscillations add up to an oscillating velocity field. It becomes apparent that the Kelvin Helmholtz
Instability creates an oscillating velocity in the wake with a frequency of St ~ 0.8[—|.
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Figure 5.10: The first seven spatial POD modes for case uni_high_base. The first mode » = 0 is the mean. The modes » = 1,2, ..., 6 oscillate
around the mean. The quiver arrows indicate the v and w components of the respective modes. The modes are used for qualitative analysis, and
their magnitude is only taken into account in the frequency spectrum.
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Figure 5.11: The frequency spectrum found by applying Welch’s method on the first six temporal modes multiplied with their respective variance
o, excluding the mean mode.

5.2. Baseline control, turbulent inflow

5.2.1. General flow overview

This section shows an analysis of the phenomena occurring in the wake of a turbine with baseline control under tur-
bulent inflow conditions. The case used to perform this analysis is turb_base.

Transient
To describe the transient behaviour of the LES simulation, the time evolution of the spatial average of circular slices
with rotor diameter D parallel to the rotor plane, separated 2D, is shown in fig. 5.1. There is no transient behaviour to
be seen, so the full time domain of the data can be used.
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(a) Slices showing contour plots of the instantaneous streamwise velocity at ¢t = (b) Instantaneous streamwise velocity averaged over a rotor plane cylinder slice.

1200(s). The transparent cylinder indicates the rotor plane cylinder, the area of
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Figure 5.12: Transient behaviour of the streamwise velocity for case turb_base.

High-velocity region downstream of nacelle

A vertical slice of the mean streamwise velocity at y = 0 is shown in fig. 5.12. Similar to the uniform inflow case,
the effect of the rotor on the velocity results in a velocity deficit in the regions inside the rotor radius and outside the
nacelle radius. Immediately downstream of the nacelle, there is no velocity deficit.
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Figure 5.13: A vertical slice of the mean streamwise velocity at y = Ofor case turb_base. The dotted lines indicate the rotor plane cylinder. The
quiver arrows indicate the local flow direction in the [z z]-plane.

Mean velocity profile

Streamwise mean velocity profiles of vertical lines at various distances downstream of the rotor are shown in fig. 5.14.
The free-stream follows a shear layer defined by the power profile, where the free stream velocity u . is defined at hub
height. Again, it is clear that there is no velocity deficit immediately downstream of the nacelle. The velocity deficit
is distributed over space until the velocity deficit assumes an approximately Gaussian profile until it is finally further
distributed to a shear layer profile in the far wake. The flow for this simulation does not accelerate to faster than the
free-stream wind near the domain boundaries, indicating that the blockage ratio used in this simulation is sufficiently
low.
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Figure 5.14: Time-averaged streamwise velocity profiles of a vertical line at the rotor centre at various distances downstream for case turb_base.

Coherent structure in the far-wake

An instantaneous snapshot of the streamwise velocity is shown in fig. 5.15. As a result of the turbulent inflow, flow
regions with various velocities are distributed erratically throughout the wake. The quiver lines showing the two-
dimensional local velocity direction indicate an up-and-down motion travelling through the wake. The wave-like
structure that is conjectured to be a Kelvin-Helmholtz Instability is not present. Inspecting the interface between the
free stream and the wake elucidates why this is the case: there is no longer a top-hat velocity profile with a sharp
interface. The effects of small perturbations that will exponentially grow into the Kelvin-Helmholtz Instability are
overshadowed by effects resulting from the turbulence, such as wake meandering. Wake meandering effects will be
further investigated later in this section.
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Figure 5.15: A vertical slice of the instantaneous streamwise velocity at y = 0 att = 1200]s] for case turb_base. The dotted lines indicate the rotor
plane cylinder. The quiver arrows indicate the local flow direction in the [z z]-plane.

5.2.2. Proper Orthogonal Decomposition

Proper Orthogonal Decomposition is applied to slices parallel to the rotor plane. The first seven spatial modes of
vertical slices parallel to the rotor plane, separated 2D are shown in fig. 5.16. Their respective frequency spectra are
shown infig. 5.17. Finally, their respective relative energy is shown in fig. 5.18. The mean mode, r = 0, is identical to
the mean flow. The frequency of the mean mode is f = 0. At 0D, the mean mode shows the expected shear layer of
the undisturbed velocity field. In this region, 60% of the energy is described by the mean.

At 2D, the mean mode shows the velocity deficit inside the rotor plane and outside the nacelle radius. In this
region, 20% of the energy is described by the mean. Compared to the mean mode found from the uniform inflow, the
relative energy of the mean mode is lower. Because more complex dynamics are present in this signal, and the energy
is divided into more complex spatial and temporal dynamics, a more complex set of modes is necessary to describe
the energy. The spatial modes at 2D show coherent structure. In unison with the mean mode, one can visualize that
the reconstruction of the mean mode r = 0, with mode » = 1 oscillating around the mean, results in a side-to-side
motion of the wake deficit. This mode persists throughout the wake until 8D and, in unison with the mean, can be
associated with the side-to-side component of the wake meandering phenomenon. The frequency of this mode is
St ~ 0.2]—]. Similarly, in unison with the mean mode, one can visualize that the reconstruction of the mean mode
r = 0, with mode r = 2 oscillating around the mean, results in an up-and-down motion of the wake deficit. Again,
this structure persists through the wake.

Note that the spatial modes » = 1 and » = 2 are only coincidentally linked to the horizontal and vertical motion
of the wake, and they could have just as well been related to the motion of the wake in other directions. However, it
seems that the wake has a preference for moving in these specific directions. A possible reason for this is the shear
layer, promoting motion in the direction along the shear layer and perpendicular to the shear layer. Another possible
reason is that there already seems to be side to side motion in the free stream flow arising from modes » = 2 and
r = 4. The frequency of these latter modes also corresponds to the wake meandering frequency of St ~ 0.2[—].

Near the rotor plane, at 2D and 4D, modes » = 3 and = 4 are paired. In unison with the mean, they contribute
to a rotation in the wake deficit. Note that this is not linked to the rotational frequency of the rotor, as becomes clear
when evaluating the respective frequencies associated with these modes in fig. 5.17. The frequency of the rotation of
the wake deficit is located around twice that of the wake meandering phenomenon at St ~ 0.4.
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Figure 5.16: The first seven spatial modes of Proper Orthogonal Decomposition performed on the velocity field of vertical slices parallel to the
rotor plane, separated 2D for case turb_base. The first mode r = 0 is the mean. The modes r = 1, 2, ..., 6 oscillate around the mean. The quiver
arrows indicate the v and w components of the respective modes. The modes are used for qualitative analysis, and their magnitude is only taken
into account in the frequency spectrum.
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Figure 5.17: The frequency spectrum found by applying Welch’s method on the first six temporal modes multiplied with their respective variance
o excluding the mean mode, of Proper Orthogonal Decomposition performed on the velocity field of vertical slices parallel to the rotor plane,
separated 2 D for case turb_base.
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Figure 5.18: Relative energy of the first seven modes for case turb_base. The relative energy of the mean mode is much larger than the other modes
and plotted on the right y-axis.

The rotor frequency does not show up in the signals as it does for uniform inflow. The frequency spectrumat 0.5D
is shown on a double logarithmic axis in fig. 5.19. The 3P frequency can be seen here, and it becomes clear that the
magnitude of this signal is low compared to the other phenomena present in the signal.
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Figure 5.19: The frequency spectrum found by applying Welch’s method on the first six temporal modes multiplied with their respective variance
o excluding the mean mode, of Proper Orthogonal Decomposition performed on the velocity field of vertical slices parallel to the rotor plane, at
0.5D for case turb_base.

Wake meandering

The wake meandering conjecture arising from the POD analysis is analyzed by finding the wake centre location at
every time step and applying Welch’s method to find the frequency at which this phenomenon occurs. This is per-
formed at locations separated 2D and shown in fig. 5.20. The wake center oscillates in a side-to-side motion around
St = 0.2][—]. The side-to-side motion is stronger than the up-and-down motion.
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Figure 5.20: The frequency spectrum found by applying Welch’s method on the time signal of the respective y and z-location of the wake centre
found at locations separated 1.5 D, for case turb_base.

5.3. Dynamic induction control
This section shows an analysis of the dynamics occurring in the wake of a wind turbine actuated with dynamic induc-
tion controlat.St = 0.25[—] under uniform inflow conditions. The cases used to perform this analysis are uni_high_0.25
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and uni_low_0.25. First, the flow is analysed by looking at instantaneous snapshots of the velocity, pressure and Q-
criterion. The findings are summarised in a schematic overview. Proper Orthogonal Decomposition is used to find
the relative energy and time dynamics of coherent structures in the wake.

5.3.1. General flow overview

Transient

To describe the transient behaviour of the LES simulation, the time evolution of the spatial average of circular slices
with rotor diameter D parallel to the rotor plane, separated 2D, is shown in fig. 5.21b. It can be seen that the solution
stabilizes after approximately 1500s. From here on, data with ¢ > 2000s will be used for analysis. The flow assumes
perfectly periodic behaviour after the transient. This is to be expected with a perfectly periodic excitation signal on
the wind turbine and uniform inflow. When taking time-averages of flow quantities, care needs to be taken to average
over integer periods of the excitation signal.
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(a) Slices showing contour plots of instantaneous streamwise velocity at ¢ = (b) Instantaneous streamwise velocity averaged over a rotor plane cylinder slice.
5000[s]. The transparent cylinder indicates the rotor plane cylinder, the area
of spatial averaging.

Figure 5.21: Transient behaviour of the streamwise velocity for case uni_high_0.25.

Turbine signal

The excitation signal applied on the blade pitch § is shown in fig. 5.22. The sinusoidal signal applied on the pitch results
in a sinusoidal behaviour of the thrust coefficient C;.. The flow can be analysed as a function of the actuation signal.
Velocity and pressure data in the flow field are coupled to an excitation signal bin and a time-step. The dotted lines
indicate the bin edges. The bin counter resets to 1 after one actuation period. The velocity and pressure data in the
same bin is averaged to find the average quantity per bin.
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Figure 5.22: Periodically oscillating thrust coefficient C'[—| caused by periodically oscillating blade pitch 6 for case uni_high_0.25. The flow data
is divided into bins. Bin walls are indicated with dotted lines.
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5.3.2. Dynamic induction control phenomena

Instantaneous snapshots of the instantaneous streamwise velocity, pressure and Q-criterion at four bins correspond-
ing to 0 = —4°, 0°, 0° and 4° are shown in fig. 5.23 and fig. 5.25. Figure 5.22 shows that this corresponds to bins 5,
10, 15 and 20. The arising phenomena will be discussed by tracking the low-velocity field through the wake. Addi-
tionally, the reaction of the flow in the rotor plane to the actuator signal is discussed. The analysis will show that the
low-velocity field corresponds to a low-pressure field, and is the region where the coherent vortex ring arises that is
conjectured to be responsible for the increase in energy transport from the surrounding flow into the wake.

Location A, § = —4°

A islocated at the rotor plane. The top figure corresponds to § = —4°. At § = —4°, the rotor extracts a high amount of
energy from the flow. As aresult, a system of relatively low velocity is created. The pressure immediately downstream
of the rotor is relatively low, as the pressure drop over the rotor is largely due to the high thrust. The Q-criterion
isocontour in fig. 5.25 shows a coherent vortex system connected to the rotor with a length of approximately 0.5D.
This can be explained by the large shear between the high-velocity flow surrounding the wake and the low-velocity
flow in the wake.

Location B, § = 0°

B is located 0.7D downstream of the rotor plane. The low-velocity field created as a result of the high thrust coeffi-
cient has travelled with the wake velocity. Additionally, the low-pressure field has also been convected with the wake
velocity. At location B, the wake is starting to expand. This is a result of the continuity equation and decreasing ve-
locity, as described by Actuator Disk Theory. At the top of the wake, surrounding flow is accelerated to faster than
the free-stream wind speed, indicated by the red glow. This is caused by the high blockage ratio. The coherent vortex
system connected to the rotor, shown by the Q-criterion in fig. 5.25, has grown to a length of approximately 1D.

Location C, § = 4°

C is located 1.4D downstream of the rotor plane. Figure 5.23a shows there is a positive radial velocity component
before the system of low velocity and a negative radial velocity component behind the system of low velocity. This
can be interpreted as the relatively high-speed flow in the wake, released between § = 0° and § = 4°, overtaking
the relatively low-speed flow in the wake. The high-speed flow chooses the path of least resistance, travelling around
the low-speed flow by moving up. From a pressure point of view, this motion upwards can be explained by the flow
accelerating towards a region of low pressure. It can indeed be seen in fig. 5.23b that at location C, a low-pressure zone
concentrated around the edge of the rotor plane starts to form. This also explains the downward motion of the high-
velocity flow behind location C: it is accelerated towards the low-pressure zone, resulting in a velocity component in
the radial direction. Finally, the radial velocity in the wake can be explained by the fact that the wake expands around
the low-velocity regions and contracts around the relatively high-velocity regions. This expansion and contraction is
accompanied by a radial velocity component. It can be seen in fig. 5.24 that the positive radial velocity before location
C, negative radial velocity after location C, and shear between the high-velocity flow surrounding the wake and the
low-velocity flow in the wake, a stronger vortex is formed, shown by a higher positive Q-criterion. The radial velocity
component transports low-energy flow out of the wake and transports high-energy flow into the wake. This claim
will be further investigated in chapter 6. At § = 4°, the rotor extracts a relatively low amount of energy from the flow.
A system of relatively high velocity is released. The pressure immediately downstream of the rotor is relatively high.
The coherent vortex system shown by the Q-criterion in fig. 5.25 has released from the rotor. This can be explained by
the reduction of shear between the high-velocity flow surrounding the wake and the low-velocity flow in the wake.

Location D, § = (0°

D is located 1.9D downstream of the rotor plane. The radial velocity components have grown slightly. This can be
seen most clearly by the increase in the Q-criterion in fig. 5.24. Apart from the stronger vortex at the edge of the rotor
plane, a second vortex has formed around the centre of the rotor plane. The Q-criterion isocontour in fig. 5.25 shows
that this vortex has a doughnut shape centred around the root vortex. This inner vortex ring results from the shear
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layer between the region of high-speed flow in the nacelle wake and low-speed flow in the wake. The inner vortex
arises for the same reasons as the outer vortex. However, the nacelle wake is an artefact of the simulation and will not
appear in physical flow. At # = 0°, a new coherent vortex system starts to be formed at the rotor plane for the next
cycle.

Location E, § = —4°

Eislocated 2.3D downstream of the rotor plane. It can be seen in fig. 5.24 that the inner vortex ring and outer vortex
ring have come close to each other and have started to interact. It can be seen in fig. 5.23a that the high-velocity region
from the nacelle wake has left the root vortex region and is spread over a larger area.

Locations F,G,and H, § = —4°

F is located 3.2D downstream of the rotor plane. The high-velocity region from the nacelle wake shown in fig. 5.23a
has spread further. The Q-criterion at the bottom of the wake cylinder shown in fig. 5.24 has started to move up. G is
located 4D downstream of the rotor plane, H is located 4.7 D downstream of the rotor plane. The coherent ring vortex
has broken up due to the interaction of the inner and outer vortex ring. The wake remains dominated by relatively
high-speed and low-speed flow regions, but the variations are less high.

Ugz[m/s]

Uy [m/ s

Ugz[m/ 8]

(a) Vertical slice of the streamwise velocity averaged over a bin at the (b) Vertical slice of the pressure averaged over a bin at the shown value of the
shown value of the excitation signal at the centre of the rotor plane for case excitation signal at the centre of the rotor plane case uni_low_0.25.
uni_high_0.25.

Figure 5.23: Streamwise velocity and pressure at y = 0, averaged over a bin, at, from top to bottom, 6 = —4°,0°,4° and 0°. The dotted lines
indicate the rotor plane cylinder. The quiver arrows indicate the local flow direction in the [z z]-plane. The letters indicate the locations of interest,
tracking the low-velocity field through the wake.



5.3. Dynamic induction control 55

Figure 5.24: Vertical slice of the Q-criterion at y = 0, computed from velocities averaged over a bin at, from top to bottom, § = —4°, 0°,4° and 0°,

for case uni_high_0.25.
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Figure 5.25: Isosurface of the Q-criterion, computed from velocities averaged over abin at § = —4°,0°, 4° and 0°, where Q = 0.0001, coloured
by the local streamwise velocity, for case uni_high_0.25.

5.3.3. Schematic overview
A schematic interpretation of the phenomena that occur in the wake of a wind turbine actuated with dynamic induc-

tion control is shown in fig. 5.26.



56

5. Analysis of flow dynamics

e

|
I
6*g
6

VaVal Vava\ A

Figure 5.26: Schematic overview of the phenomena occurring in the wake of a wind turbine actuated with dynamic induction control.

1. High thrust.

High energy is extracted from the flow by the rotor.

+ A system of relatively low velocity is released.

This system is characterised by low pressure.

The system is prevented from expanding by the tip vortices.

2. Low thrust, creation of inner and outer vortex ring.

Low energy is extracted from the flow by the rotor.

A system of relatively high wake velocity is released.

The system of low velocity expands as a result of continuity.
The regions of low-pressure move towards the edge of the wake.

The low-velocity flow from inside the wake accelerates towards the region of low pressure, resulting in a
positive radial velocity.

The high-velocity flow from outside the wake accelerates towards the region of low pressure, resulting in
a negative radial velocity.

The positive radial velocity before the low-pressure region, negative radial velocity after the high-pressure

region, and shear between the high-velocity flow surrounding the wake and the low-velocity flow in the
wake, create a vortex at the interface between the wake and high-velocity flow.

Aninner vortex is formed at the shear layer between the high-velocity nacelle wake and low-velocity wake
flow.

3. High thrust, start of a new cycle and ring vortex breakdown.

Low energy is extracted from the flow by the rotor.

A new system of low velocity is created that travels slower than the system of the previous cycle. The
systems from separate cycles do not interact.

- The vortex system is travelling downstream. The interaction between the outer vortex and inner vortex

results in the breakdown of the coherent vortex ring.

The breakdown of the vortex ring is accompanied by an increase in turbulence intensity.



5.3. Dynamic induction control 57

5.3.4. Proper Orthogonal Decomposition

Proper Orthogonal Decomposition is applied to give insight into the coherent spatial and temporal structures. Firstly,
POD is applied on slices parallel to the rotor plane. Then, POD is applied to a vertical slice perpendicular to the rotor
plane.

Parallel slices
The first seven spatial modes of vertical slices parallel to the rotor plane, separated 2D are shown in fig. 5.27. Their
respective frequency spectra are shown in fig. 5.28. Finally, their respective relative energy is shown in fig. 5.29.

At 0D, modes » = 2,3,4 and 5 together reconstruct the rotating character of the wake. Modes » = 1 and 6
combine to reconstruct the accelerating and decelerating axial velocity in the rotor plane. The mean has a strong
radial velocity component. The modes show acceleration and deceleration of this radial velocity component. All
modes show a frequency peak at the actuation frequency St = 0.25[—]. At 2D, the first six spatial modes show a
strong coherent structure that reconstructs both the acceleration and deceleration in the wake centre and shows a
characteristic ring outside the rotor area associated with the vortex ring created by dynamic induction control. The
modes show a strong radial component of the flow, suggesting strong interaction between the free-stream flow and
the flow in the wake. The relative energy of the first 6 modes peaks around 2D. All modes show a frequency peak at
the actuation frequency and harmonics of the actuation frequency. At 4D, traces from the strong coherent structure
at 2D are still present but less clearly defined. Additionally, the relative energy in the first 6 modes has decreased.
Most of the coherent structure has broken down and will decay into turbulence further in the wake. Clear frequency
peaks at the actuation frequency and harmonics of the actuation frequency can be seen throughout the wake. The
mean mode, » = 0, is identical to the mean flow. The energy of the mean mode decreases until 3.5D, when it starts
increasing again. This location coincides with the breakdown of the coherent ring vortex that can be seen in fig. 5.25.

oD 1)
0.5

2D 1

1

15[ g
6D 1) °
0.5

1.5F 7
8D 11/
0.5

Figure 5.27: The first seven spatial modes of Proper Orthogonal Decomposition performed on the velocity field of vertical slices parallel to the rotor
plane, separated 2 D for case uni_high_0.25. The first mode » = 0 is the mean. The modes = 1, 2, ..., 6 oscillate around the mean. The quiver
arrows indicate the v and w components of the respective modes. The modes are used for qualitative analysis, and their magnitude is only taken
into account in the frequency spectrum.
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Figure 5.28: The frequency spectrum found by applying Welch’s method on the first six temporal modes multiplied with their respective variance
o excluding the mean mode, of Proper Orthogonal Decomposition performed on the velocity field of vertical slices parallel to the rotor plane,
separated 2 D for case uni_high_0.25.
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Figure 5.29: Relative energy of the first seven modes for case uni_high_0.25. The relative energy of the mean mode is much larger than the other
modes and is plotted on the right y-axis.

Perpendicular slice

Proper Orthogonal Decomposition is applied to a vertical slice perpendicular to the rotor plane. The actuation fre-
quency and harmonics of the actuation frequency are dominant throughout the wake. The spatial modes show a
higher intensity in the region 1D — 3D. The axial acceleration and deceleration in the spatial modes is accompanied
by the acceleration and deceleration of the radial velocity.
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Figure 5.30: The first seven spatial POD modes for case uni_high_0.25. The first mode » = O is the mean. The modes » = 1,2, ..., 6 oscillate
around the mean. The quiver arrows indicate the v and w components of the respective modes. The modes are used for qualitative analysis, and
their magnitude is only taken into account in the frequency spectrum.
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Figure 5.31: The frequency spectrum found by applying Welch’s method on the first six temporal modes multiplied with their respective variance
o, excluding the mean mode for case uni_high_0.25.

5.4. Discussion

This section discusses the findings of this chapter. First, the findings for baseline control with uniform and turbulent
inflow are presented. Then, the findings for dynamic induction control are discussed.

5.4.1. Baseline control, uniform inflow

The POD analysis shows that in the near wake of the simulated wind turbine with baseline control under uniform
inflow, until 5D, the flow is dominated by the mean, and there are no dynamics. After 5D, the dominant phenomenon
in this simulation is the Kelvin Helmholtz Instability. The Kelvin Helmholtz Instability relies on a stable interface
between the wake and free stream. Other than the Kelvin Helmholtz Instability, there are no dynamics found that
can be leveraged for dynamic induction control. Proper Orthogonal Decomposition also reveals oscillations at St =
0.4][—] between 2D — 4D related to the nacelle wake. While these have very little energy compared to the mean, they
might be related to the initial perturbation that grows into the Kelvin Helmholtz Instability. The nacelle wake is an
artefact of the simulation but is conjectured to cause the onset of the dominant phenomenon in the wake. This can
potentially be solved by running a simulation where the nacelle is modelled as a body-force (Churchfield et al., 2015).
Blockage effects can be seen in the form of flow acceleration near the domain boundaries, but they do not influence
the phenomena in the wake. The resolution of the used data-set captures the dominating dynamics in the form of the
Kelvin Helmholtz Instability. However, the spatial resolution is too low to capture the tip vortices in the Q-criterion.
The temporal resolution is too low to describe the 3 P frequency.

Comparing the POD results to fig. 2.17, the described Kelvin Helmholtz Instability is also found by De Cillis et al.
(2020). However, the the tip vortices and von Kirman vortex street described by De Cillis et al. (2020) are not seen. Itis
clear that the vortex street is not captured because the tower is not modelled in this simulation. The spatial resolution
from the data-set is too low to see the tip-vortices.

5.4.2. Baseline control, turbulent inflow

The POD analysis shows that the dominant phenomenon in the wake of the simulated wind turbine with baseline
control under turbulent inflow is wake meandering and that the wake meandering is strongest in the side-to-side di-
rection. Thisis confirmed by evaluating the wake centre location using the weighted centre approach. No phenomena
resembling the Kelvin Helmholtz Instability can be seen. The interface between the low-velocity flow in the wake and
the high-velocity flow surrounding the wake is smoothed out and constantly moving. Additionally, it can be seen
from the energy distribution in the POD modes that the mean is less dominant and most of the energy is present in
the modes. Similar to the uniform inflow case, a strong nacelle wake as a result of not modelling the nacelle can be
seen. However, the effect of the nacelle wake is less pronounced in this simulation. The inflow conditions for this
simulation, turbulent inflow and a vertical velocity profile in the wind, are more realistic than for the uniform inflow
case. Therefore, the phenomena found from this simulation are likely a better representation of reality. Addition-



5.4. Discussion 61

ally, the domain is larger so that there are no blockage effects. A drawback of the available data-set is that the spatial
resolution in the axial direction is not high enough to see tip vortices.

Comparing the POD results to fig. 2.18, similar dipole, quadrupole, and hexapoles can be seen as found by Sgrensen
et al. (2015). Additionally, the relative energy distribution shows a similar profile. Contrary to Sgrensen et al. (2015),
the monopoles occurring in the far wake can not be seen. The spatial domain of the available data is not long enough.

5.4.3. Dynamic induction control

The wake of the simulated wind turbine with dynamic induction control under uniform inflow can be divided in three
regions. Region I exists from the rotor plane to approximately 1 D. The transition from region I to region II is charac-
terised by the creation of a vortex ring. The vortex ring is accompanied by a positive radial velocity component before
the vortex and a negative radial velocity behind the vortex. This is conjectured to transport low energy flow from the
wake out of the wake and high energy flow into the wake. This is further investigated in chapter 6. The transition from
region II to region III is characterized by the breakdown of the vortex ring. In this simulation, the breakdown is initi-
ated by interaction with an inner vortex ring that is created around the nacelle wake. The exact breakdown location
is hard to characterize on the based analysis. The breakdown location based on inspecting the Q-criterion isocontour
is around 3D. Alternatively, the same location can be found by inspecting the relative energy of POD modes parallel
to the rotor plane.

The breakdown of the vortex ring is related to the interaction with the inner vortex formed around the nacelle
wake. This nacelle wake is an artefact of the simulation, so no accurate prediction on the breakdown dynamics can be
made following the analysis of this simulation. Further drawbacks of the applied simulation environment are block-
age effects and the lack of a realistic boundary condition at the floor boundary layer. At the top of the wake, the flow
is accelerating as a result of blockage. At the bottom of the boundary layer, the wake wants to expand but meets
the boundary layer. However, no realistic shear layer is formed. The dynamics occurring at the bottom of the wake
are hard to interpret. When including more realistic boundary conditions, such as a shear layer or turbulent inflow,
there might be new interactions that cause the ring vortex breakdown. Most interestingly, the wake meandering phe-
nomenon found in this work and by Andersen et al. (2013) occurs around St = 0.2]—| and might interact with the
vortex ring.






Analysis of transport of Kinetic energy

This chapter presents an analysis of the transport of kinetic energy from the surrounding flow into wake. First, the
baseline control case with uniform and turbulent inflow are analysed. This gives more insight into the flow dynamics
found in chapter 5 while also allowing for validation of the kinetic energy transport framework against similar cases in
literature. The, the kinetic energy transport framework is applied on dynamic induction control with uniform inflow.

6.1. Baseline control, uniform inflow

This section shows an analysis of the kinetic energy transport in the wake of a turbine with baseline control under
uniform inflow conditions. The cases used to perform this analysis are uni_high_base and uni_low_base.

Power profile in the wake
The rotor is achieving a time-averaged trust coefficient of C'; = 0.80. The axial induction factor is then a = 0.28.
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The power found from eq. (6.2) is shown in fig. 6.1a. The power is found from the time-averaged velocity, averaged
over the rotor plane and multiplied with the rotor plane surface and normalized by the free stream power. Dotted
lines are plotted at power levels corresponding to u 4 p ,p10r = Uoo (1 — @) aNA Upp 1oy wake = Yoo (1 — 2a).
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The power level in the rotor plane matches the value predicted by Actuator Disk theory, while the power level
never quite reaches the predicted value in the far wake. This can be attributed to wake mixing, which is not taken into
account in Actuator Disk theory. The spatial gradient of the power in the axial direction 9 P /Jx, non-dimensionalised
by the rotor diameter D, is shown in fig. 6.1b. In the near-wake, between 0—3 D, the flow is decelerating, and the spatial
gradient of the power in the axial direction is negative. In this region, the flow is accommodating to the pressure
drop over the rotor-plane responsible for the power output of the wind turbine, as described by Actuator Disk theory.
Around 3D, the flow is no longer decelerating. The spatial gradient of the power in the axial direction gradient crosses
zero. The power in the wake slowly increases until around 8 D, where a sharp increase in the power and power spatial
gradient in the far wake > 8D can be seen. This is the region where dynamics in the form of the Kelvin Helmholtz
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instability start to appear, as found from section 5.1.1. The various components of the energy flux, in a time-averaged
and instantaneous sense, will be investigated to quantify where this increase in power in the wake comes from.
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(a) Power. Dotted lines indicate the power in the rotor plane and the far wake (b) Spatial gradient of power in the axial direction O P/, normalized by the
predicted by Actuator Disk theory. rotor diameter D.

Figure 6.1: Power and spatial gradient of power in the axial direction found from the time-averaged velocity, averaged over the rotor plane and
multiplied with the rotor plane surface and normalized by the free stream power for case uni_high_base.

There are some unexpected oscillations in the spatial gradient of power in fig. 6.1b. They are investigated by look-
ing at a vertical slice of the local spatial gradient of power in fig. 6.2. Strong oscillations can be seen between 2D and
4D, in aregion associated with the nacelle wake.
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Figure 6.2: Vertical slice of the mean spatial gradient of power in the x-direction at y = O for case uni_high_base. The dotted lines indicate the
rotor plane cylinder. The quiver arrows indicate the local flow direction in the [z z] plane.

6.1.1. Transport of mean kinetic energy

The spatial gradient of power can be explained by investigating the various energy transport terms. Recalling the
Reynolds Averaged Navier Stokes energy equation from chapter 4, with all terms written out and neglecting the vis-
cous terms, where the terms are colour-coded to distinguish them in figures:
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The wall surface integral terms are evaluated by interpolating the required values at 40 points along the control
volume surface, averaging and multiplying with the control volume circumference. All quantities are divided by dx
and multiplied by rotor diameter D. In this way, the equation can be interpreted as the spatial gradient of power
0P /0x as a function of flux terms per unit length. All terms are shown in fig. 6.3a for case uni_high_base and fig. 6.3b
for case uni_low_base.

The flux terms do not well describe the fluctuations in the power spatial gradient. They will not be taken into
account in this analysis. For case uni_high_base, the sum of terms on the R.H.S. (shown in the plot by the black dotted
line) and the power spatial gradient (shown in the plot by the blue line) are a good fit further than 3D, confirmed by
the small residual. In the near wake, < 3D, there is a large residual. This is caused by not taking pressure data into
account. This is confirmed by the data from case uni_low_base, where there is a small residual further than 0.5D. The
large residual closer than 0.5D can be explained by the force field induced by the rotor, which is not considered in this
work. The highest energy flux can be found > 9D and is a combination of advection of kinetic energy by the mean
flow, Reynolds stress work, and the production of turbulent kinetic energy. Pressure work approaches zero in the far
wake. The individual components of the Reynolds Averaged Navier Stokes energy equation are addressed below.
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(a) Case uni_high_base. (b) Case uni_low_base.

Figure 6.3: Components of the Reynolds Averaged Navier Stokes energy equation for case uni_high_base and case uni_low_base.

Advection
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The evaluation of the advection term in eq. (6.3) is shown in fig. 6.3a for case uni_high_base. Advection is nega-
tive in the near-wake region and becomes positive around 2D. A vertical slice of the mean radial velocity for case
uni_high_base is shown in fig. 6.4. A colour map is chosen where red colours correspond to positive radial velocities,
and blue corresponds to negative radial velocities. The radial velocity is positive in the near-wake, carrying energy
out of the wake, matching the negative advection term. The positive advection term in fig. 6.3a suggests that above
2D, a negative radial velocity can be expected. In this slice, that can not clearly be seen, suggesting that the positive
advection component in this region comes from the left and right side of the rotor plane and not from the top and
bottom of the rotor plane. The radial velocity at the top of the wake becomes negative around 9D, carrying energy
into the wake. This corresponds to the sharp increase of the advection term around 9D in fig. 6.3.

(trad) /o

o

Figure 6.4: Vertical slice of the mean radial velocity (u,,) at the centre of the rotor plane for case uni_high_base. The dotted lines indicate the
rotor plane. The quiver arrows indicate the local flow direction in the [z z] plane.

Reynolds stress
The surface integral of Reynolds stress components with a radial velocity term is shown in fig. 6.5. Clearly, the domi-
nant Reynolds stress term is (u,, ) (u.,u’._ ;). In this work, the Reynolds stress flux component is therefore only eval-

rad
uated by this term.
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Figure 6.5: Surface integral of Reynolds stress components with a radial velocity term w,., ; for case uni_high_base.

Figure 6.3a and fig. 6.3b show an increase in the Reynolds stress term starting around 8 D. A vertical slice of the
dominant Reynolds stress term (u,, ) (u,u..,) is shown in fig. 6.6. Indeed, around 8D the start of a region with a
strong Reynolds stress component can be seen. This region coincides with the region associated with the Kelvin
Helmbholtz Instability discussed in section 5.1.1. Comparing this result to the one found by Newman et al. (2014), shown

in fig. 2.7, different flow behaviour can be seen. The Reynolds stress region found by Newman et al. (2014) appears
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immediately downstream of the rotor, while the Reynolds stress region found here only occurs 8 D downstream. The
difference is likely caused by the lack of turbulent inflow here. This will be investigated in section 6.2.

Ro.5 | .
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Figure 6.6: Vertical slice of the dominant Reynolds stress component () {u
the rotor plane for case uni_high_base.

Pressure

Figure 6.3b shows a negative energy contribution from the axial pressure work component in the near wake, before
5D, and a positive flux contribution from the radial pressure work component before 2D. A vertical slice of the pres-
sure field for case uni_low_base, is shown in fig. 6.7. There is a low pressure region immediately downstream of the
rotor, as predicted from actuator disk theory. The negative flux contribution from the axial pressure work can be
explained by decomposing the surface integral:

# (1) (B) - 7) S g, = # (110} (0)) S g (64)

Sdisk ‘Sdisk
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S

disk

Lout Tin

Pressure is increasing in the axial direction. The evaluation of the integral at x,,, is less negative than the evalua-
tion of the term at z,,,, resulting in a net positive of the surface integral, or a net negative energy contribution. In other
words: more low-pressure flow is transported into the flow than low-pressure flow is transported out of the flow. This
leads to a net negative energy contribution. On the other hand, the positive radial velocity u,.,, shown in fig. 64 in
the near-wake is transporting low-pressure air out of the wake, resulting in a positive energy contribution. The radial
velocity decreases at 21, and the pressure at the edge of the rotor-plane approaches zero after 2D, so that this term

approaches zero after 2D.
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Figure 6.7: Vertical slice of the pressure field at y = O for uni_low_base. The dotted lines indicate the rotor plane cylinder.
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Turbulent kinetic energy

Figure 6.3a shows an increase in the production of turbulent kinetic energy starting at 8. A vertical slice of the
turbulent kinetic energy production 7 = (S;;)(uju) is shown in fig. 6.8. Indeed, around 8D the start of a region
where turbulent kinetic energy is produced can be seen. This region coincides with the region associated with the
Kelvin Helmholtz Instability discussed in section 5.1.1.

Figure 6.8: Vertical slice of the production of turbulent kinetic energy 7 = (S,;) {uéué), normalized by the free stream velocity u2, and rotor

diameter D, at y = O for case uni_high_base. The dotted lines indicate the rotor plane cylinder.

6.1.2. Transport of instantaneous kinetic energy

The spatial gradient of power can also be explained by investigating the various flux terms using the instantaneous
Navier Stokes energy equation. Recalling the instantaneous Navier Stokes energy equation from chapter 4, with all
terms written out and neglecting viscous terms, where the terms are colour-coded to distinguish them in figures:
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While the Reynolds Averaged Navier Stokes equations result in a time-averaged evaluation of the energy equation,
the instantaneous energy equation gives an evaluation at every time step. Having the evaluation at every time step
provides more insight, but also requires one more step of analysis. The temporal behaviour of the terms of slices par-
allel to the rotor plane at 1D and 10D downstream of the rotor is shown in fig. 6.9a and fig. 6.9b for case uni_low_base.
At 1D, the sum of the terms on the L.H.S. is a good fit to the sum of the terms on the R.H.S.. At 10D, there are strong
oscillations in all terms, but the sum of the terms on the R.H.S. captures the trend of the sum of the terms on the L.H.S..

Evaluating the individual components at 1D in fig. 6.9a, it can be seen that both the advection and axial pressure
term are negative, matching the Reynolds Averaged Navier Stokes energy equation analysis. There is a small positive
component from the radial pressure. The time rate of change of energy of the control volume oscillates around zero.
Evaluating the individual components at 10D in fig. 6.9b, large oscillations can be seen, related to the Kelvin Helmholtz
Instability. Where the time rate of change and axial pressure term in the RANS energy equation analysis were 0 in
the far wake, they can be seen to have large oscillations here. It will be shown that the mean of these oscillations is 0,
so there is no net energy contribution from the oscillations in the time rate of change and axial pressure. The power
increase over the control volume and advection term show similar behaviour. It will be shown that the mean of these
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terms matches. Evaluating the time resolution of the terms shows that the curves do not look smooth. The results will
be more accurate when using a higher time resolution.
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Figure 6.9: Temporal behaviour of terms of the instantaneous Navier Stokes equation, evaluated over a slice parallel to the rotor plane at 1.D and
10D downstream of the rotor, for case uni_low_base.

Taking the temporal average of all terms, their net energy contribution as a function of downstream distance can
be found. The results are shown in fig. 6.10a for case uni_high_base and fig. 6.10b for case uni_low_base. Comparing
the instantaneous advection term of the Reynolds Averaged Navier Stokes energy equation to the RANS representa-
tion in fig. 6.3, similar results can be seen. The RANS approximation consists of the transport due to the mean flow
(advection), work done due to turbulent fluctuations (Reynolds stress), and the transfer of energy from the mean flow
field to the smaller scales ():

7% (g B 71) dS s ~ 7% (W E) P (e ) ) 1 | dS s + ///V (P)dV  (66)

wall wall Transport due Transport due
Instantaneous energy transport to mean flow to fluctuations Transfer of energy from
mean flow to smaller scales

The temporal average of the energy temporal gradient is zero since the considered flow is steady. Additionally, the
temporal average of the pressure work after 5D is zero. Therefore, instantaneous advection is a good predictor of the
spatial gradient of power after 5D.
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Figure 6.10: Components of the instantaneous Navier Stokes energy equation for case uni_high_base and case uni_low_base.
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6.2. Baseline control, turbulent inflow

This section shows an analysis of the kinetic energy transport in the wake of a turbine with baseline control under
turbulent inflow conditions. The case used to perform this analysis is turb_base.

Power profile in the wake

The power profile, averaged over the rotor plane and normalized by the free stream power, is shown in fig. 6.11a. The
spatial gradient of the power profile is shown in fig. 6.11b. In the near-wake, between 0 — 1.5 D, the flow is decelerating,
and the spatial gradient of power in the axial direction is negative. Around 1.5D, the flow is no longer decelerating.
The recovery is stronger than in the uniform inflow case, and the peak of the gradient appears closer to the wind
turbine than in the uniform inflow case. The various components of the energy flux, in the time-averaged and instan-
taneous form, will be investigated to quantify where this increase comes from.
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(a) Power. (b) Spatial gradient of power.

Figure 6.11: Power and spatial gradient of power in the axial direction found from the time-averaged velocity, averaged over the rotor plane and
multiplied with the rotor plane surface and normalized by the free stream power for case turb_base.

Transport of kinetic energy

The spatial gradient of the power profile can be explained by investigating the various flux terms. The terms com-
puted from the Reynolds Averaged Navier Stokes energy equation are shown in fig. 6.12a. The terms computed from
the instantaneous Navier Stokes energy equation are shown in fig. 6.12b. The peak of the advection and Reynolds
stress term in fig. 6.12a coincide with the peak of the gradient in power. The turbulent kinetic energy production term
appears in conjunction with the increase in the Reynolds stress term. Similarly, the peak of the advection term in
fig. 6.12b coincides with the peak of the gradient in power. As expected, the increasing trend towards the far wake,
as seen in the baseline case due to the Kelvin-Helmholtz instability, is not seen here. There is a large residual in the
near-wake, which can be explained by the lack of pressure data. The trend of the residual follows the trend of the
pressure flux as seen from case uni_low_base.
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Figure 6.12: Components of the Reynolds Averaged Navier Stokes energy and instantaneous Navier Stokes energy equation for case turb_base.

Advection
The evaluation of the advection term in eq. (6.3) is shown in fig. 6.12a. Advection is negative in the near-wake region

and becomes positive around 1.5D. A vertical slice of the mean radial velocity for case turb_base is shown in fig. 6.13.
The radial velocity is positive in the near-wake, carrying energy out of the wake, matching the negative advection
term. The radial velocity at the bottom boundary of the wake is negative starting at 1), carrying energy into the
wake. The radial velocity term at the top boundary of the wake becomes negative around 2D, carrying energy into
the wake. This matches the positive advection term in fig. 6.12a.
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Figure 6.13: Vertical slice of the mean radial velocity (u,,,) at y = O for case turb_base. The dotted lines indicate the rotor plane cylinder. The
quiver arrows indicate the local flow direction in the [x z] plane.

Reynolds stress
The surface integral of Reynolds stress components with a radial velocity term is shown in fig. 6.14. Similar to uniform

inflow, the dominant Reynolds stress term s (u,,, ) (u,u..,,)- The Reynolds stress flux components are only evaluated
by this term.
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Figure 6.14: Surface integral of Reynolds stress components with a radial velocity term u,.,; for case turb_base.

Figure 6.12a shows that the Reynolds stress term is present throughout the wake and strongest in the region 2D —
7D. A vertical slice of the dominant Reynolds stress term (u,,)(u,,u, ) is shown in fig. 6.15. Indeed, a region with
a strong Reynolds stress component can be seen at the top boundary of the rotor plane starting at 2.D. The Reynolds
stress component is higher at the top of the wake than at the bottom of the wake. This can be explained by the shear

layer on the inflow wind profile.
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Figure 6.15: Vertical slice of the dominant Reynolds stress component () {u
case turb_base.

, normalized by the free-stream velocity u?_, at y = 0, for
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Turbulent Kinetic energy

Figure 6.12a shows that the production of turbulent kinetic energy term 7 = 5, < u;u3 > is strongest in the region
1D — 6D. A vertical slice of the turbulent kinetic energy production is shown in fig. 6.16. Indeed, there is a region
of production of turbulent kinetic energy at the top of the rotor cylinder between 1D — 6 D. Additionally, turbulence
is produced in near-wake regions 1D — 3D with a high-velocity gradient in the z-direction: the regions between the
high velocity of the free-stream, low velocity in the wake, and high velocity immediately downstream of the nacelle.
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Figure 6.16: Vertical slice at y = 0 of the production of turbulent kinetic energy » = Sij <uj uj > for case turb_base. P is normalized by the free
stream velocity u>_ and rotor diameter D. The dotted lines indicate the edges of the rotor cylinder.

6.3. Dynamic induction control

This section shows an analysis of the kinetic energy transport in the wake of a turbine with dynamic induction control
under uniform inflow conditions. The cases used to perform this analysis are uni_high_0.25 and uni_|ow_0.25.

Power profile in the wake

The average power in the wake is shown in fig. 6.17a for case uni_high_0.25. Additionally, two realisations of instan-
taneous power, found from flow field bins corresponding to an excitation signal of the blade pitch # = —4° and 4°,
are shown. The peaks and valleys in power can be imagined as a travelling wave through the wake. The black dotted
lines show the envelope of peaks and valleys. With an oscillating excitation signal, the instantaneous velocities and
resulting power have a large, periodic deviation from the mean. This introduces an error in the average power that
has been used so far, that can be characterized by Jensen’s inequality:

pA<ua3:>3 < */)A<U§T> (67)

The more accurate % pA(u3 ) is found using two methods. Firstly, it is found by finding the instantaneous power
for all time-steps and averaging over time. When applying this method, care needs to be taken to average over an in-
teger number of periods of the excitation signal. Secondly, it is found using the bin approach described in section 5.3:
the flow is described by one period of the actuation signal, where the simulation data is grouped into bins correspond-
ing to the timing of the actuation signal. The instantaneous power is found for every flow field corresponding to the
bins and averaged. Using this approach, the average is inherently taken over one period. Both approaches match and
are shown in fig. 6.17a as (u?).

The spatial gradient of power is shown in fig. 6.17b for power found using (u) and (u3). The two gradients differ.
This will be investigated further below. Additionally, the spatial gradient of two realisations of the power, found at
an excitation signal of the blade pitch § = —4° and 4° are shown. The instantaneous gradients show large deviations
from the mean. The envelope of peaks and valleys is shown by the black dotted lines and is largest in the region
1D —5D.
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Figure 6.17: Power and spatial gradient of power found from % pAlu,,)? and % pA{u2,) for case uni_high_0.25. The power is averaged over the
rotor plane and normalized by the free-stream power.

The effect of the error characterized by Jensen’s equality on case uni_high_base, turb_base and uni_high_0.25 is
shown in fig. 6.18. A smaller error is introduced when the fluctuations are less strong. The difference is small enough
for case uni_high_base and turb_base to be in the order of the residual. However, for case uni_high_0.25 there is a
large difference. The spatial gradient of instantaneous power shows a peak between 1.5 — 2.5D. This coincides with
the region where the coherent vortex ring, described in section 5.3, is seen.
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Figure 6.18: Power and spatial gradient of power found from £ pA(u,,)® and 5 pA(u3,) for case uni_high_base, turb_base and uni_high_0.25.
The power is averaged over the rotor plane and normalized by the free-stream power.

6.3.1. Transport of instantaneous kinetic energy

The temporal behaviour of the instantaneous Navier Stokes energy equation terms of a slice at 2D and 5D down-
stream of the rotor is shown in fig. 6.19 for case uni_high_0.25. At 2D, there is a large difference between the sum of
the terms on the L.H.S. and the R.H.S.. This difference is expected to be caused by the lack of pressure data. At 5D, this
difference is smaller but still present.

Investigating the advection term, the working principle of dynamic induction control can be seen. The advection
of energy into the wake is first positive, then negative, and then low for a while. The positive advection can be related
to the region in front of the vortex ring, where there is a velocity component into the wake. The negative advection
can be related to the region behind the vortex ring, where there is a velocity component out of the wake. Then, there
is a low radial velocity component when there is no vortex ring present at the slice. The advection into the wake is
higher than the advection out of the wake. This can be explained by the fact that high energy flow is transported into
the wake, and low energy flow is transported out of the wake. The net contribution of advection is positive.
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Figure 6.19: Temporal behaviour of components of the instantaneous Navier Stokes equation for case uni_high_0.25 at 1 D and 5D downstream
of the rotor.

The temporal behaviour of the instantaneous Navier Stokes energy equation terms of a slice at 2D and 5D down-
stream of the rotor is shown in fig. 6.20 for case uni_low_0.25. It is expected that the residual found for the slice at 2D is
resolved, as compared to case uni_high_0.25, by taking into account pressure data. However, there is still a difference
between the terms on the L.H.S. and the R.H.S..
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Figure 6.20: Temporal behaviour of components of the instantaneous Navier Stokes equation for case uni_low_0.25 at 1 D and 5D downstream of
the rotor.

Taking the temporal average of all terms, their net energy contribution as a function of downstream distance can
be found. The results are shown in fig. 6.21a for case uni_high_0.25 and fig. 6.21b for case uni_low_0.25. Figure 6.21a
shows that the advection term is a good match to the spatial gradient of power after 3D for case uni_high_0.25. The
residual in the near wake can be explained by the lack of pressure data. Figure 6.21b shows that the sum of the ad-
vection and pressure terms is a good match to the spatial gradient of spatial gradient after 3D for case uni_low_0.25.
Before 3D, the temporal average of the difference shown in fig. 6.20 results in a residual. After 3D, the temporal
average of the pressure terms averages out to zero.

The behaviour of the gradient of the power profile can be related to the phenomena in the flow. Three regions can
be defined: region I, before the forming of the vortex ring, region II, where the vortex ring is present, and region III,
after the breakdown of the vortex ring. The kinetic energy transport in region I is dominated by pressure terms. The
transition of region I to region II will be defined as the zero-crossing of the spatial gradient of power. The dominant
kinetic energy transport term in region Il is advection, but pressure terms are not negligible.. The transition of region
II to region III will be defined as the valley in the gradient of power. Region III is dominated by advection terms and
pressure terms are negligible.
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(a) Case uni_high_0.25.

(b) Case uni_low_0.25.
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Figure 6.21: Components of the instantaneous Navier Stokes energy equation for case uni_high_0.25 and case uni_low_0.25. The regions corre-
sponding to the behaviour of the vortex ring are indicated: region I, where no vortex ring is present, region I, where the vortex ring is present, and
region III, where the vortex ring has broken down.

6.3.2. Transport of mean kinetic energy

The Reynolds Averaged Navier Stokes energy equation terms for case uni_high_0.25 and case uni_low_0.25 are shown
in fig. 6.22. The sum of the terms on the R.H.S. is not a good fit to power found from (u)3. Instead, the transport
of kinetic energy is compared to the power found from (u?®). Again, a residual in the region 1D — 3D can be seen.
However, the analysis still provides insight. In the region 1D — 3D, there is a large contribution from the Reynolds
stress term. In other words: there is high kinetic energy transport caused by fluctuating velocities.

Again, the three regions can clearly be defined. It is interesting to see that the time-averaged component of advec-
tion does not show a peak in region II, while the fluctuating component of advection in the form of Reynolds stress
shows a clear peakin region II. The turbulent transport of kinetic energy is higher than in the baseline case on account
of the turbulence created by the ring vortex breakdown.

(a) Case uni_high_0.25.

-0.05 4

(b) Case uni_low_0.25.
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Figure 6.22: Components of the Reynolds Averaged Navier Stokes energy equation for case uni_high_0.25 and case uni_low_0.25. The regions
corresponding to the behaviour of the vortex ring are indicated: region I, where no vortex ring is present, region II, where the vortex ring is present,

and region III, where the vortex ring has broken down.

A vertical slice of the dominant Reynolds stress term (u,,, ) (u,,,u

/
T

wq) s shown in fig. 6.23. Indeed, a region of high

Reynolds tress is seen until 2.5 D, where the Reynolds stress term at the top of the wake cylinder switches sign.
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Figure 6.23: Vertical slice of the dominant Reynolds stress component (u,,,, ) (uy, ., ), Normalized by the free-stream velocity ud_,aty = 0, for

case uni_high_0.25. The regions corresponding to the behaviour of the vortex ring are indicated: region I, where no vortex ring is present, region
II, where the vortex ring is present, and region III, where the vortex ring has broken down.

6.4. Discussion

This section discusses the findings of this chapter. First, the findings for baseline control with uniform and turbulent
inflow are presented. Then, the findings for dynamic induction control are discussed.

6.4.1. Baseline control, uniform inflow

The terms of the Reynolds Averaged Navier Stokes energy equation and the instantaneous Navier Stokes energy equa-
tion, derived in chapter 4, are evaluated in the wake of a turbine with baseline control with uniform inflow. Both
methods show that they can describe the increase in power in the wake as a function of energy transport. The anal-
ysis shows that pressure data is needed to adequately describe the evolution of power in the wake in the near-wake.
Additionally, a high residual near the turbine location related to the energy extraction of the rotor is present. There
are fluctuations in the spatial gradient of power in the wake between 2D — 5D that are not well-described by the en-
ergy transport terms. They are conjectured to be related to the nacelle wake. Figure 6.9a shows that these fluctuations
exist as early as 1 D. They have the same frequency as the frequency in the far-wake related to the Kelvin Helmholtz
Instability. There is a small amount of energy transport before 9D, until strong fluctuations arise related to the Kelvin
Helmholtz Instability. This is the main driver of energy transport into the wake for this simulation. The instantaneous
energy flux shown in a slice at 10D in fig. 6.9b shows that when there are large fluctuations, the time resolution of the
data is not high enough to adequately capture the energy transport.

6.4.2. Baseline control, turbulent inflow

The evolution of power in the wake of a turbine with baseline control with turbulent inflow is very different from
uniform inflow: the recovery is much higher. Evaluating the energy equations shows that this is caused by a higher
Reynolds stress and advection term. The Reynolds stress is highest around 3D in the wake. Comparing this to the
Reynolds stress found by Newman et al. (2014), shown in fig. 2.7, the region of Reynolds stress looks similar both
in terms of shape and magnitude. The production of turbulent kinetic energy is located in the same region as the
Reynolds stress.

Figure 6.12a can be compared to the mean Kkinetic equation terms found by Houtin—Mongrolle et al. (2021) in
fig. 2.6a. In their plot, Houtin—Mongrolle et al. (2021) have not decomposed the surface integrals of advection and
pressure. The pressure terms are combined under 'Pressure work’. The spatial gradient of power 0 P/dx and advec-
tion term are combined under 'MKE change’. Additionally, MKE has an opposite sign in their work. Finally, the results
shown in fig. 2.6a are for a wind turbine misaligned with the wind by v = 30°. Although different cases are consid-
ered, the general trends in MKE change, Reynolds and TKE production are similar. The residual in the near-wake
shown in fig. 6.12a matches the trend of the pressure work term found by Houtin—Mongrolle et al. (2021).
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6.4.3. Dynamic induction control

The qualitative analysis in section 5.3 showed three distinct regions in the wake of a wind turbine actuated with dy-
namic induction control: region I immediately downstream, where the vortex ring is not formed yet. Region II is
characterised by the presence of a vortex ring. Finally, region III is defined after the breakdown of the vortex ring.
Evaluating the three regions using the energy transport equations, the regions can be coupled to dominant transport
terms. In region I, the transport of kinetic energy is dominated by pressure terms. In region II, the instantaneous
Navier Stokes equations show that the advection into the wake, caused by the negative radial velocity behind the vor-
tex ring, is larger than the advection out of the wake, caused by the positive radial velocity before the vortex ring. The
Reynolds Averaged Navier Stokes equations show a peak in Reynolds stress in this region. It is interesting to note that
these peaks correlate very well with the relative energy distribution of the Proper Orthogonal Decomposition modes
related to the vortex ring found in fig. 5.29. Finally, region III is characterized by a drop of the Reynolds stress that
occurs at the same location as the ring vortex breakdown. The turbulent transport in this region remains higher than
that of the baseline case on account of the turbulence generated by the ring vortex breakdown.

It is shown that computing the power from the time-averaged velocities introduces an error that can be character-
ized by Jensen’s inequality. While this error remains small for the baseline control simulations, the error in the power
and the gradient of the power becomes large when applying dynamic induction control. Therefore, the Reynolds Av-
eraged Navier Stokes energy terms are related to the power found from (u?). A more accurate way to assess this would
be to use the Reynolds work term (u,,, ) (44, ) This is not implemented here for practical reasons.

The quantitative results show a good match with the qualitative results, and provide additional insight. However,
there isarelatively large residual in region II. For the instantaneous energy equation shown in fig. 6.21b, this difference
could be explained by the neglected viscous transport term, the sub-filter scale stress tensor or the viscous dissipation
term, as discussed in chapter 4:

. 0 oT;;
residual = B (—2vu;S;;) — e +uif;—€ (6.8)
For the Reynolds Averaged energy equation shown in fig. 6.22b, the neglected terms are:
. 0 T,

However, the error is more likely to be caused by other factors. The error for the instantaneous energy equation
could be explained by insufficient temporal resolution. The error for the Reynolds Averaged energy equation could
be explained by:

<urad><p> 7& <uradp> (610)

Further research on the residual is recommended to fully understand the transport of energy from the free stream
to the wake. Finally, it is interesting to note that the energy transport found for the case uni_high_0.25 and case
uni_low_0.25 differs by quite a lot. The general trend of the location of the regions is similar, but the magnitude of the
energy transport terms is not. A grid convergence study to determine the necessary spatial and temporal resolution
to capture the dynamics is recommended.



Evaluating actuation frequencies

This chapter gives a brief comparison between dynamic induction control cases with different actuation frequencies.
No further analysis is performed, and the findings will mostly serve as the basis of recommendations for further re-
search.

Evaluating the spatial gradient of power

The power and spatial gradient of power for dynamic induction control with different actuation frequencies is shown
in fig. 7.1. As seen before, the baseline control case with turbulent inflow has a dramatically improved wake recovery
as compared to the baseline control case with uniform inflow. Similarly, the dynamic induction control cases show a
peak recovery in the region associated with the vortex ring, and improved recovery in the region after the breakdown
of the vortex ring. Evaluating the three dynamic induction control cases computed in the low-resolution SOWFA en-
vironment, it can be seen that they perform differently in the three regions defined in section 6.4.3. The recovery is
shown in fig. 7.1b. In the near-wake region I, dominated by pressure, the wake recovery is highest for a low actuation
frequency. In region II, dominated by the vortex ring, the low frequency has the highest wake recovery. Finally, in
region III, the recoveries are similar. The wake recoveries are ordered from high-frequency to low-frequency or the
other way around, and there does not seem to be an optimum for the St = 0.25[—] case. The difference in effective-
ness of the three actuation frequencies is influenced by the intensity of the vortex ring, that determines the peak of
the advection component into the wake, and the breakdown location of the vortex ring, that determines the length of
the peak of the advection component. Comparing the different powers in the wake to the ones found by Frederik et al.
(2020a) shown in fig. 2.12, the trend does not match. Frederik et al. (2020a) found a significant power improvement at
5D for a case with St = 0.25]—] as compared to other actuation frequencies, whereas here the powers are very close
together. A possible explanation for this can be seen when comparing the power found from the low-resolution cases
to the power found for the high-resolution dynamic induction control case. It can be expected that when the resolu-
tion is sufficiently high, the two results should be similar. However, there is a large difference between the power in
the wake found for the high-resolution and low-resolution wake. It can be concluded that either the time resolution
or the spatial resolution for the low-resolution case is not sufficient. For further research on finding an effective actu-
ation frequency, it is recommended that a grid refinement study is performed. In such a study, the case is computed
with varying resolutions. When the resolution is high enough, the solutions will converge.

When comparing the improvement in wake recovery of the dynamic control cases with the improvement in wake
recovery caused by turbulent inflow, the magnitude of the effect is similar. It is hard to say what the effect of dynamic
induction control would be under turbulent inflow based on the analysis in this thesis. It is expected that the peak in
transport of kinetic energy in region II remains in turbulent inflow, while the increase in region III will be limited.
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Figure 7.1: Power and spatial gradient of power for different actuation frequencies. Uniform and turbulent inflow baseline cases are also shown for
reference.

Dynamic inflow

The time behaviour of the thrust coefficient C';- is shown in fig. 7.2. The thrust coefficient for the baseline case can be
seen to be constant in time. The thrust coefficient for case uni_low_theta_4 and case uni_low_theta_-4 shows a tran-
sient behaviour at ¢ = 0[s]. This is because the flow field is established by running the simulation for 1000[s]. Then,
at¢ = 1000]s], the blade pitch 6 is set to 4° or —4°, effectively imposing a step function on the pitch. The transient be-
haviour is a result of the wake needing some time to adjust to the changed rotor parameters. This process is known as
dynamic inflow, and usually occurs from a time-varying wind speed. Models to capture this effect are described by Yu
(2018). It can be seen that the varying excitation frequencies for the low-resolution cases, show different peak thrust
coefficients. The highest actuation frequency has the highest peak of the thrust coefficient, and approaches the value
achieved by the step function, that is the upper limit of that can be achieved by pitching the blades at this amplitude.
The thrust coefficient of the high-resolution dynamic induction control case is higher than the thrust coefficient of the
low-resolution case with the same frequency. They are expected to be similar, given the same inflow conditions that
are applied here. An explanation for the higher thrust coefficient can be the low time-resolution for the low-resolution
case. The blade tip is passing multiple grid points in one computation step, resulting in inaccuracies. The difference in
thrust coefficient is probably the main reason for the difference in the power in the wake shown in fig. 7.1. Despite the
limitations of the low-resolution case, it is interesting to see the effect of the actuation frequency on the peak thrust
coefficient C';,, and it is likely that the optimum actuation frequency is at least partly reliant on this phenomenon.
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Figure 7.2: Time behaviour of the thrust coefficient C'- for varying inflow cases.



Conclusions and recommendations

This chapter will provide an overview of the conclusions that can be drawn based on the analysis performed in this
thesis, answering the research questions. Then, recommendations are given for further research. Finally, the main
contributions of this work are summarised.

8.1. Conclusions

Clustering wind turbines in wind farms results in wake losses. A potential solution to mitigate these losses is wind
farm control, which is to deviate from optimal individual wind turbine operation in order to improve a total wind
farm objective. A novel research direction within wind farm control is dynamic control, where an upstream wind
turbine is dynamically actuated in order to promote wake recovery. Dynamic control is showing promising results
in research, but the aerodynamic phenomena underlying the wake recovery are not yet well understood. This thesis
aims to elucidate the working principle behind dynamic induction control.

In order to provide quantitative insight in the transfer of kinetic energy from the free stream to the wake, the in-
stantaneous and Reynolds Averaged Navier Stokes energy equations are used. The RANS energy equation has seen
much use in literature related to wake recovery. Because of the highly time-varying nature of dynamic induction con-
trol, this work proposes the use of the instantaneous Navier Stokes energy equations to analyze the flow. A derivation
for the transport of kinetic energy into a cylindrical control volume in a wind turbine wake is provided for the instan-
taneous and Reynolds Averaged Navier Stokes energy equation, showing similarities but also slight differences in the
derivation between the two approaches.

The dominant phenomenon in the wake for a wind turbine with baseline control simulated with uniform inflow is
the Kelvin Helmholtz Instability. This instability occurs under specific flow conditions: an approximately step differ-
ence in the axial velocity over the interface between the wake and the free stream. The result of the Kelvin Helmholtz
Instability is that any small perturbation of the interface shape will exponentially grow in space and time. Using
Proper Orthogonal Decomposition, this behaviour can indeed be seen: a perturbation at St ~ 0.8]—| that grows
in the wake. The onset of the instability can already be seen in the temporal behaviour of the kinetic energy at 1D
downstream of the wind turbine.

Analysis of the wake of a wind turbine with baseline control simulated with turbulent inflow does not show the
Kelvin Helmholtz Instability. The necessary flow conditions at the interface are disturbed by the turbulent flow. In-
stead, analysis through Proper Orthogonal Decomposition shows that the dominant phenomenon in the flow is wake
meandering ata frequency of St ~ 0.2[—]. This is confirmed by finding the wake center with the Weighted Geometric-
Center Approach. The dominant direction of wake meandering is side-to-side. Analysis from the energy equations
show that the recovery is much higher than for uniform inflow, and that the peak of the Reynolds stress occurs at 3D
in the wake.

81



82 8. Conclusions and recommendations

Analysis of the wake of a wind turbine with dynamic induction control show that three regions can be defined: the
near-wake region dominated by pressure terms, the vortex ring region dominated by advection and Reynolds stress
terms, and the region after the vortex breakdown, dominated by turbulent fluctuations.

The transition from region I to region II is characterised by going from a deceleration of the flow in region I to ac-
celeration of the flow in region II. This occurs at 1 D. The transition of the second region to the third region is triggered
by the breakdown of the vortex ring. This occurs at 3D. In region II, there is a an upward radial velocity before the
vortex ring and a negative radial velocity after the vortex ring. Analysis of the instantaneous Navier Stokes energy
equations shows that more energy is carried into the wake by the negative radial component, than is carried out of
the wake by the positive radial velocity component. In region III, the turbulence intensity has increased as compared
to baseline control, leading to increased wake recovery even after the ring vortex breakdown.

In the simulation used in this work, uniform inflow and not modelling the nacelle, the transition from region II to
region III is triggered by the interaction of an inner vortex ring with the outer vortex ring. This inner vortex ring arises
from the nacelle wake. The nacelle wake is an artefact of the simulation and not physical. Therefore, the ring vortex
breakdown location predicted with the current simulation does not have much physical meaning. Additionally, the
temporal resolution used in the low-resolution SOWFA cases is too low to accurately describe the thrust coefficient.
Therefore, the relation between flow and wind farm parameters and effective settings for dynamic induction control
could not be established based on the analysis in this research. However, it is shown that dynamic inflow effects can
be of influence. Additionally the intensity of the vortex ring and downstream distance of the breakdown location of
the vortex ring are of importance to the effectiveness of dynamic induction control.

While there remains a lot of work to be done, this thesis confirms the potential of dynamic induction control shown
in previous research. A particularly interesting aspect of dynamic induction control shown in this thesis is that a
high amount of wake recovery is compressed into a short distance in the order of 3D. This property makes dynamic
induction control a potential way to decrease turbine spacing in wind farms, allowing the placement of more wind
turbines on the same area.

8.2. Recommendations

While this research has not succeeded in establishing effective settings for dynamic induction control, it has provided
some of the groundwork needed for further research. Firstly, the working principle of dynamic induction control is
qualitatively described. Secondly, a framework for investigating the transport of kinetic energy is provided. Recom-
mendations are given for the simulation set-up, evaluating the effect on the downstream wind turbine, flow analysis
and actuation signal.

Simulation set-up

It has been shown that the breakdown location of the ring vortex is of importance to the effectiveness of dynamic
induction control, but that the breakdown location predicted by the current simulation set-up does not have much
physical meaning. It isrecommended to investigate the interaction of the ring vortex with a more realistic simulation
set-up. Possible additions to the simulation set-up include:

« Nacelle model
« Tower model
« Turbulent inflow

- Shear layer on the inflow wind profile

These additions result in a frequency component in the wake. For example, a tower model introduces frequency
components in the wake in the form of a von Kdrman vortex street (De Cillis et al., 2020) and turbulent inflow intro-
duces wake meandering (Andersen et al., 2013). It is likely that these phenomena will interact with the vortex ring.
Using these additions will provide a prediction of the ring vortex breakdown location with more physical meaning.
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Part of the effectiveness of dynamic induction control comes from the increased turbulence intensity in region III.
It would be interesting to see what the effect of the ring vortex breakdown is on the turbulence intensity in region III
when there is already turbulence naturally present.

Finally, it is shown that the low-resolution cases used in this research suffer from a too low time-resolution. It is
recommended to perform a grid refinement study, taking into account spatial and temporal resolution. The solutions
will converge when the resolution is high enough, providing a means to validate the used simulation environment.

Downstream wind turbine

The goal of dynamic induction control is to increase kinetic energy recovery in the wake for a downstream wind
turbine to benefit from that energy. Frederik et al. (2020a) found that the most effective actuation frequency depends
on the turbine spacing. This finding is not replicated in this research. However, it is also shown that the data used
to attempt to replicate this result is suffering from a too low temporal resolution. It is recommended to replicate the
result by Frederik et al. (2020a), while also taking into account the additions to the simulation set-up mentioned above.

Flow analysis

The provided framework to evaluate the transport of kinetic energy using the Reynolds Averaged and instantaneous
Navier Stokes energy equation has created insight into the flow. However, there is a residual in region II, a region
with large oscillations, that could not be explained. For the instantaneous Navier Stokes energy equation, it is unclear
what is causing the residual. Possibilities include incorrectly neglecting the viscous terms, a too low time or spatial
resolution, or a mistake in the implementation. For the Reynolds Averaged Navier Stokes energy equation, it is shown
that:

<urad><p> 7/: <uradp> (81)

This could be solved by applying Reynolds decomposition on the pressure and further deriving the equations:

p=(p)+p (8.2)

This research has shown the use of Proper Orthogonal Decomposition to identify coherent spatial and temporal
modes in the wake. An interesting aspect of POD is that it can be combined with the energy transport equations to
find the kinetic energy transport per mode, as shown by De Cillis et al. (2020). This can be used to further understand
the kinetic energy transport contribution of individual phenomena.

An alternate to using Proper Orthogonal Decomposition to find coherent spatial and temporal modes in the wake
is Dynamic Mode Decomposition (Kutz et al., 2016). Both approaches are based on the Singular Value Decomposition.
One of the main differences is that Proper Orthogonal Decomposition decomposes the signal into spatially orthog-
onal modes, whereas Dynamic Mode Decomposition decomposes the signal into temporally orthogonal modes. In
other words: POD modes can show peaks at multiple temporal frequencies, whereas DMD decomposes the signal
into modes that sinusoidally oscillate at a single frequency. This can be an advantage when linking a spatial mode to
a purely sinusoidal actuation signal.

Actuation signal

The control signal applied on the blade pitch in this research is sinusoidal. However, inspecting the time evolution
of the thrust coefficient found by an adjoint-based optimization by fig. 2.10a looks more like a saw-tooth signal. The
thrust is increased in a single step and then gradually decreased, until it is increases with a step again. Increasing
the pitch in a single step results in a peak thrust coefficient as a result of the dynamic inflow effect, and this could
potentially be a more effective actuation signal. This will introduce different loads on the blade, that will also need to
be taken into account.
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8.3. Contribution to the field

Despite the limitations imposed by the available simulations, several important and valid concepts have been formu-
lated that can aid further research on dynamic induction control.

- A framework is provided to evaluate the transport of kinetic energy into a cylindrical control volume in a wind
turbine wake using the instantaneous Navier Stokes energy equation. This approach can be used to provide
insight into the time behaviour of kinetic energy transport. The approach can be used in conjunction with the
Reynolds Averaged Navier Stokes energy equation.

« The working principle of dynamic induction control is qualitatively described, by dividing the wake in three
regions: region I, dominated by pressure, region II, dominated by a vortex ring and region III, dominated by
turbulence. The peak of transport of kinetic energy occurs in region II, as is confirmed by analysis through the
instantaneous Navier Stokes energy equations.

+ In a simulation with uniform inflow and where the effect of the nacelle is not modelled, the transition from
region II to region III is triggered by interaction of the outer vortex ring with an inner vortex ring that forms
around the nacelle wake. The nacelle wake is a result of not modelling the nacelle and deemed non-physical, so
the ring vortex breakdown location that arises from this simulation does not have much physical meaning.
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