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A B S T R A C T

Submarine buried pipelines are often laid in trenches backfilled with loose sandy soil, which is intrinsically
prone to liquefaction. When liquefaction is triggered, the soil tends to behave as a viscous fluid with vanishing
shear strength and very limited ability to restrain structural displacement, for instance during the occurrence
of pipeline flotation. Recently, a 2D CFD-based approach for the analysis of pipe flotation in liquefied sand has
been proposed by Pisano et al. (2020), in which soil reconsolidation effects are phenomenologically captured
by considering rheological parameters that evolve in space and time as pore water pressures dissipate. Despite
a remarkable agreement with experimental data from the literature, the complexity and computational costs of
such approach may still hinder its applicability to pipeline engineering practice. To overcome this limitation,
a simplified model is proposed herein, in which all the forces governing the motion of the pipe are expressed
via simple analytical relationships. After thorough validation against 2D CFD results and relevant experimental
data, it is concluded that the new simplified model largely retains the predictive capability of Pisano et al.’s
framework in combination with negligible computational costs.
1. Introduction

Approximately a quarter of the present oil and gas supply is pro-
duced offshore, mostly in the Middle East, the North Sea, Brazil, the
Gulf of Mexico and the Caspian Sea. The recent projections of the In-
ternational Energy Agency highlight that, up until 2040, the amount of
hydrocarbon-related offshore activities will continue to increase (IEA,
2018). In this context, pipelines will continue to play a crucial role in
enabling the transport of hydrocarbons from wells to in-field processing
facilities and finally to shore.

When directly laid on the seabed, pipelines are often exposed to
harsh hydrodynamic loads that may negatively impact their structural
performance. Although pipelines can usually withstand large displace-
ments, a stabilisation measure is often employed. A typical stabilisation
option is to lay pipelines in trenches backfilled with rocks or sand.
Pipe trenching can be very expensive, but it can increase the lateral
resistance and drastically reduce hydrodynamic forces (Teh et al., 2006;
Bai and Bai, 2014).

Pipelines buried in uncompacted sandy backfill may suffer from the
consequences of soil liquefaction, possibly induced by structural vibra-
tions, ocean waves, tidal fluctuations, or earthquakes (Sumer et al.,
1999; de Groot et al., 2006; Luan et al., 2008). The occurrence of
liquefaction is generally associated with the loose state of the backfill
under the low effective stresses at shallow soil depth — though with
an influence of the previous stress/strain history (Finn et al., 1970;

∗ Corresponding author.
E-mail address: f.pisano@tudelft.nl (F. Pisanò).

Ishihara and Okada, 1978). Due to the low strength and stiffness of
fluidised soils, segments of buried pipelines may experience excessive
displacement, for instance in the form of vertical flotation or sinking.
In the presence of relatively light pipelines, the large(r) unit weight of
liquefied sand is often the main trigger of the flotation process, simply
as a consequence of Archimedes’ principle; other driving mechanisms
are also possible, e.g., in the presence of a strong upward power water
pressure gradient or due to upheaval buckling (especially for high-
temperature high-pressure pipelines) (Teh et al., 2006). After the first
studies in the United States (Pipeline Flotation Research Council, 1966),
North Sea offshore developments motivated further in-depth research
regarding the impact of soil liquefaction on the stability of trenched
pipelines (Sumer et al., 1999; Damgaard and Palmer, 2001). Relevant
outcomes of these research efforts are presently reflected by relevant
industry standards (DNV, 2021a,b,c).

Since pipeline routes may not always avoid liquefiable areas,
geotechnical input to pipeline design must include the prediction
of flotation-induced deformations whenever soil liquefaction risk is
anticipated. In fact, vertical movement can lead to a limit state in
which the structural security of the pipeline is compromised, either by
excessive bending or by overloading of attached structures (e.g., other
pipeline branches or wellheads). If flotation results in the resurfacing
of (a segment of) the pipeline, then the effectiveness of trenching as a
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stabilisation method may be jeopardised. In this respect, geometrical
settings do naturally play a role, for instance depending on the ratio
between pipeline diameter and embedment, as well as on the trench
width. Tubes of diameter 𝐷 from 0.25 m to 1.5 m are most often used in
ractice, in combination with values of embedment depth (𝑏, thickness
f the soil cover) and trench width (𝑑, average value for a trapezoidal
ross-section) such that 1.5 < 𝑏∕𝐷 < 7 for 𝐷 < 0.75 m (small-diameter
ubes) and 0.75 < 𝑏∕𝐷 < 2 for 𝐷 > 0.75 m (medium/large-diameter

tubes), and 1.5 < 𝑑∕𝐷 < 7.
Although some previous studies have already researched the uplift

esistance of pipelines in loose liquefiable sand (Schupp et al., 2006;
yrne et al., 2013), there are to date no well-established methods
or predicting pipeline displacement in relation to soil liquefaction
henomena. To fill this knowledge gap, Pisanò et al. (2020) proposed
novel approach based on Computational Fluid Dynamics (CFD), ac-

ounting for large deformations and possible reconsolidation effects in
he soil. More specifically, the proposed approach idealises the fluidised
ackfill in the trench as a Non-Newtonian (Bingham) fluid, whereas the
nalysis of pipe-soil interaction during flotation is carried out, within
one-phase modelling framework, using the so-called Particle Finite

lement Method (PFEM). As excess pore pressures in the soil may
wiftly dissipate, it has been shown how a phenomenological update

both in space and time – of evolving rheological properties can
nable successful simulation of liquefied sand’s interaction with buried
ipelines. This approach is consistent with available experimental ev-
dence (Nishimura et al., 2002; Gallage et al., 2005; Guoxing et al.,
016), and allows the study of pipeline motion in reconsolidating soil
ithout abandoning the reference fluid modelling framework.

It should be acknowledged, however, that Pisanò et al.’s approach
equires the numerical solution of a complex fluid–structure interaction
roblem, which appears to be beyond the level of complexity that
s normally acceptable for practical design calculations. To overcome
hese difficulties, this paper proposes a simplification of the original
pproach in the form of a ‘reduced’ model that can be easily imple-
ented and utilised by practising engineers. The proposed simplified
odel introduces physics-based analytical relationships to describe the
ain forces affecting the motion of a floating pipe in liquefied –

nd possibly reconsolidating – sand, without resorting to demanding
D/3D CFD simulations. The remainder of the paper is dedicated to
he physical validation of the simplified model, both against complete
D PFEM simulation results and small-scale experimental data from the
iterature. The twofold goal of this work is to cover the conceptual
evelopment of the model and prove its predictive capability after
roper calibration. In the latter regard, existing uncertainties about the
echanical properties of liquefied sand are discussed in relation to the

pecific application at hand, in a fashion that preludes to further studies
n the subject.

. Simplified model formulation

Characterising the nature and state of the backfill material is key
o assessing the stability of submarine buried pipelines. Trenches are
sually backfilled with materials that are available on site; once laid
n trench, these materials are frequently very loose and thus prone
o liquefaction. If liquefaction does take place, then (segments of)
he pipeline may undergo either flotation or sinking, which would
egatively impact structural integrity.

Although pipeline networks are in reality three-dimensional, de-
ailed stability studies on specific segments of the infrastructure are
ften tackled through two-dimensional approaches, focusing on the
nteraction between pipe cross-section and surrounding soil. In this con-
ext, a two-dimensional approach has been recently proposed by Pisanò
t al. (2020) to simulate the evolution in time of the pipe upward
isplacement while the soil is initially fully liquefied and gradually
econsolidating. The model builds on an enhanced one-phase (total-
tress) approach, in which the liquefied sand is modelled as a Bingham
2

i

fluid (see Eqs. (1a) and (1b)). In the simplest case of one-dimensional
shear flow, the behaviour of a Bingham fluid is characterised by only
two rheological parameters, namely the yield stress 𝜏𝑦 and the viscosity
𝜂:

𝜏 = 𝜏𝑦 + 𝜂 �̇� if 𝜏 > 𝜏𝑦 (1a)

�̇� = 0 otherwise (1b)

where 𝜏 and �̇� denote the shear stress and shear strain rate, respectively
— the multi-axial generalisation of the Bingham model for 2D/3D
flow is straightforward and provided, for instance, by Cremonesi et al.
(2011). From a physical standpoint, 𝜏𝑦 denotes the shear stress thresh-
ld above which indefinite fluid flow may take place – and below
hich the fluid may only deform with a vanishing strain rate. On the
ther hand, the occurrence of unlimited deviatoric deformation beyond
he material shear strength recalls the concept of failure as typically
eant in solid mechanics. This observation leads to recognise, in the

ontext of total stress analysis, a fundamental equivalence between
𝑦 and the so-called undrained shear strength 𝑠𝑢, which is commonly

adopted as a geotechnical material parameter for the study of quasi-
static failure problems. Regarding the case of liquefied sand, 𝜏𝑦 appears
to be most closely related to the steady-state shear strength 𝑠𝑢, as
defined by Poulos (1981) – see also discussion in Section 2.5.

The numerical solution of the interaction problem involving the
buried pipe and the surrounding liquefied sand is carried out in Pisanò
et al. (2020) using the PFEM developed by Cremonesi et al. (2010)
after (Idelsohn et al., 2004). Accordingly, a fully Lagrangian description
of the fluid flow is adopted, which is especially suitable for problems
related to free-surface flow and fluid–structure interaction (Cremonesi
et al., 2020). Despite their theoretical and computational soundness,
however, CFD methods – including the PFEM – require the implemen-
tation of advanced numerical algorithms and specific expertise of the
user (e.g., regarding the choice of space–time discretisation settings).
This observation, along with the relatively high computational costs of
PFEM simulations, have motivated the development of the simplified
interaction model that is described in what follows.

Proposed herein is a model that tackles pipe–fluid interaction at a
macro-element scale, i.e., by representing the pipe (cross-section) as
a lumped point mass subjected to time-varying forces (Fig. 1). Only
vertical components of force and displacement/velocity/acceleration
are considered (𝑦 direction in Fig. 1(b)), which is sufficient for de-
scribing the upward motion of a circular rigid body. While moving
through the fluidised soil, the pipe is subjected to three distinct external
forces (per unit length), namely its self-weight (𝑊 ), the buoyancy
force (𝐹𝐵), and the drag resistance (𝐹𝐷). The sum of 𝐹𝐵 and 𝐹𝐷
quals the integral over the pipe section perimeter of the Cauchy stress
istribution, which emerges from the interaction between pipe and
urrounding fluid (Fig. 1(a)). When appropriate, a structural restoring
orce may be included to reproduce the connection of the considered
ipe section with the rest of the pipeline network — see validation
xample in Section 4.1.

The flotation-induced displacement of the pipe, 𝑢, may be simply
btained by integrating in time the following dynamic equilibrium
quation along the 𝑦 direction:

�̈� = 𝐹𝐵 −𝑊 − 𝐹𝐷(�̇�) (2)

here 𝑚 is the mass of the pipe per unit length, and �̈� its verti-
al acceleration (dots are used to indicate time differentiation, while
𝐷(�̇�) denotes the dependence of 𝐹𝐷 on �̇�). While the self-weight and
he buoyancy force are always, respectively, downward- and upward-
riented, the direction of the drag force opposes the motion of the pipe

i.e., downward drag applies to the case of a floating pipe, as assumed
n Eq. (2).
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Fig. 1. (a) Fluid stress distribution over the pipe section perimeter and corresponding integral forces (𝝈 is the Cauchy stress tensor, while 𝜎𝑛𝑛 and 𝜎𝑛𝑡 are the normal and tangential
components of the traction vector, respectively); (b) force scheme for the simplified macro-element approach.
2.1. Self-weight and buoyancy

Submarine buried pipelines are generally used to carry hydrocar-
bons or other fluids. In the spirit of a macro-element approach, an
equivalent density 𝜌𝑒𝑞 may be used to evaluate the self-weight of the
pipe. The weight per unit length of a pipe of outer diameter 𝐷 and wall
thickness 𝑡 is:

𝑊 = 𝜌𝑒𝑞
𝜋𝐷2

4
𝑔 with 𝜌𝑒𝑞 =

[

𝜌𝑝 ⋅𝐷
2+

(

𝜌𝑓 − 𝜌𝑝
)

⋅ (𝐷 − 2𝑡)2
]

∕𝐷2 (3)

where 𝑔 is the gravitational acceleration and 𝜌𝑒𝑞 the equivalent den-
sity – with 𝜌𝑝 and 𝜌𝑓 being the mass density of the pipe and the
flowing fluid, respectively. In agreement with relevant international
standards (API, 2004; ISO, 2012), a ratio 𝐷∕𝑡 = 20 is henceforth
assumed; on the safe side with regard to flotation assessment, the case
of an empty pipe is considered in this work (i.e., 𝜌𝑓 = 0).

As for the evaluation of the buoyancy term, it should first be men-
tioned that significant uncertainties affect the estimation of liquefied
sand’s density, 𝜌𝑙𝑠. Based on previous experimental studies (Sumer
et al., 2006; Teh et al., 2006), 𝜌𝑙𝑠 may lie in the range between 1800
and 2000 kg/m3. In order to reduce the number of free parameters for
model calibration purposes, 𝜌𝑙𝑠 = 1800 kg∕m3 is henceforth assumed,
unless stated otherwise. It is thus straightforward to determine the
buoyancy force per unit length as follows:

𝐹𝐵 = 𝜌𝑙𝑠
𝜋𝐷2

4
𝑔 (4)

2.2. Drag force

When a body moves through a fluid mass – or is immersed within a
flowing fluid – a drag force arises. A careful literature review has put
in evidence the dearth of applicable research on the estimation of drag
forces on floating cylinders, especially in comparison to the numerous
studies that have been devoted to the case of fixed cylinders immersed
in flow fields of different type. The latter kind of studies have been
carried out by accounting for different rheological behaviours, both
Newtonian (Oseen, 1910; Lamb, 1911; White, 1946; Tomotika and Aoi,
1951; Takaisi, 1956; Zdravkovich, 1979) and Non-Newtonian (Bing-
ham) (Adachi and Yoshioka, 1973; De Besses et al., 2003; Mitsoulis,
2004; Tokpavi et al., 2008; Nirmalkar et al., 2012).

Unfortunately, available expressions for estimating the drag force
experienced by an infinitely long cylinder immersed in a flowing Bing-
ham fluid are not directly applicable to the flotation problem at hand as
formulated in Eq. (2). Two main reasons hinder direct use of previous
research findings: (i) the typical assumption of uniform/stationary flow
does not apply to the velocity field around a floating pipe; (ii) most of
3

Fig. 2. Normalised drag force versus Bingham number for an infinitely long cylinder
immersed in a Bingham fluid that flows uniformly between two planar boundaries.
Different curves are associated with distinct values of the distance between boundaries
— redrawn after Mitsoulis (2004).

the drag formulas from the literature neglect boundary effects, which
may be relevant to pipe flotation in a relatively narrow trench.

Boundary effects are considered in the study of Mitsoulis (2004),
who proposed an expression of the drag force 𝐹𝐷 for infinitely long
cylinders immersed in a Bingham fluid that flows uniformly between
two planar rough boundaries at a distance equal to 𝑑. The relationship
between the normalised drag force (𝐶𝐷) and the Bingham number (𝐵𝑛)
according to Mitsoulis (2004) is shown in Fig. 2 for different 𝑑∕𝐷 ratios,
with the following meaning of the adopted symbols:

𝐶𝐷 =
𝐹𝐷
𝜂�̇�

𝐵𝑛 =
𝜏𝑦𝐷
𝜂�̇�

(5)

where 𝜂 and 𝜏𝑦 are the Bingham fluid parameters as in Eq. (1a), and
�̇� the inflow velocity of the fluid. It is evident that for large values of
𝐵𝑛 (i.e., when the ‘plastic drag’ prevails over the ‘viscous drag’) 𝐶𝐷
is nearly unaffected by 𝑑∕𝐷, which implies negligible influence of the
confining boundaries. Conversely, as lower 𝐵𝑛 values are considered,
the behaviour of a Newtonian fluid is approached, with dominant
viscous drag and marked influence of the 𝑑∕𝐷 ratio.
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Building on the results in Fig. 2, an (approximate) additive decom-
position of the drag force is assumed for the evaluation of 𝐹𝐷 in Eq. (2):

𝐹𝐷 = 𝐹𝐷,𝑝 + 𝐹𝐷,𝑣 (6)

where 𝐹𝐷,𝑝 and 𝐹𝐷,𝑣 represent, respectively, the ‘plastic’ and the ‘vis-
cous’ contributions to the total drag force.

The plastic drag component, 𝐹𝐷,𝑝, is directly related to the Bingham
yield stress 𝜏𝑦. The aforementioned equivalence between 𝜏𝑦 and 𝑠𝑢
underlies the conceptual link between the plastic drag 𝐹𝐷,𝑝 and the
resisting force 𝑅𝑢𝑝𝑙𝑖𝑓 𝑡 that, under undrained quasi-static conditions,
must be overcome for the uplift of a buried pipe (Bransby et al., 2002).
𝑅𝑢𝑝𝑙𝑖𝑓 𝑡 may be estimated using an equation of the following form:

𝑅𝑢𝑝𝑙𝑖𝑓 𝑡 = 𝑁𝑏 𝑠𝑢 𝐷 (7)

where 𝑁𝑏 is an uplift resistance factor that is traditionally obtained via
plastic limit analysis calculations (Chen and Liu, 2012; Sloan, 2013).
According to DNV (2021b), the 𝑁𝑏 factor:

(i) is associated with a local soil failure mechanism, where the soil
above the pipe will displace around and below the pipe as the
pipe moves upwards. For small embedment depths, 𝑅𝑢𝑝𝑙𝑖𝑓 𝑡 will
be limited by the resistance associated with a global soil failure
mechanism, i.e., with a failure surface extending up to the seabed
— this specific case is not further investigated herein;

(ii) is depth-dependent for shallow embedment, 0 < 𝑏∕𝐷 < 4, while
for 𝑏∕𝐷 ≥ 4 it reaches a theoretical value 𝑁𝑐 in the range between
9 (smooth pipe surface) and 12 (rough pipe surface) (Randolph
and Houlsby, 1984);

(iii) is also affected by physical mechanisms that are not captured
by plastic limit analysis solutions, including time effects in real
soil behaviour and progressive failure. To account for these as-
pects, DNV (2021b) recommends to obtain 𝑁𝑏 as the product
between 𝑁𝑐 (plastic limit analysis solution) and an empirical
factor in the range between 0.55 and 0.8, with a best estimate
value of 0.65.

It is worth remarking that Eq. (7) only applies to quasi-static condi-
ions, i.e., to the case of a very slowly moving pipe. More general dy-
amic conditions may be tackled by incorporating a direct dependence
f the plastic drag force on the Bingham number:

𝐷,𝑝 = 𝐶𝐷,𝑝
(

𝐵𝑛
)

𝜏𝑦 𝐷 (8)

here the plastic drag coefficient, 𝐶𝐷,𝑝, is explicitly a function of
he Bingham number — the definition of 𝐵𝑛 in Eq. (5) is adapted to
lotation problems by setting �̇� as the (current) velocity of the moving
ipe.

The viscous drag component, 𝐹𝐷,𝑣, is dominant for low Bingham
umbers and may be evaluated based on the work of White (1946),
ho proposed the following empirical relationship after studying the
rag force acting on a wire falling through a Newtonian fluid between
wo vertical walls:

𝐷,𝑣 =
6.4 𝜂�̇�

log
(

𝑑
𝐷

) (9)

n which there is an obvious influence of boundary distance effects,
ven for 𝑑∕𝐷 values as large as 500. It is worth noting that White’s
ormula is solely valid for the case of laminar flow, which seems
ppropriate for pipe flotation in a highly viscous fluid, such as liquefied
and.

Although this work focuses on vertical flotation, the experimental
iterature includes data from lateral pipe dragging tests, which have
een here exploited to achieve broader validation of the proposed
odelling framework — see Section 4.3. If the pipe moves horizontally
4

cross a fluid mass bounded by a bottom rigid plane, then the following s
Fig. 3. Example of pipe motion scenario returned by the simplified model in combi-
nation with the following geometrical/mechanical parameters: 𝐷 = 0.8 m, 𝑑∕𝐷 = 6,
𝜌𝑙𝑠 = 1800 kg/m3, 𝜂 = 2000 Pa⋅s, 𝜏𝑦 = 50 Pa.

drag equation proposed by Takaisi (1956) will return more accurate
results:

𝐹𝐷,𝑣 =
4𝜋𝜂�̇�

ln
( 2ℎ𝑝+𝐷

𝐷∕2

)

− 1
4

(

𝐷
2ℎ𝑝+𝐷

)2
(10)

where ℎ𝑝 is the elevation of the pipe above the underlying rigid
boundary – i.e., with the same meaning as sketched in Section 4.1.

2.3. Complete flotation model

After providing the analytical expressions of all relevant force com-
ponents, Eq. (2) can be further specified as follows:

𝑚�̈� =
(

𝜌𝑙𝑠 − 𝜌𝑒𝑞
) 𝜋𝐷2

4
𝑔 −

6.4 𝜂�̇�

log
(

𝑑
𝐷

) − 𝐶𝐷,𝑝𝜏𝑦𝐷 (11)

here 𝑑 (distance between rigid boundaries in White’s formula (9)) is
einterpreted as (average) trench width. It is henceforth assumed that
nly the loose material in the trench is prone to liquefaction, while the
urrounding soil provides a relatively rigid constraint to the interaction
etween fluidised soil and floating pipe.

All the simplified model results presented below have been ob-
ained by numerically integrating Eq. (11) using an explicit version of
ewmark’s method (equivalent to the central difference scheme) (New-
ark, 1959) and homogeneous initial conditions – see also the code

ppendix at the end of this paper.
Fig. 3 shows an example of the pipe displacement and velocity

s predicted by the proposed simplified model. The figure shows the
ttainment of the so-called ‘terminal velocity’, i.e., of steady pipe
otion with −𝑊 + 𝐹𝐵 − 𝐹𝐷 = 0.

For the proposed simplified model to be fully applicable, a direct
elationship between the plastic drag coefficient, 𝐶𝐷,𝑝, and the Bingham
umber, 𝐵𝑛, must be introduced in Eq. (8). Indeed, the existence of such
relationship is suggested by a number of previous studies for the total
rag coefficient 𝐶𝐷 = 𝐹𝐷∕𝜏𝑦 𝐷 (De Besses et al., 2003; Tokpavi et al.,
008; Jossic and Magnin, 2009; Nirmalkar et al., 2012). Heuristically,
ote that, for relatively low 𝐵𝑛 values, the viscous drag (Eq. (9)) is
egligible compared to the plastic component (Eq. (8)), so that 𝐶𝐷 ≈
𝐷,𝑝.

The detailed calibration of Eq. (8) has been performed by seeking
lose agreement between the terminal pipe velocities predicted by the
implified model and complete 2D PFEM simulations. To this end,
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Fig. 4. Plastic drag coefficient versus Bingham number: analytical interpolation of 2D
PFEM results (Eq. (12)).

extensive parametric studies have been executed for varying geometry
settings (3 < 𝑑∕𝐷 < 25 and 3.5 < 𝑏∕𝐷 < 19.5), yield stress (10 Pa
𝜏𝑦 < 300 Pa) and dynamic viscosity (1000 Pa s < 𝜂 < 4000 Pa s). In

conclusion, the comparison between simplified model and PFEM results
has enabled the calibration of the following 𝐶𝐷,𝑝

(

𝐵𝑛
)

function:

𝐷,𝑝 =
6.72𝐵𝑛 + 23.76

𝐵𝑛 + 1.34
(12)

ig. 4 shows how Eq. (12) achieves satisfactory interpolation of the
𝐷,𝑝 values obtained from PFEM terminal pipe velocities (black circular
arkers).

As mentioned in Section 2.2, the formulation of the plastic drag
quation (Eq. (8)) has been partly inspired by the analogy with the
static) soil resistance to pipe uplift. Therefore, it seems logical to ex-
ect the plastic drag force from Eq. (8) to be compatible with the force
eturned by Eq. (7) as quasi-static conditions are approached – i.e., as
𝑛 ←←→ ∞. Remarkably, the uplift resistance factor in Eq. (12) equals
.72 as 𝐵𝑛 ←←→ ∞, which is strongly consistent with the recommendation
f DNV (2021b) for rough pipes (i.e., with no pipe–fluid slip along
he pipe perimeter) in the presence of time-dependent soil behaviour
nd progressive failure — all these effects are inherently accounted
or by the adopted 2D PFEM model. It is also worth recalling that
he mentioned parametric studies have not considered cases with very
hallow pipe embedment, which has led to find the depth-independent
𝐷,𝑝

(

𝐵𝑛
)

function in Eq. (12). Such a formulation has been deemed ap-
ropriate to interpret the whole set of PFEM simulation results, also in
ight of the much larger uncertainties associated with the identification
f liquefied soil’s rheological parameters — see Section 2.5.

.4. Inclusion of pore pressure evolution effects

The formulation of Eq. (11) relies on the assumption of fully liq-
efied soil, which is in turn associated with the concept of nil inter-
ranular forces (due to pore pressure build-up) and facilitates the
doption of a one-phase CFD framework (Pisanò et al., 2020). However,
he liquefied state of a sand does not last indefinitely, as the gradual
issipation of the excess pore pressures leads to restoring non-vanishing
ean effective stresses (𝑝′) and, therefore, (part of) the original shear

trength/stiffness. As a result, the soil tends to transit back from fluid-
ike to solid-like state/behaviour. While detailed two-phase modelling
5

f a such a transition would detract from the intended simplicity of
he analysis (Vescovi et al., 2020; Marveggio et al., 2021), the recent
pproach by Pisanò et al. (2020) preserves the simplified one-phase
ramework by introducing phenomenological evolution laws for 𝜂 and
𝜏𝑦, so as to mimic their increase with 𝑝′ during reconsolidation. Based
on available experimental evidence (Nishimura et al., 2002; Gallage
et al., 2005; Guoxing et al., 2016), the following relationships have
been proposed for the post-liquefaction viscosity and yield stress:

𝜂 = 𝜂0 (𝑟𝑢 = 1) + 𝜂𝑟𝑒𝑐 (𝑟𝑢, 𝑝′) (13)

𝜏𝑦 = 𝜏𝑦,0 (𝑟𝑢 = 1) + 𝜏𝑦,𝑟𝑒𝑐 (𝑟𝑢, 𝑝′) (14)

where 𝜏𝑦,0 and 𝜂0 are material parameters related to fully liquefied
conditions (i.e., to 𝑟𝑢 = 1, where 𝑟𝑢 is the ratio between the current
pore pressure and the pre-liquefaction effective mean stress, 𝑝′0); 𝜏𝑦,𝑟𝑒𝑐
and 𝜂𝑟𝑒𝑐 quantify the variation in rheological properties during recon-
solidation. 𝜏𝑦,𝑟𝑒𝑐 may be physically associated with the recovering shear
strength:

𝜏𝑦,𝑟𝑒𝑐 = 𝐴𝜏𝑦𝑝
′ ≈ 𝑀

√

3
𝑝′ (15)

where the strength recovery parameter, 𝐴𝜏𝑦 , is linked to the critical
stress ratio, 𝑀 , of the soil. In fact, the physical equivalence between
yield stress and undrained strength is fundamentally motivated by the
frictional nature of soil behaviour, which implies the dependence of the
shear strength – when expressed as an absolute shear stress value – on
the current effective confinement, as well as on the previous stress path.
This fact is simply reproduced by Eq. (15) in agreement with critical
state soil mechanics principles (Wood, 1990), in a fashion that enables
consistent representation of the quasi-static shear resistance as the soil
state evolves towards liquefaction (while pore pressures build up) or
reconsolidation (while pore pressures dissipate).

As for the increase in viscosity during reconsolidation, the term
𝜂𝑟𝑒𝑐 in Eq. (13) has been linearly related to 𝑝′ through the material
parameter 𝐴𝜂 , based on the approach of Pisanò et al. (2020) inspired
by existing experimental evidence (Gallage et al., 2005):

𝜂𝑟𝑒𝑐 = 𝐴𝜂𝑝
′ (16)

Following the same rationale, the opposite transition may be also
reproduced, except for the fact that 𝑝′ undergoes an opposite evolution
(from larger to lower values) when total liquefaction is gradually
approached from a (more) consolidated state. It is evident that the
implementation of the above approach requires as an input the evo-
lution in space and time of the mean effective pressure, 𝑝′, which in
turn depends on the excess pore pressure. Pore pressure variations may
either come from a parallel numerical analysis (as discussed in Pisanò
et al., 2020 and later recalled in Sections 4.1 and 4.3) or from mea-
sured experimental data (see Section 4.2), with no a priori limitations
on the space distribution of the evolving pore pressure field. In the
former case, a non-linear soil consolidation model should be adopted
to account for the drastic variations in stiffness and permeability at
low mean effective stresses — see, for instance, the non-linear model
adopted by Pisanò et al. (2020).

The general setup of the proposed calculation scheme is summarised
in Algorithm 1, based on a simple explicit time integration scheme. It
is remarked that the evolution in space and time of the pore pressures
is an external/decoupled input to the pipe-soil interaction analysis as
formulated in Eq. (11).

2.5. Calibration of liquefied sand parameters

Central to the application of the proposed modelling framework is
the calibration of liquefied sand’s parameters, i.e., viscosity and yield
stress. Following decades of extensive studies, broad consensus seems to
have been achieved about the extreme variability of such parameters,
particularly of the viscosity — this aspect is clearly pointed out, to name
a few, by Tamate and Towhata (1999), Parsons et al. (2001), Hwang
et al. (2006) and Montassar and de Buhan (2013). Multiple factors

contribute to such variability:
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Algorithm 1 Numerical solution scheme for pipe flotation analysis
Initialise geometry settings and soil properties
Compute pipe weight, 𝑊 , through Eq. (3)
Compute buoyancy force, 𝐹𝐵 , through Eq. (4)
while 𝑡 ≤ 𝑇𝑓𝑖𝑛𝑎𝑙 do ⊳ Loop over time

if Pipe entirely below soil surface then
Obtain pore pressure and mean effective stress at pipe centroid
Update soil viscosity and yield stress through Eqs. (13)–(14)
Compute plastic drag force, 𝐹𝐷,𝑝, through (8)
Compute viscous drag force, 𝐹𝐷,𝑣, through Eq. (9)
Compute total drag force, 𝐹𝐷 = 𝐹𝐷,𝑣 + 𝐹𝐷,𝑝
Compute pipe acceleration, �̈�, by solving Eq. (11)
Compute pipe velocity/displacement, �̇� and 𝑢
Update location of pipe centroid

end if
end while

Fig. 5. Scatter of viscosity values from previous studies.

– Variety of laboratory testing procedures. Rheological properties may
be identified via very diverse testing procedures, including the
use of viscometers (Kawakami et al., 1994) or flumes (Parsons
et al., 2001), dam-breaking tests (Della Vecchia et al., 2019),
back-analysis of the interaction with objects such as spherical
balls (Hamada et al., 1993; Kawakami et al., 1994; Hwang et al.,
2006), cylindrical bars (Hwang et al., 2006) and pipes (Hamada
et al., 1993; Towhata et al., 1999). Different testing procedures
entail diverse flow regimes and rheological responses;

– Influence of mixture composition. Rheological properties are known
to be extremely sensitive to the composition, grain size dis-
tribution, and porosity (or relative density) of the soil–water
mixture (Parsons et al., 2001; Pierson, 2005);

– Rheological assumptions. The rheology of liquefied sand does not
necessarily adhere to simplified modelling assumptions (Ancey,
2007). Deviations of real behaviour from such assumptions will
impact the resulting rheological characterisation, or require more
complex modelling (e.g., from Bingham to Herschel–Bulkley rhe-
ology).

Fig. 5 provides further insight into the scatter in the literature of
iscosity values for fully liquefied soil (i.e., with 𝑟𝑢 = 1), also in

comparison to the empirical relationships proposed by Kang and Zhang
6

(1980), Major and Pierson (1992), Moraci et al. (2017). Literature data
for sandy mixtures have been selected to span typical values of initial
porosity in the 35%–65% range, and to represent the influence of dif-
erent (i) grain size distribution and fine content, (ii) testing procedure
flume tests, viscometer, lateral spreading, interaction with rigid pipe)
nd (iii) conceptual interpretation (Bingham modelling against Newto-
ian modelling with ‘equivalent viscosity’). Fig. 5 confirms variations
n viscosity over 5 orders of magnitude. Values of equivalent viscosity
btained through the assumption of Newtonian behaviour – such as
hose reported by Towhata et al. (1999) – lie, as expected, on the high
ide of the spectrum.

Similar considerations apply to the determination of the fully liq-
efied shear strength (i.e., the yield stress in this context), which is
till an open issue for fully liquefied soils. According to the notion of
teady-state deformation (see, e.g., Poulos, 1981), the shear strength of
liquefied soil is mainly a function of the relative density (or porosity),
eing the influence of other initial conditions largely erased by the
eformation process; other studies, nonetheless, have also emphasised
he influence of the stress path to liquefaction (Vaid and Thomas,
995). For many soils in fully liquefied conditions, the dependence of
heir shear strength on the relative density is so large that even very
mall variations in density may lead to completely different strength
alues.

If sandy soils could be sampled ‘undisturbed’ from the site, then the
iquefied shear strength could be measured through undrained triaxial
ests on soil specimens consolidated up to the relevant effective stress
tate. Unfortunately, well-known difficulties in obtaining undisturbed
and samples and the mentioned sensitivity of the liquefied strength
o density would make this effort unfruitful. Conversely, different ap-
roaches have been proposed to estimate the liquefied shear strength,
ncluding (i) use of the laboratory steady-state strength corrected to
ccount for site conditions (Poulos et al., 1985), (ii) direct correlation
o in-situ data based on relevant case histories (Stark and Mesri, 1992;
lson and Stark, 2002), or (iii) resort to the notion of residual stress ra-

io (Ishihara, 1993). Despite the acknowledged uncertainties, the yield
tress of a fully liquefied sand is generally believed to range from tens
o a few hundreds Pa (Uzuoka et al., 1998; Parsons et al., 2001; Pierson,
005; Gallage et al., 2005) – therefore, not extremely influential in
oil–structure interaction problems involving strong reconsolidation
ffects.

Accurate determination of the above reconsolidation parameters
Eqs. (14)–(15)) within the proposed total stress framework will re-
uire further development in laboratory testing at very small confine-
ent (Gallage et al., 2005) – along this direction, the work of Towhata

t al. (2009) on testing in a zero-gravity environment is particularly
orthy of mention.

. Comparison to 2D PFEM results

Following the calibration of Eq. (8), the simplified model (hence-
orth, SM) has been verified against a set of 2D PFEM results. To this
nd, a fully liquefied backfill material has been considered, i.e., with
o evolution of the rheological parameters. Fig. 6 shows the geometry
f the reference domain and a magnified view of the computational
riangular mesh around the pipe. Other relevant computational settings
nclude: (i) average element size equal to 0.02 m, resulting in approxi-
ately 52000 nodes; (ii) time step size and total physical simulation

ime equal to 0.04 s and 8 s, respectively; (iii) fixed bottom and
ateral boundaries, no pipe–fluid slip along the pipe perimeter, and free
op boundary. The general soundness of the obtained PFEM results is
xemplified for a selected simulation case in Fig. 7 – see parameter
ettings in Table 1, with the sole exception of 𝜏𝑦 = 100 Pa. The figure

illustrates on the left the final colour map of the 𝑟𝜏 ratio between the
Euclidean norm of the deviatoric stress tensor (‖𝝉‖ =

√

𝝉 ∶ 𝝉) and the
yield stress 𝜏𝑦 – values of this ratio that are lower or larger than 1 define
deviatoric stress states, respectively, below and above the yielding
limit. The dark area around the pipe is associated with 𝑟 > 1, which
𝜏
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Fig. 6. PFEM model of the reference verification case: (a) geometry (dimensions in meters) and (b) magnified mesh around the pipe cross-section.
Fig. 7. Fluid yielding around the pipe: (a) final ratio between Euclidean deviatoric stress tensor norm and yield stress associated with 𝐵𝑛 ≃ 3.5 during pipe flotation; (b) distribution
of fluid yielding around a pipe subjected to uniform flow for 𝐵𝑛 = 10 – redrawn after Adachi and Yoshioka (1973).
Table 1
Geometrical and mechanical parameters for the reference verification case in Fig. 6.
𝐷 𝑑∕𝐷 𝑏∕𝐷 𝜌𝑒𝑞 𝜌𝑙𝑠 𝜂 𝜏𝑦
(m) (–) (–) (kg/m3) (kg/m3) (Pa⋅s) (Pa)

0.5 6 3.75 1482 1800 2000 50

are spatially distributed in a manner similar to the previous findings
of Adachi and Yoshioka (1973), De Besses et al. (2003), and Mitsoulis
(2004).

Six sets of PFEM and SM parametric analyses have been performed,
each featuring realistic variations of the parameter set in Table 1 and
in all cases with 2 < 𝑏∕𝐷 < 9.5:

– Set 1 ←←→ liquefied sand density varied over the range
𝜌 = [1700; 2000] kg/m3
7

𝑙𝑠
– Set 2 ←←→ dynamic viscosity varied over the range
𝜂 = [1500; 5000] Pa⋅s

– Set 3 ←←→ yield stress varied over the range
𝜏𝑦 = [10; 150] Pa

– Set 4 ←←→ pipe diameter varied over the range
𝐷 = [0.1; 1.5] m

– Set 5 ←←→ trench width ratio over the range
𝑑∕𝐷 = [3; 12]

– Set 6 ←←→ 𝜌𝑝𝑖𝑝𝑒 = 950 kg/m3 (HDPE) and 𝜌𝑝𝑖𝑝𝑒 = 7800 kg/m3 (steel).

Fig. 8 shows excellent agreement between the terminal velocities
returned by SM and PFEM simulations for all the mentioned cases —
particularly, for a resulting range of the Bingham number between 10−2

and 101. To further corroborate the suitability of the proposed model
formulation, the SM relationship between the normalised total drag
force (i.e., viscous + plastic) and the Bingham number is compared in
Fig. 9 to the previous results by Mitsoulis (2004) (in grey, as previously
reported in Fig. 2). The excellent qualitative agreement between SM
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Fig. 8. Comparison between SM and PFEM terminal velocities — distinct markers are
adopted for different values of the Bingham number.

Fig. 9. SM trends of normalised drag force versus Bingham number for different ratios
between rigid boundary distance and diameter of the floating pipe. The corresponding
curves in Fig. 2 by Mitsoulis are reported in grey.

and Mitsoulis’ trends confirms the ability of the proposed model to
reproduce the physics of the problem. Quantitative differences, most
pronounced for low 𝐵𝑛 values (fast motion regime) and 𝑑∕𝐷 ratio,
are likely due to the different setups of the two reference problems,
i.e., upward pipe flotation in a constrained trench against uniform
horizontal flow around a cylinder between two rigid boundaries.

4. Validation against small-scale test data

The proposed simplified model has been finally validated against
the results of selected small-scale experiments from the literature.
In particular, three sets of test data have been considered, namely
regarding the cases of: (i) pipe flotation in liquefied reconsolidating
sand (Horsten, 2016); (ii) pipe flotation induced by incipient sand liq-
uefaction triggering (Miyamoto et al., 2020); (iii) lateral pipe dragging
8

Fig. 10. The experimental pipe flotation setup adopted by Horsten (2016) (dimensions
in meters).

Table 2
Pipe geometrical and mechanical properties: ℎ𝑝=elevation; 𝐿𝑝=length; 𝑡𝑝=cross-section
thickness; 𝐷𝑝=outer diameter; 𝐼𝑝=cross-section moment of inertia; 𝜌𝑝=HDPE mass
density; 𝐸𝑝=HDPE Young’s modulus.

ℎ𝑝 𝐿𝑝 𝑡𝑝 𝐷𝑝 𝐼𝑝
(mm) (m) (mm) (mm) (m4)

Pipe 1 790 3 17 110 5.6 ⋅ 10−6

Pipe 2 640 3 33 160 2.8 ⋅ 10−5

𝜌𝑝=950 kg/m3 𝐸𝑝=1100 MPa

in reconsolidating sand (Towhata et al., 1999). While cases (i) and
(iii) have been previously simulated within the complete 2D PFEM
framework (Pisanò et al., 2020), original SM results are presented in
what follows to demonstrate the ability of the new model to achieve
similar accuracy with negligible computational costs.

4.1. Pipe flotation in liquefied reconsolidating sand

The original pipe flotation experiments reported by Horsten (2016)
were executed in a large container (length = 4 m, width = 2.5 m,
depth = 1.2 m). Fast liquefaction of loose sand was achieved, after
a fluidisation-reconsolidation cycle, through the impact of a falling
weight on the sidewall of the sand container — the occurrence of
liquefaction was confirmed both by visual inspection and pore water
pressure measurements at pre-selected soil locations. All tests were
performed in Ittebeck sand, which is a uniform fine sand characterised
by specific grain density 𝐺𝑠 = 2.64, 𝑑50 = 0.165 mm (median grain
diameter), 𝑒𝑚𝑎𝑥 = 0.868 and 𝑒𝑚𝑖𝑛 = 0.527 (maximum/minimum void
ratio). Three different high-density polyethylene (HDPE) flexible pipes,
with different outer diameter and thickness, were used. The experi-
mental setup illustrated in Fig. 10 featured a fixed-end pipe buried in
a saturated sand layer — an edge of the pipe was clamped to more
realistically represent a pipeline connected to an existing structure.
Geometrical and mechanical properties of the HDPE pipes are listed
in Table 2. The domain width used in Pisanò et al.’s PFEM simulations
was equal to 1.5 m, which is the same value preserved for 𝑑 (boundary
distance) in Eq. (9).

The evolution of sand’s rheological parameters upon reconsolidation
has been fed to the simplified model based on the approach discussed
in Section 2.4. The space–time evolution of the excess pore pressures
within the sand layer has been estimated through a one-dimensional
non-linear consolidation model, in a fashion identical to that described
by Pisanò et al. (2020). The parameters governing the consolidation
model have been calibrated against independent pore pressure dissipa-
tion data provided by Horsten (2016), and are reported for convenience
in Table 3. Since the proposed model is geometrically zero-dimensional,
a single location in the parallel 1D consolidation model had to be
selected for extracting the time evolution of 𝑝′. To this end, 𝑝′ values
associate with the (moving) location of the pipe centroid have been
used to update the values of 𝜂 and 𝜏𝑦 (via Eqs. (13)–(14)) and enable
the evaluation of the drag force in reconsolidating soil. As is shown in
Table 4, it has been possible to obtain a calibration of the SM model
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Fig. 11. Pipe’s flotation: comparison between experimental data from Horsten (2016) and simplified model prediction for (a) pipe 1 and (b) pipe 2 – see Table 2. Displacement
measured/simulated at the midsection of each pipe.
Table 3
Consolidation model parameters calibrated against data from Horsten (2016).
𝐻 𝛾 𝐶𝑇 𝑒0 𝜒 𝛼 𝜎′

𝑟𝑒𝑓
(m) (kN/m3) (m/s) (–) (–) (–) (kPa)

1.2 18.4 4 ⋅ 10−4 0.88 1038 1.15 100

Table 4
(Enhanced) Bingham parameters used to reproduce
measurements from pipe flotation tests in liquefied
reconsolidating sand.
𝐴𝜂 𝐴𝜏𝑦 𝜂0 𝜏𝑦,0
(Pa⋅s/Pa) (–) (Pa⋅s) (Pa)

20 0.69
(

= 1.2
√

3

)

2200 0

that adopts the same set of rheological/reconsolidation parameters
previously identified by Pisanò et al. (2020).

Along with the reconsolidation mechanism, a specific modification
of the simplified model has also been introduced to refine the rep-
resentation of the test setup in Fig. 10, particularly of the clamped
edge of the cantilever pipe. As described in Pisanò et al. (2020), a
simplified procedure was devised to preserve the computational ben-
efits of reduced-order modelling (in lieu of fully 3D), while accounting
for elastic and boundary effects through an elastic restoring force
introduced on the right side of Eq. (2). The elastic force associated
with the midsection of the cantilever pipe (see relevant cross-section
in Fig. 10) was identified based on standard structural analysis:

𝐹𝐸 = 384
17

𝐸𝑝 𝐼𝑝
𝐿4

(𝑦𝑐 − 𝑦𝑐,0) (17)

where 𝑦𝑐,0 and 𝑦𝑐 are the initial and current elevation of the pipe
centroid, while 𝐿 is the distance between the clamped edge and the
considered mid-section – the values of the pipe’s Young’s modulus (𝐸𝑝)
and cross-sectional inertia (𝐼𝑝) are provided in Table 2. It is worth
noting that, while structural 3D effects were accounted for through the
𝐹𝐸 term, the same modelling of the fluid drag force based on 2D/plane-
strain studies was retained – i.e., by disregarding a possible influence
of the clamped connection on the stress and velocity fields in the fluid.
Obviously, the determination of the structural restoring force 𝐹𝐸 should
9

be included in Algorithm 1 whenever appropriate.
Fig. 11 shows very good agreement between experimental data and
SM results for two different pipe flotation experiments, especially in
terms of final pipe displacement. As for the transient displacement
branch, significant influence of the clamped boundary condition is to
be noted, which hindered full-depth validation of the rheological terms.

To foster the industry uptake of the proposed flotation analysis
approach, the original Matlab code developed for the simulation of
Horsten’s tests is shared in the final appendix.

4.2. Pipe flotation during wave-induced sand liquefaction

A a second validation case, the experimental data provided by
Miyamoto et al. (2020) have been considered. The original pipe flota-
tion experiments were executed in a drum centrifuge equipped with
a system capable of generating wave-induced sand liquefaction – a
centrifugal acceleration equal to 70 g was adopted throughout the
experimental study. All tests were executed in silica sand No. 7, which
features 𝐺𝑠 = 2.66, 𝑑50 = 0.15 mm, 𝑒𝑚𝑎𝑥 = 1.16, 𝑒𝑚𝑖𝑛 = 0.7, and unit
weight 𝛾 = 18.3 kN/m3 – with reported values of relative density
equal to 35–38%. The model pipeline comprised an aluminium pipe
(𝐷 = 25 mm) filled with urethane foam, which overall resulted in a
specific gravity of the model pipe 𝐺𝑝 equal to 1.35. The authors used
the acceleration factor, 𝑁 = 70, to relate dimensions and measurements
to the scale of the assumed prototype — see Fig. 12).

The liquefaction of the sand sample in the centrifuge was obtained
by applying cyclic wave loading – particularly, metolose was used as
pore fluid in order to match the time-scaling laws of soil consolidation
and fluid wave propagation. The corresponding pore pressure build-
up, which gradually induced sand liquefaction and then pipe flotation,
was measured during the tests and used herein to directly inform
the proposed flotation model — the so-called Case-3 in Miyamoto
et al. (2020) has been considered herein. Fig. 13 exemplifies the good
agreement between selected interpolation functions (curve-fitting) and
the (upscaled) excess pore pressures (𝑢𝑒) along the soil depth coordinate
(𝑧, normalised with respect to the soil layer thickness, 𝐻).

After setting the space/time evolution of 𝑢𝑒 (and accordingly of
𝑝′) as an input to the pipe flotation analysis, distinct PFEM and SM
simulations have been performed for more thorough validation of the

whole framework, in combination with the following parameters:
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Fig. 12. The experimental setup adopted by Miyamoto et al. (2020) to simulate
wave-induced sand liquefaction and pipe flotation (dimensions in meters).

Fig. 13. Isochrones of excess pore pressure (𝑢𝑒) at different time different times:
measured (upscaled) data vs analytical interpolation — data from Miyamoto et al.
(2020), Case-3. Vertical effective stress distribution obtained based on 𝛾 ′ = 8.3 kN/m3

(soil buoyant unit weight).

– 𝛾 (liquefied soil unit weight) directly obtained from measured
data;

– 𝜂0 = 2000 Pa⋅s selected for 𝐷𝑟 = 35% based on Hwang et al.
(2006);

– 𝐴𝜏𝑦 = 0.77 set according to Eq. (15) using 𝑀 = 1.33, which corre-
sponds with a critical friction of approximately 33◦

(Schmertmann, 1978);
– 𝐴𝜂 = 20 Pa⋅s/Pa assumed based on observations provided by Pisanò

et al. (2020) for a similar sand;
– 𝜏𝑦,0 = 940 Pa identified to reproduce the experimental flotation

velocity of the pipe, approximately equal to 24 mm/s.

It is worth mentioning that 𝜏𝑦,0 and 𝜂0 had to be jointly calibrated by
trial-and-error. Compared to the simplification of nil 𝜏𝑦,0 adopted in
Section 4.1, a more reasonable value of 𝜂0 has been obtained by using
a non-nil yield stress value for the sand in its fully liquefied state.
In this respect, the rather low embedment of the model pipe tested
by Miyamoto et al. (𝑏∕𝐷 = 1.08, see Fig. 12) may have a played a
role, possibly due to neglecting in Eq. (12) the depth-dependence of the
plastic drag coefficient as the floating pipe approaches the soil surface.
10
Fig. 14. Wave induced-pipe flotation: SM vs PFEM predictions of the upward pipe
displacement — data from Miyamoto et al. (2020), Case-3.

Using identical soil parameters, very consistent SM and PFEM re-
sults have been obtained for the experimental test at hand – all re-
sults/data presented in prototype scale. Fig. 14 shows satisfactory
agreement between the two model responses in terms of pipe displace-
ment versus time, which also capture very closely the experimental
measurements. In the real experiment, the flotation is eventually ar-
rested by the larger density of the pipe with respect to that of the
fluid overlaying the sand deposit. While this occurrence is correctly re-
produced by the more advanced PFEM model, the proposed simplified
model is clearly not equipped to capture such a kind of boundary effect.
This is an intrinsic limitation of the proposed approach, which however
remains very convenient for inexpensively predicting the timing of pipe
flotation.

4.3. Pipe dragging in liquefied reconsolidating sand

Finally, the simplified model has been further validated against
the results of lateral pipe dragging experiments reported by Towhata
et al. (1999). Reference is made to a 1 g test in which a pipe buried
in extremely loose saturated sand was laterally dragged after full soil
liquefaction (induced by a strong shaking of the container). The exper-
iment was carried out in Toyoura sand of 𝐺𝑠 = 2.65, 𝑑50 = 0.17 mm,
and initial void ratio equal to 𝑒0 = 1.04 (𝐷𝑟 = 30%). A model pipe
featuring 30 mm diameter and 300 mm length was embedded at a
depth of 300 mm depth into a sand sample of 500 mm thickness. After
the attainment of soil liquefaction, the pipe was laterally dragged with
a velocity of 8 mm/s during the concurrent reconsolidation of the sand.

From a modelling standpoint, the pore pressure dissipation pro-
cess in the sand layer has been reproduced using the same non-
linear consolidation model mentioned in Section 4.1, after calibration
against Towhata et al.’s experimental data as per Pisanò et al. (2020).
Table 5 reports the set of calibrated consolidation parameters, while
the parameters associated with the enhanced Bingham model are
listed in Table 6 after slight re-calibration (particularly for 𝐴𝜂). As
reported (Pisanò et al., 2020), 𝐴𝜏𝑦 is broadly related – via Eq. (15) – to
the critical friction angle of the sand, whereas 𝐴𝜂 has been identified
within the relatively narrow range inferred from the experimental data
of Gallage et al. (2005). While sand’s steady-state undrained shear
strength may be rather small – though not nil – after full liquefaction
(see Section 2.5), it has been convenient to set 𝜏 = 0 in light of (i) the
𝑦,0
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Table 5
Consolidation model parameters calibrated against data from Towhata et al. (1999).
𝐻 𝛾 𝐶𝑇 𝑒0 𝜒 𝛼 𝜎′

𝑟𝑒𝑓
(m) (kN/m3) (m/s) (–) (–) (–) (kPa)

0.5 17.7 4 ⋅ 10−4 1.04 18 0.5 100

Table 6
(Enhanced) Bingham parameters used to reproduce
measurements from a lateral pipe dragging tests in
liquefied reconsolidating sand.
𝐴𝜂 𝐴𝜏𝑦 𝜂0 𝜏𝑦,0
(Pa⋅s/Pa) (–) (Pa⋅s) (Pa)

6 0.69 300 0

Fig. 15. Lateral pipe dragging: comparison between drag force per unit length mea-
ured in the experiments and predicted with the simplified model — data from Towhata
t al. (1999).

xtremely low density of the sand sample, and (ii) the vanishing initial
ffective stresses associated with the very shallow embedment of the
ipe in the reference 1 g model – only 300 mm (Towhata et al., 1999).

Fig. 15 shows the excellent ability of Takaisi’s formula (Eq. (10)) to
eproduce the measured drag force, on condition that the enhancement
f sand’s rheological properties due to reconsolidation is taken into
ccount — as discussed in detail by Pisanò et al. (2020). Also in
his validation case, the results in Fig. 15 indicate very satisfactory
greement between SM and PFEM predictions.

. Concluding remarks

This paper has presented a simplified model for the analysis of the
nteraction between floating pipelines and liquefied sand, also account-
ng for transient liquefaction and/or reconsolidation effects in the soil.
ollowing the same one-phase, total stress approach presented in Pisanò
t al. (2020), the soil has been modelled as a Bingham fluid, with
heological parameters possibly updated in space and time based on a
ecoupled pore pressure evolution analysis. The forces governing pipe
lotation have been formulated using spreadsheet-friendly analytical
elationships, with relevant insight provided into their calibration and
se. The final outcome is a practice-oriented model that can be utilised
11
to predict the upward motion of (a selected cross-section of) a floating
pipe in liquefied sand.

The soundness and accuracy of the new model has been explored
by comparing to the results of more complete 2D PFEM simulations
and small-scale experimental data from the literature. Among other
aspects, it has been shown that capturing the variation in viscosity and
yield stress induced by excess pore pressure changes enables accurate
evaluation of pipe–fluid interaction forces, and in turn of the pipe
displacement from flotation trigger to arrest.

Future users should bear in mind the role played by the relative
duration (and distance in time) of soil reconsolidation with respect
to the main liquefaction-inducing event. Two main cases of practical
relevance are envisaged: (i) if the liquefaction-inducing event clearly
precedes the onset of pipe flotation, then reconsolidation effects should
be accounted for in the analysis; (ii) if pipe flotation is mostly con-
current with the occurrence of soil liquefaction, then considering fully
liquefied soil behaviour appears to be more appropriate, i.e., with no
update of soil’s rheological properties.

Both novelty and applicability of this work relate to the develop-
ment of a flotation modelling framework that can be applied with
considerably fast computations. Among the limitations of the proposed
approach, geometrical reduction is probably the most prominent, in
that it does not allow the consideration of 2D/3D effects related to,
for instance, spatial variability and more complex boundary/loading
conditions. Nevertheless, this work is believed to make a valuable con-
tribution to the practical engineering of marine pipelines, particularly
with regard to the analysis and prevention of liquefaction-related risks.

Codes

Matlab code developed for the analysis of the validation case in
Section 4.1
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